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Abstract—In this paper, a generic architecture, designed to goal-directed behavior in order to satisfy a design objecti
support the implementation of applications aimed at manag- (iv) social ability, to interact with other agents according to
ing information among different and heterogeneous sources, the syntax and semantics of some selected communication

is presented. Information is filtered and organized according . L o L .
to personal interests explicitly stated by the user. User pro- language; (vjlexibility, to exhibit reactivity, proactiveness, and

files are improved and refined throughout time by suitable Social ability simultaneously [24]; (vipersonalizationto per-
adaptation techniques. The overall architecture has been called sonalize the behavior to fulfill user’s interests and prfiees;
PACMAS, being a support for implementing Personalized, Adap- (vii) adaptation to adapt to the underlying environment by
tive, and Cooperative MultiAgent Systems. PACMAS agents are |aaring how to react and/or interact with it; (vigpoperation
autonomous and flexible, and can be made personal, adaptive and, . . . .
cooperative, depending on the given application. The peculiarities to mteract W_'th other agents.ln order to achieve a common
of the architecture are highlighted by illustrating three relevant 9oal; (ix) deliberative capability to reason about the world
case studies focused on giving a support to undergraduate and model and to engage planning and negotiation, possibly in
graduate students, on predicting protein secondary structureand  coordination with other agents; (xhobility, to migrate from
on classifying newspaper articles, respectively. node to node in a local- or wide-area network.
In this paper, we present a generic multiagent architecture
designed to support the implementation of applicationsedim
Accessing the widespread amount of distributed infornmatieat: (i) retrieving heterogeneous data spread among differe
resources, such as the World Wide Web (WWW), entails redources (i.e., generic html pages, news, blogs, forums, and
evant problems (e.g., “information overload” [19]). Moveo, databases), (ii) filtering and organizing them accordingeo
different users are typically interested in different padf sonal interests explicitly stated by each user, and (idyjting
the available information, so that personalized and e¥fect adaptation techniques to improve and refine throughout time
information-filtering procedures are needed. Softwaren&gethe profile of each selected user.
have been widely proposed for dealing with this kind of Each agent is autonomous and flexible, and may implement
information retrieval and filtering problems [13] [8] [1523]. (one or more of) the following capabilities: personaliati
From our perspective, assuming that information sourcggaptation, and cooperation. The overall architecturebkas
are a primary operational context for software agents, tealled PACMAS, being designed to support the implementa-
following categories can be identified focusing on theirc#fie  tion of Personalized, Adaptive, and Cooperative MultiAgen
role: (i) information agents able to access to informationSystems. The PACMAS architecture can easily give rise to
sources and to collect and manipulate such information, [18pecific systems by (1) identifying the characteristics haf t
(ii) filter agents able to transform information according todataflow that occurs from information sources to users (and
user preferences [18], (iifask agentsable to help users to vice versa), and (2) customizing each involved agent aatgrd
perform tasks by solving problems and exchanging informe its actual role and capabilities.
tion with other agents [10], (iv)nterface agentsin charge  The remainder of this paper is organized as follows: In
of interaCting with the user such that she/he interacts Wigbction 2 the Persona”zed, Adaptive, and Cooperative ar-
other agents throughout them [17], and (wjddle agents chitecture, called PACMAS, is depicted. In Section 3, three
devised to establish communication among requesters a@de studies are presented, each one customized for aspecifi

providers [7]. Although this taxonomy is focused on a quitgpplication. Section 4 draws conclusions and future work.
general perspective, alternative taxonomies could be efifin

focusing on different features. In particular, one may fon Il. THE PACMAS ARCHITECTURE

capabilities rather than roles, a software agent being tble

embed any subset of the following capabilities: gi)tonomy PACMAS is a generic multiagent architecture aimed at
to operate without the intervention of users; (@activity, to retrieving, filtering and reorganizing information acciogl
react to a stimulus of the underlying environment accordinig users’ interests. PACMAS agents can be personalized,
to a stimulus/response behaviour; (ppactivenessto exhibit adaptive, and cooperative, depending on their specific role

I. INTRODUCTION
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Fig. 1. The PACMAS Architecture. At the mid-span level, agents are aimed at establishing com-
munication among requesters and providers. In the litezatu
. several solutions have been proposed: e.g., blackboardsage
PACMAS Macro-Architecture matchmaker or yellow page agents, and broker agents (see

The overall architecture (depicted in Figure 1) encompasd€] for further details). In the PACMAS architecture, agent
four main levels (i.e., information, filter, task, and irfeexre), at the mid-span level can be implemented as matchmakers or
each being associated to a specific role. The communicatiamokers, depending on the specific application.
between adjacent levels is achieved through suitable middl ] ]
agents, which form a corresponding mid-span level. PACMAS Micro-Architecture

Each level is populated by a society of agents, so that com-Keeping in mind that agents may be classified along several
munication may occur both horizontally and vertically. Thédeal and primary capabilities that they should embed, let
former kind of communication supports cooperation amongs first recall the agent taxonomy proposed in [20]. In such
agents belonging to a specific level, whereas the latterstgpp taxonomy, three primary capabilities have been identified:
the flow of information and/or control between adjacent leveautonomy, learning, and cooperation (see Figure 2-a). tn ou
through suitable middle-agents. view, agents are always autonomous and flexible, hence we

At the information level, agents are entrusted with exirgct deem that autonomy should not be explicitly listed in a
data from the information sources. Each information agediagram. On the contrary, we claim that personalizatiorukho
is associated to one information source, playing the role taken into account as a primary feature while depictieg th
of wrapper. Upon extraction, the information is then madeharacteristics of software agents, the resulting taxgn@m
available to the underlying filter level. depicted in Figure 2-b.

At the filter level, agents are aimed at selecting infornratio As for personalization, an initial user profile is provided
deemed relevant to the users, and cooperate to prevert inforform of a list of keywords, representing users’ interests
mation from being overloaded and redundant. Two filteringhe information about the user profile is stored by agents
strategies can be adopted: generic and personal. The forimelonging to the interface level. It is worth noting that,
applies the same rules to all users; whereas the latter is cias exhibit personalization, filter and task agents may need
tomised for a specific user. Each strategy can be implemeniefbrmation about the user profile. This flows up from the
through a pipeline of filters, since data undergo an incr¢ateninterface level to the other levels through the middle-span
refinement process. The information filtered so far is thdevels. In particular, agents belonging to mid-span leyiets,
made available to the task level. middle agents) take care of handling synchronization and

At the task level, agents arrange data according to useasoiding potential inconsistencies. Moreover, the usbab®r
personal needs and preferences. In a sense, they can be iotracked during the execution of the application to suppor
sidered as the core of the architecture. In fact, they aretddv explicit feedback, in order to improve her/his profile.
to achieve users’ goals by cooperating together and adpptin As for adaptation, a model centered on the concept of
themselves to the changes of the underlying environment.“mixtures of experts” has been employed. Each expert is im-
general, they can be combined together according to differ@lemented by an agent able to select relevant informatien ac
connection modes, depending on the specific application. cording to an embedded string of feature-value pairs, featu

At the interface level, a suitable interface agent is asdedi being selectable from an overall set of relevant featuréaekd
to each different user interface. In fact, a user can gegerdior the given application. The decision of adopting a subset
interact with an application through several interfacesl amf the available features has been taken for efficiency regso
devices (e.g., pc, pda, mobile phones, etc.). Interfacatagebeing conceptually equivalent to the one usually adopteal in
usually act individually without cooperation. On the othetypical GA-based environment [11], which handles also dont
hand, they can be personalized to display only the infomnaticare symbols. The system starts with an initial populatibn o
deemed relevant to a specific user. Moreover, in complex agxperts, during the evolution of the system further experts
plications, they can adapt themselves to progressivelyaugp are created according to a covering, crossover, or mutation
their ability in supplying information to the user. mechanism.
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o140 400 a 1 0o o taxes, and student tutoring. On the other hand, students be-
> € € € ; b — & —§ longing to different courses are interested in differesstns
\ / ‘ SN S and exams. For example, a student attending the MSc in
! Computer Science may be interested in @igject Oriented
- : : Programming Languagesdourse rather than in tHerocessors
4 and Embedded Systems Architectuwas. Similarly, a student
ity Fleeling sl attending the MSc in Digital Microelectronics may be inter-
ested in theProcessors and Embedded Systems Architectures
Fig. 3. Agents Connections. course rather than i@bject Oriented Programming Languages
| one. Typically, a student in search of relevant information
about her/his University activities browses web sites, and
As for cooperation, agents at the same level exchangsmds announcements from forum and news services. This is
messages and/or data to achieve common goals, according tepetitive and boring task that can be automated. From our
the requests made by the user. Cooperation is implemengsispective, personalization and adaptation represesidtied
in accordance with the following modes: centralized compealue of such an automated system.
sition, pipeline, and distributed composition (see Fig8je Implementation:Using PACMAS, we developed a system
In particular: (i) centralized compositions can be used falevoted to support undergraduate and graduate students in
integrating different capabilities, so that the resultiavior their University activity at the Department of Electricaich
actually depends on the combination activity; (ii) pipekrcan Electronic Engineering (DIEE) of the University of Cagliar
be used to distribute information at different levels ofteds:  Let us note that supporting students involves severalitietiv
tion, so that data can be increasingly refined and adaptéeto information extraction, information retrieval and filteg, in-
user’s needs; and (iii) distributed compositions can beltse formation processing, and results presentation. Eachitgcti
model a cooperation among the involved components aimectatresponds to a suitable level of the PACMAS architecture.
processing interlaced information. The most importannforf Information Extraction.It is carried out at the information
cooperation concerns the “horizontal” control flow thatursc level by information agents that play the role of wrappers,
between peer agents. For instance, filter agents can ihted®vised to process information sources. Each wrapper is
in order to reduce the information overload and redundangpecialized for dealing with a specific information source:
whereas task agents can work together to solve problems thaf., web pages, forums or news services. In the current

require social interactions to be solved. implementation, information agents are not personalined,
adaptive, and not cooperativé’ AC). Personalization is not
[ll. CASE STUDIES supported, since information agents are aimed at retgevin

In order to highlight the peculiarities of the architecturdformation potentially relevant to all students, regessi of
three relevant case studies are presented. The first ondNfr personal interests and preferences. Adaptatiorsaradt
focused on giving a support to undergraduate and gradugt®Ported, being the system mainly concerned with changes
students; the second one is concerned with the problem bfUSers needs rather than in the underlying env_lron?nen_t
predicting protein secondary structure; and the third ane ¢0OPeration is also not supported, cause each information
devoted to classify newspaper articles. agent is dgvoted tq wrap a dlffergnt |n'format.|on source.

All the proposed case studies have been implemented usinénformanon Retneval anc_J Filteringlt |s_carr|ed out zit the
Jade [4] as the underlying framework. filter Ieyel. In particular, th|s_ level c_ontalns a set of rmi

dancy filters” (one for each information source), an antirap
PACMAS for Supporting Students in University Activities filter agent and a population of personal filter agents (ome fo
_ _ . each user of the system). Redundancy filters cooperatehtrget

This case study is focused on giving a support t0 undgf remove the redundancy of data provided by the informa-
gradugte _and graduate stu.dehts ] ] ) tion sources (throughout the information agents). Reduecyla

Motivation: Let us consider a typical University Departsjjers are not personalized, not adaptive, and cooperative
ment. It generally makes available the information aboy40y similarly to information agents, personalization and
courses, seminars, exams, professors, and students erediff 54,ntation are not required. On the other hand, cooperation
areas: web sites, forums, and news (NNTP) servers. Al therequired to prevent the information from being redundant
relevant mformanon is spread on the department portal, qie anti-spam filter is not personalized, not adaptive, atd n
the web site of each course, and on the pgrsonal .page.of e@&@perative PAC)3. Being not dependent from a specific stu-
professor. Furthermore, each professor might activatthiser yont it filters the same information by removing undeseabl

news and forum service. Some of the information potentiallyntents according to a rule-based mechanism. Persopas filt
interests all students, such as lesson timetables, exags,dat

2In this particular case the variability of the informatiorusces
1This work has been partially funded by the Italian MinistfyUniversity 3In the current release of the system anti-spam agents angenwiitted to
and Research under the program PRIN 2B@&rammi di Ricerca Scientifica implement adaptation, although in principle this property rhaysupplied in
di Rilevante Interesse Nazionale a future release.




WOA 2005 o7

any feedback provided by the user can be exploited by the
adaptive mechanism to improve the user profile. Interface
agents are personal, adaptive, and not cooperafé()).
Personalization is required to allow each student the cus-
tomization of her/his interface. Adaptation is supportgEdce

an interface agent must adapt to the changes that occur in
the preferences and interests of the corresponding student
Cooperation is not supported by agents that belong to this
architectural level.

PACMAS for Predicting Protein Secondary Structures

In this section we briefly describe an application concerned
_ o with the problem of predicting protein secondary structure
Fig. 4. JSP graphical interface. using PACMAS (for further details see [2]).

Motivation: Difficulties in predicting protein structure are
mainly due to the complex interactions between differemtspa
of the same protein, on the one hand, and between the protein

imposed by the corresponding student or to a change 1R the surroundling environment, on the qther hand. Ag'tuall

occurs in the curriculum of the student. As for adaptatiofo™e_ conformational structures are mainly determined by

they are able to progressively adapt their filtering caytids! local interactions between near residues, whereas others a

according to the choices performed by the correspondiﬂge t?] d|st§1_nt |rr1]te:(act|or?s in the same protein. lg/greover,

student during the lifetime of the agent. Cooperation is nf tW't, stan ing t € act that primary Sequences are 6y

supported; in fact, in the current release of the systemy Orﬁontam all information necessary to determine the comgdp

a specific support for implementing voting policies accogdi N9 Structure [1], recent studies demostrate that manyeprst

to the guidelines of GA-based systems is supplied. fold into their proper three-dimensional structure witk tielp
Information Processinglt is carried out at the task level, Of molecular chaperones that act as catalysts [9], [12]. The

where agents are devoted to perform different tasks acru_zprdPrOblem of identifying protein structures can be simpliftpd

to the requirements imposed by the corresponding user. cmnsidering only their secondary structure; i.e. a linabeling

particular, each task agent is customized for a specific targpresenting the conformation to which each residue bslong

(e.g., lessons timetable, seminars, and exams scheduIiII@' Thus_, se_condgry structure_ is an abstract_ view of amino
Agents belonging to the task level exploit a model center Id chains, in which each residue is mapped into a secondary

on the concept of “mixtures of experts’, each expert beirfjpnabet usually composed by three symbols: alpha-heix (

implemented by an agent. The system supports each user fig-sheet/q), gnd randpm—pmk{). .

a specific population of experts, handled in accordance with!MPlementation:Keeping in mind that the PACMAS archi-
the basic guidelines of online systems, expecially the ont&Cture encompasses several levels, each one hosting & set o
that characterize evolutionary environments. Task agards agents, in the fo!lowmg, we illustrate hOW. eaf:h level suppa
personalized, adaptive, and cooperative (PAC). Persmiimin '€ iImplementation of the proposed application.

is required since different behaviors are associated ferdiit A\t the information level, agents play the role of wrappers,
students. Adaptation is required since they adapt themsel!NiCh —in our view— can be considered a particular kind of
to the needs of the corresponding student through a Gﬂ;ers, devised to process information sources. Each venaigp

based feedback mechanism. Cooperation is required siage fgssociated to one informatign source: (i) the selecteditma
usually need other task agents to successfully achieve thit (the TRAIN database), (i) the test set (the R126 dagbas
own goals. and (iii) a database containing information about the domai

Results Presentationtt is carried out at the interface level,Knowledge (the AAindex database). Datasets are briefly sum-
through agents aimed at interacting with the users. Agefii@ized in Table I. In the current implementation, inforoat
and users interact through a suitable graphical interfaae t29€Nts are not personalized, not adaptive, and not coaygerat
can be run on several devices, including mobile phones.(ﬁhorﬂyPAC)' Personalization is not supported at this level,

different interface agent has been associated to eacheddic SiNce information agents are only devoted to wrap the detase
the current implementation, the system embodies a graphifgntaining proteins. Adaptation is also not supportedgesin
interface that runs on several devices, including MIDP 1_|aformat|on sources are invariant for the system and are not

compliant devices, and JSP web pages (as the one showffSfI-dependent. Cooperation is also not supported by the
Figure 4J. information agents, since each agent retrieves informatio
Interface agents are also devoted to handle user profile 4fin_different sources, and each information source has a

propagate it by the intervention of middle agents. Furtieeayn SPECIfic role in the chosen application. ,
At the filter level, agents embody encoding methods. Let

4Available at: http://iascw.diee.unica.it/PacmasWWw us briefly recall that encoding methods play an importarg rol

are personalized, adaptive and not cooperati#el@). As
for personalization, they are sensible to any explicit ¢jgan
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TABLE | . . .
expert strength in the voting mechanism. It may depend on
INFORMATION SOURCES FOR PREDICTING PROTEIN SECONDARY . . .
STRUGTURES several features, including(x), the overall fithess of the cor-

responding expert, and the reliability of the predictiordmay
[ Dataset | Description | the embedded predictor. It is worth noting that matchingtmzn
TRAIN [ It has been derived from a PDB selection obtained|by “flexible”, meaning that the matching activity returns aueal
removing_short proteins (less thar_l 30 aminoacids), and with [0,1] rather than “true” or “false”. In this case, only ims
a resolution of at least 2.8\. This dataset underwent . .
homology reduction, aimed at excluding sequences with such thatg(z) > o will be processed by the corresponding
more than 50% of similarity. The resulting training set embedded predictor(being a system parameter). Task agents
co_r:jssists of 1180 sequences, corresponding to 282,303 aninogre not personalized, adaptive, and cooperative (Shﬁl‘/ﬂﬂ).
R126 ﬁc;]as: been derived from the historical Rost and Sander’s Personalization is not required, since task agents exttibit
protein dataset (RS126) [22], and corresponds to a total of Same behaviors for all the users. Adaptation is required.esi
23,363 amino acids (the overall number has slightly varled agch expert is suitably trained through a typical evoluign
- over the years, due to changes and corrections in the I-DDE”')behavior Cooperation is required, since they usually need
AAindex | It contains information about hydrophobicity, dimensian, ' '
charge and other features required for evaluating the given Other task agents to successfully achieve their own goals.
metrics. In the current application eight domain-specffic At the interface level, agents are aimed at interacting with
metrics have been devised and implemented. A sample o\ sor |n the current implementation, this kind of agents
metrics is: Check whether hydrophobic amino acids octur !
in a window of predefined length according to a clgar has not been developed. Nevertheless, we are investigating
periodicity, whose underlying rationale is that sometimes how to implement a flexible behavior at the user side. In
hydrophobic amino acids are regularly distributed along . . . . L
alpha-helices. particular, a suitable web interface is under study. Wessomi
an interface personalized for each user, in which the user ca
input a protein to be predicted also being given the possi-
bility of selecting the encoding technique to be appliede Th
in the prediction of protein secondary structures. In féwty resulting information agents will be personalized, adapti
describe the chemical-physics properties of aminoacithéele ang not cooperative (shortl? AC). Personalization will be
more interesting for the prediction. Several populatioffiiter required in order to allow each user to customize the user
agents have been implemented, each of them performingngerface. Adaptation will be required, since agents caualapt
different encoding techniques: one-shot, substitutiotrioes, themselves to the changes that occur in the user preferences
multiple alignment algorithms, and a techique that combingooperation will not be required by the agents belonging to
the specificity of the multiple alignment technique with thenis architectural level.
generality of the substitution matrices. Personalizationot As for the mid-span levels, the corresponding middle agents
supported by filter agents, since they always embody tBghibit a different behavior depending on the mid-spanlleve
same encoding methods for all users. Adaptation is also RRht they belong to. In particular, let us recall that, in the
supported either, since encoding methods do not changegdulbACMAS  architecture, there are three mid-span levels, one
the application. Cooperation is supported by filter ageass, petween information and filter levels (in the following, IF
some implemented encoding methods brings together sevesgk|), one between filter and task levels (in the following,
algorithms (e.g., the encoding method that combines meiltig=T |evel), and one between task and interface levels (in the
alignment with substitution matrices). following, Tl level). In this specific application persoiztion
At the task level, a population of task agents, which are tlaad adaptation are not supported by middle agents, since
core of this case study, perform the protein secondarytstreic they are only devoted to connect together agents belonging t
prediction. The “internals” of each task agent is based en thdjacent levels. Cooperation is supported by agents bielpng
micro-architecture proposed for the NXCS-Experts [3].th ito the IF and the FT levels, since in the training phase they
basic form, each NXCS expedttcan be represented by a tripleare used to verify the prediction.
(g, h,w), where: (i)g is a “guard” devised to check whether . o
an inputx can be processed or not, (i) is an embedded PACMAS for Newspaper Articles Classification
predictor whose activation depends g(x), and (iii) w is In this section we briefly describe the case study concerned
a weighting function used to perform output combinatiorwith the problem of classifying newspaper articles using
Hence, the output oE coincides withh(x) for any input PACMAS (see [6] for details).
x “acknowledged” (i.e., matched) by, otherwise it is not  Motivation: All the information sources belonging to the
defined. Typically, the guard of a generic NXCS classifier is WWW make it hard for users to choose the most suitable
implemented by an XCS-like classifier, able to match inputecording to their interests. Finding useful informatioh o
according to a set of selected features deemed relevariidor personal interest has become difficult for Internet usels: |
given application, whereas the embedded predictoonsists ally, users should be able to take advantage of the wide
of a feed forward ANN, trained and activated on the inputsinge of available information while being able to find the
acknowledged by the corresponding guard. In the daseone she/he is interested in. In particular, manually silgct
contributes to the final prediction (together with otherextg), newspaper articles is quite difficult or not feasible withie
its output is modulated by the valugx), which represents the time constraints common for most users also considering tha

1%
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the results could not perfectly fit with the user interestm8 %RAINING
systems try to perform that task automatically, performing | <im 1 s fomi remiies e
content-based filtering. In particular, software agent&hmeen Tassanomia |t e O I |

:_J Parametro KM r7_

widely proposed for retrieving information from the web ( || S |
[23], [16], and [5]). ;

Implementation: At the information level, agents play the e e e
role of wrappers, each one being associated to a differen 0 2 40 60 8 100
information source. In particular, in the current impleragion TEST
a set of agents wraps databases containing italian newspapg " """
articles®. Furthermore, an agent wraps the proposed taxonomy oo vmers 21 o] Sipetes|
that is a subset of the one proposed by the International eahie i = ]
Press Telecommunications Coungilinformation agents are | s amcon
not personalized, not adaptive, and not cooperative (short [aatase et
PAC). Personalization is not supported at this level, since
information agents are only devoted to wrap information |,
sources. Adaptation is also not supported, since we assum
that information sources are invariant for the system and
are not user-dependent. Cooperation is also not suppoyted b
the information agents, since each agent retrieves infiioma
from different sources.

At the filter level, a population of agents manipulates
the information belonging to the information level through
suitable filter strategies. First, a set of agents removes al Fig. 5. Interface for the newspaper articles classifyingtesy.
non-informative words such as prepositions, conjunctipns-
nouns and very common verbs by using a standard stop-word
list. After stop-words removal, a set of agents performsenst €ach other in order to achieve their goals.
ming algorithm [21] to remove the most common morpholog- At the interface level, agents are aimed at interacting with
ical and inflexional endings from words. Then, for each ¢lasée user. In the current implementation, agents and users
a set of agents selects the features relevant to the clasigific interact through a suitable graphical interface that runs o
task according to the information gain methbdrilter agents a pc (see Figure 5). Interface agents are also devoted to
are not personalized, not adaptive, and cooperative (ghoftandle user profile and propagate it by the intervention of
PAQC). Personalization is not supported at this level, since thgiddle agents. Interface agents are personal, not adaptide
adopted filter strategies are user-independent. Adaptasio not cooperative (shortly? AC). Personalization is required
also not supported, since the adopted strategies do nogehali® allow each user the customization of her/his interface. |
during agents activities. Cooperation is supported by fter fi the current implementation adaptation is not supported, bu
agents, since agents cooperate continously in order torperf in general an interface agent might adapt to the changes that
the filtering activity. occur in the preferences and interests of the corresponding

At the task level, a population of agents have been deveiser. Cooperation is not supported by agents that belong to
oped, each one embedding-&IN classifier®. Each agent has this architectural level.
been trained in order to recognize a specific class, and it is .
also devoted to measure the classification accuracy acg)roP IScussion
to the confusion matrix [14]. Task agents are not persoedjiz  The peculiarities of the architecture have been highlighte
adaptive, and cooperative (shortjyAC). Personalization is by depicting three relevant case studies. Table Il showstage
not supported at this level, since, in the current implementand their capabilities for the proposed case studies. licpar
tion, the adopted classification strategies are user-grugnt. lar, the added value of the proposed approach is that PACMAS
Adaptation is supported by the task agents since they léarn agents are polymorphic in the sense that they can exhibit a
classification rules during their life. Cooperation is sopgpd different behavior depending on the specific application in
by the task agents, since agents sometimes have to intekdaich they operate.

Parametri comuni {training e test)

Categoria

SIn general they may wrap any web sites containing newspapietear IV. CONCLUSIONS AND FUTURE WORK

(eg?h{tg?/m?;\tf%?gfrs) In this paper a generic architecture designed to support

7It measures the number of bits of information obtained for aateg th€ implementation of applications aimed at managing nfor
prediction by knowing the presence or absence of a term incardent. mation among different and heterogeneous sources has been
8The k-nearest neighbor is a classification method based upon\aiiser presented. Information is filtered and Organized accordting
features. The algorithm selects a set which containscthearest neighbours . . .
and assigns the class label to the new data point based upamot numerous personal Interests epr|C|tIy stated by the user. Userlpmare
class with the set. improved and refined throughout time by suitable adaptation
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TABLE I [13]
AGENTSCAPABILITIES
Agents Case study 1 Case study 2 | Case study 3
Information| PAC PAC PAC [14]
RedundancyPAC
Filter Anti-spam: PAC PAC PAC
Personal:PAC (5]
Task PAC PAC PAC [16]
Interface | PAC PAC PAC
IF: PAC
Middle PAC FT: PAC PAC
TI: PAC [17]
[18]

techniques. The overall architecture has been called PAGMA

being a support for implementing Personalized, AdaptivEl
are

and Cooperative MultiAgent Systems. PACMAS agents

autonomous and flexible, and can be personalized, adapfR@

and cooperative depending on the implemented applicatiorbl]
As for the future work, we are investigating how to improve

the intelligent capabilities of agents with more complexrie [22]
of personalization, adaptation, and cooperation. Moredtie 23]
possibility to implement further intelligent applicat®msing

PACMAS is currently under study. 4]
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