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professori delle medie prima e professori delle superiori poi hanno contribuito a far crescere

con la loro passione per l’insegnamento.
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Per quanto riguarda il mio dottorato ringrazio immensamente il prof. Maurizio Murroni per
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della mia vita: mia madre e la mia ragazza. Dicono che dietro ogni grande uomo c’è sempre
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Introduction

In a multi-access scenario [1] [2] for satellite uplink communications where pre-assignment of

the available resources [3] is not possible or not convenient, the channel can basically be shared

in two different manners: 1) the channel is accessed in a dedicated manner and managed by a

central entity that gives permission to transmit; 2) no central entity or algorithm for coordination

among users exists, therefore each user sends its data according to a local algorithm. The first

option is known as Demand Assignment Multiple Access (DAMA) [4] [5] [6] and avoids the

case of collisions among data sent from different terminals. However, reservation mechanisms

need time to be accomplished, since a three-way handshake or similar is needed. In other words,

each user sends a capacity request and has to wait for feedback in order to know whether it can

transmit or not. This waiting time is not negligible and sometimes not acceptable when long

propagation delay is present as in satellite communications [7]. As a matter of fact, in a typical

scenario with bent-pipe Geostationary Earth Orbit (GEO) satellites, the minimum achievable

delay from the moment a packet is generated till reception at the gateway using DAMA corre-

sponds to a three-hop delay that is approximately 750ms [8]. Moreover, in scenarios such as the

return channel over satellite of Digital Video Broadcasting (DVB) the transmission from each

application is generally composed of short packets (e.g. DNS requests, HTTP web requests) so

that the amount of data transmitted upon reservation of the channel does not pay off the cost of

negotiation thus wasting capacity. Therefore DAMA is convenient only when single users have

a medium or high amount of traffic to send while, if transmission from users is bursty [9] [10]

as in the case of consumer type of interactive satellite terminals, the second alternative known

as Random Access (RA) may be preferred, although the possibility of burst collision among

terminals is present because of the nature of the channel that does not allow carrier sensing [11]

and collision avoidance (as for example in 802.11 [12]).

RA techniques such as Slotted Aloha (SA) [13] [14] [15] and Diversity Slotted Aloha

(DSA) [16] have been largely used especially in satellite communications mainly for initial

terminal login. Their almost 40 years long success resides in the capability to work nicely in

peculiar conditions such as long propagation delay [17] [18] and directional transmissions that

do not allow transmitting terminals to have an immediate feedback either about the state of the
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channel in terms of occupancy or about the outcome of their transmission. However, as already

mentioned, the absence of coordination among terminals introduces the possibility of collision

among bursts sent from different users and the subsequent loss of the transmitted content. For

this reason, ALOHA-based techniques have been generally used when the expected load on the

channel is small enough to ensure a sufficiently low packet loss probability [19].

Recently, Aloha-based techniques have gained increasingly new attention due to the intro-

duction of the concept of Interference Cancellation (IC), already investigated in [20] for Code

Division Multiple Access (CDMA), as a mean to exploit the diversity advantages brought by

DSA. In particular this new technique, called Contention Resolution Diversity Slotted Aloha

(CRDSA), was firstly introduced in [21] and allows to restore the content of colliding packets

based on the fact that if two identical copies of the same packet are sent and each one contains a

pointer to the position of the other one, the interference contribution due to the remaining copy

of the decoded packet can be removed in order to restore previously interfering bursts. Subse-

quently, the same concept has been extended to more than two copies per packet [22] [23] and

to the case of variable burst degree, known as Irregular Repetition Slotted Aloha (IRSA) [24]

[25] [26], in which the number of copies sent per packet varies according to a given probability

distribution. Moreover, the concept of contention resolution has also been extended to the case

of unslotted ALOHA [27] and to the case in which bursts are segmented and encoded prior to

transmission [28] [29] [30] [31] [32].

Consider GIN as the normalized logical Medium Access Control (MAC) channel load, i.e.

the average number of different packet contents sent per slot andGOUT as the throughput, i.e. the

average number of different packet contents correctly received over a slot period. While for SA

the maximum throughput value is GOUT ' 0.36[pkt/slot] (obtained for GIN = 1) and DSA

ensures smaller packet loss probability up to moderate loads, CRDSA and its evolutions can

reach throughput values even close to 1[pkt/slot]. Moreover, the use of IC can also benefit from

power unbalance among different sources [33] [34]. Considering the advantages mentioned

above, these techniques were investigated within the DVB committee for its use in the Return

Channel over Satellite (RCS) of the next generation of interactive satellite services [35][36] and

have been recently approved in the specification for the Digital Video Broadcasting - Return

Channel over Satellite version 2 (DVB-RCS2) [37], in which the possibility of sending logon,

control and even user traffic using RA in timeslots specified by the Network Control Center

(NCC) is provided to Return Channel Satellite Terminals (RCST) in light of the increasingly

need of high-speed bidirectional networks [38] [39] for consumer interactivity [40] [41].

After the birth of SA a significant number of research studies on possible applications [42]

[37], optimizations [43] and stability [44] [45] [46] [47] [48] have been carried out. Also the
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birth of CRDSA has given place to the same interests among the scientific community. The

work presented in this thesis operates in this direction providing contributions in some of these

research branches such as optimization [49] [50] [51] and stability modelling [52] [53] [54] for

Aloha-based techniques using IC and employed in the context of satellite communications. In

particular, the remainder of this thesis is organized as follows:

• Chapter 1 deals with the state of the art of RCS satellite communications and

gives an overview of RA techniques with particular emphasis on Aloha-based

ones;

• in Chapter 2 RA communication design in DVB-RCS2 is considered with re-

gard to CRDSA. In particular, a model for stability computation is presented

and some crucial evaluation parameters for such a model are defined; a thor-

ough analysis of the design aspects to take into account in such a system is

also presented and the use of dynamic control limit policies is discussed both

for finite and infinite population;

• in Chapter 3 the results obtained in the previous chapter for synchronous RA

techniques are extended to the case of asynchronous ones and a comparison

between the two in terms of stability as well as delay and throughput perfor-

mance is put in place;

• in Chapter 4 a new technique is introduced, in which CRDSA is used in an

unframed manner in order to lower the overall packet delay of received pack-

ets. Found results demonstrate that this new access scheme is also beneficial

for the throughput of the communication;

• Chapter 5 concludes the paper resuming the work presented in this thesis

and its contribution in the field of Advanced Random Access Techniques for

Satellite Communications.





Chapter 1

State of the Art

Since the early 1990s, commercial satellite communications have emerged to support bidirec-

tional services [38] [39] through Very Small Aperture Terminals (VSAT) systems. Its success

resides in the exploitation of communication gaps in terrestrial networks as for example remote

and rural area communications. For this reason, a range of commercial systems support broad-

band satellite access: Digital Video Broadcasting - Return Channel over Satellite (DVB-RCS)

[35], Internet Protocol over Satellite (IPoS) [42], Data over Cable Service Interface Specifica-

tion over Satellites (S-DOCSIS) [55] and Regenerative Satellite Mesh (RSM-A) [56]. Among

these, DVB-RCS is the only open specification and is considered the reference architecture for

broadband satellite systems.

The DVB-RCS standard [35] defines an air interface specification for two-way satellite

communications later extended to support mobile applications [57] [58]. Moreover, recent ad-

vances in satellite systems such as Digital Signal Processors (DSP)-based demodulation, ad-

vanced Forward Error Correction (FEC), availability of new flexible high-power satellites, and

commercial access to Ka-Band frequency spectrum have provided an opportunity for a new

generation of low-cost interactive satellite broadband access [59] [60]. These advances together

with renewed interest in supporting a wider range of Internet Protocol (IP)-based traffic, have

resulted in the inclusion of an RA channel in the DVB-RCS2 specification [37]. This specifi-

cation comprises a part dealing with the Lower Layer (LL) and a part dealing with the Higher

Layer (HL). The Medium Access Control (MAC) mechanisms are specified in the LL and are

responsible for signaling and resource reservation using Demand Assigned Multiple Access

(DAMA) as well as for logon, control and user traffic using RA mode.

In the followings multiple access methods are summarized. In particular, protocols based

on dedicated access with particular regard to the DAMA case and fundamental RA techniques

linked to satellite communications are reviewed. The last two sections briefly describe the role

of Dedicated Access and RA respectively in Digital Video Broadcasting - Return Channel over



6 1 State of the Art

Satellite (DVB-RCS) [41] and DVB-RCS2 [61].

1.1 Demand Assignment Satellite Protocols

Dedicated Access based on reservation aim to completely avoid collisions by preventing termi-

nals from accessing the channel until a reservation is made. These protocols can achieve very

high throughput, but the combination of reservation delay and satellite Round Trip Time (RTT)

can be too high for some user applications, espcially if using GEO satellites. Among the pro-

tocols of this family, dynamic reservation based on Time Division Multiple Access (TDMA)

is popular in modern satellite networks, because it is flexible and can adapt to changing traffic

patterns. When a NCC is used, RCSTs send reservation requests to the NCC through the reser-

vation channel. Even though reservation-based channels operate collision free, there is however

a need for each terminal to send capacity request messages to the NCC. Therefore, four basic

DAMA request methods are generally defined:

• Constant Rate Allocation (CRA) is static capacity allocated by the NCC ac-

cording to the Service Level Agreement (SLA). The allocation is constant as

long as the user remains active.

• Rate Based Dynamic Capacity (RBDC) provides a predictive capacity re-

quest, based on an estimate of the arrival rate. The NCC assigns capacity

at the start of each superframe to sustain requested rate. This rate must be

refreshed before expiration of a timer, or a new request is made.

• Volume Based Dynamic Capacity (VBDC) is capacity request derived from

the occupancy of the RCST transmit buffers. The NCC allocates capacity

when available, based on some fairness criteria. Each request is cumulative.

New requests add to any previous backlogs until all requested timeslots are al-

located to the RCST. Absolute VBDC (AVBDC) is used to periodically resyn-

chronize the allocations.

• Free Capacity Allocation (FCA) is an additional capacity allocated by the

NCC actually without any explicit request from an RCST. It assigns unallo-

cated timeslots to specific RCSTs based on a combination of heuristics and

traffic models.

1.2 Random Access Satellite Protocols

The family of Carrier Sense Multiple Access (CSMA) protocols cannot be used in satellite sys-

tems because the propagation delay is much longer than packet transmission time and terminals
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have not immediate sense of the state of the channel. For this reason protocols presented here-

inafter are mainly based on Aloha or other concepts that do not require immediate sensing of

the channel state.

1.2.1 Aloha Protocol

The Aloha protocol is one of the simplest and earliest methods used to share satellite capacity.

In this protocol, terminals transmit packets immediately to the satellite in an unsynchronized

manner. After each transmission, a terminal waits for acknowledgement of successful transmis-

sion on the downlink path. In case no acknowledgement is observed, the packet is assumed to

have suffered collision, which occurs when transmission from more than one terminal overlap

in time. Therefore the terminal waits a random interval (known as backoff time) to retransmit

the packet. Figure 1.1 shows on a time axis, an example of transmission using Aloha in which

transmission from a terminal is correctly received (e.g. Pkt 1) or suffered interference (e.g.

Pkt 2). Consider an infinite number of users transmitting independently (so that packet arrivals

can be modelled as a Poisson process) and a channel in which packets can be lost only by

means of interference. In [13] it has been shown that such a protocol can have a throughput up

to GOUT ' 0.18 when GIN = 0.5.

Pkt 2 

Pkt 3 

Pkt 4 

Pkt 1 

t 

= not interfered = interfered 

Figure 1.1: Example of Aloha channel

1.2.2 Slotted Aloha (SA) Protocol

The maximum throughput of an Aloha protocol may be increased by synchronizing all transmis-

sions to a common channel clock as in Figure 1.2. In satellite systems this is usually performed

by a broadcast reference clock [14]. Packets are transmitted in a synchronised manner at the

start of timeslots thus eliminating the possibility of partial collision of packets from different

terminals. With such an expedient, this protocol doubles the maximum achievable throughput to

GOUT ' 0.36 whenGIN = 1. At very low loads SA delay performance is worse than Aloha be-

cause ready packets have to wait for the start of a timeslot. However when load increases, fewer

collisions reduce the number of retransmissions necessary and hence reduce average delay.
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Pkt 2 

Pkt 3 

Pkt 4 

Pkt 1 

t 

= not interfered = interfered 

Figure 1.2: Example of SA channel

1.2.3 SREJ-Aloha Protocol

This version of the Aloha protocol approaches the theoretical SA throughput limit of GOUT '
0.36 for asynchronous multiple access by sub-packetizing messages into independently receiv-

able segments and using a control feedback to retransmit only those sub-packets that are lost in

a collision [62]. The main advantage of SREJ-Aloha over SA is the ability to achieve similar

throughput performance without synchronization between data terminals. However this also in-

curs additional delay and the need for a control feedback loop. In practice the useful throughput

achieved varies depending on the packet length and overhead required for each sub-packet.

1.2.4 Diversity Slotted Aloha (DSA) Protocol

DSA is an enhanced SA protocol that allows a terminal to randomly transmit multiple copies

of the same packet either on different frequency channels or spaced apart by random time in-

tervals (as in Figure 1.3). This increases the probability that at least one replica (see Pkt 3)

will be received after one or few transmission attempts, hence resulting in low average delay.

In fact throughput is an important performance criterion, but for GEO satellite networks de-

lay performance is equally important. It has been shown [16] that sending replicas results in

better delay performance for light traffic. However this performance degrades rapidly once the

maximum throughput is obtained due to multiple packet transmission that increases the overall

Pkt 2 

Pkt 3 

Pkt 4 

Pkt 1 

t 

= not interfered = interfered 

Figure 1.3: Example of DSA channel
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physical1 channel load. The resulting delay performance is relatively good over a large range of

input traffic when sending two replicas of a packet. A larger number of replicas results in more

robustness to loss, but at the cost of lower overall capacity.

1.2.5 Contention Resolution Diversity Slotted Aloha (CRDSA) Protocol

Consider a multi-access channel populated by a total number of users M . Users are synchro-

nized so that the channel is divided into slots and Ns consecutive slots are grouped in a frame.

The probability that at the beginning of a frame an idle user will send a new packet is p0. When

a frame starts, users willing to transmit place 2 copies of the same packet over the Ns slots of

that frame. Packet copies are nothing else that redundant replicas except for the fact that each

one contains a pointer to the location of the others. These pointers are used in order to attempt

restoring collided packets at the receiver by means of IC, i.e. by subtracting the interfering

content of already decoded packets through DSP thanks to their location’s knowledge.

Assuming perfect IC and a channel without disturbances such as noise that might require

SNR estimation [63], the only cause of unsuccessful decoding of packets is interference among

them2. Given these conditions, consider the example in Figure 1.4 where each slot can be in one

of three states:

• no packet’s copies have been placed in a given slot, thus the slot is empty;

• only 1 packet’s copy has been placed in a given slot, thus the packet is cor-

rectly decoded;

• more than 1 packet’s copy has been placed in a given slot, thus resulting in

collision.

In DSA, if all copies of a given packet collided the packet is surely lost. In CRDSA, if at

least one copy of a certain packet has been correctly received (see User 4), the contribution of

the other copies of the same packet can be removed from the other slots thanks to the knowledge

of their location provided by the pointers contained in the decoded packet. This process might

allow to restore the content of packets that had all their copies colliding (see User 2) and iter-

atively other packets may be correctly decoded up to a point in which no more packets can be

restored (see User 1 and 3) or until the maximum number of iterations Imax for the SIC process

is reached, if a limit has been fixed. The increased throughput allows CRDSA to be practically

operated at logical loads of up to 0.55, thus allowing the transmission of small/medium sized

packets in a timely manner [21].
1The term physical means the number of bursts sent and it has been specified here with regard to the logical

channel, i.e. the load generated from different payload contents regardless of the number of copies.
2For the case in which non-ideal channel estimation is considered, the reader can refer to [21] where it has been

demonstrated that there is no appreciable impact on the CRDSA performance for moderate SNR.
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USER 2 

USER 3 

USER 4 

USER 1 

Ns 

4 4 

3 3 

2 2 

1 1 

t 

Figure 1.4: Example of frame at the receiver for CRDSA

1.2.6 CRDSA++ Protocol

An enhanced version of CRDSA [22] generates more than 2 replicas per packet and can also

attempt to decode collisions by exploiting the power unbalance of received packets. It has been

demonstrated that despite a higher probability of collision due to more packets in a frame, the

increased diversity of CRDSA++ increases the protocol’s ability to recover collisions, providing

a throughput up to 0.7 [23].

1.2.7 Irregular Repetition Slotted Aloha (IRSA) Protocol

A further extension of CRDSA [26] called IRSA considers the case in which for each packet, the

transmitting terminal chooses a number of copies accordingly to a predefined probability mass

function. The intuition beyond this enhancement resides in the similarities between DSA-based

transmission and Low Density Parity Check (LDPC) codes [64].

As a matter of fact, each frame can be described as a bipartite graph G = (B, S,E) in

which B is the set of burst nodes representing sent packets, S is the set of sum nodes represent-

ing each slot, and E is the set of archs connecting each packet bi to the corresponding slot sj in

which a copy of bi has been placed. Therefore a burst node bi with degree d represents a packet

for which d copies were sent while the degree of a generic sum node sj indicates how many

different packets have been sent in that slot. Figure 1.5 illustrates the IC process of IRSA on

the corresponding bipartite graph. Removable archs (i.e. belonging to removable packets) are

marked as 1, the other archs are marked as 0. Results shown in [26] demonstrated that IRSA can

reach throughput values close to 1 for an asymptotic setting and around 0.8 for realistic settings.

Figure 1.6 and Figure 1.7 show respectively throughput and PLR results for all the SA-

based techniques described so far, showing that in the case of high loads IRSA appears to be

the best choice while for low loads a regular number of copies such as in CRDSA++ has to be

prefered.
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Figure 1.5: Graph representation of the IC iterative process [26]
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Figure 1.7: Packet Loss Ratio for SA based schemes
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1.2.8 Tree Algorithms

Tree algorithms are a general class of multiple access protocols, which are based upon the

observation that a channel contention is resolved if, and only if, all the terminals are divided into

sets such that each set contains at most one terminal with a packet to transmit. One protocol in

this category is the binary tree algorithm [65] in which each data terminal corresponds to a leaf

on a binary tree (equivalent to having a unique binary address). At the start of contention for

channel access, all the leaves in the tree belong to one of two branches. The channel is slotted

and the slots are paired such that each of the two slots is contended for by one group of terminals.

If there is more than one terminal with data to transmit on the first slot (branch), then the

branch is successively divided into two until each branch has exactly one leaf on it. Terminals

choose the branch in which attempt the next transmission with a certain probability, therefore a

certain probability to choose the same leaf leaving the other one empty exists (see Figure 1.8).

Terminals belonging to the second slot are blocked from transmitting until all contentions in

first slot are resolved and follow the same method. These algorithms have been shown to be

stable with maximum throughput of 0.43 and have good average delay properties.

Starting 

branch 

Pkt 1 
Pkt 2 

Pkt 1 
Pkt 2 

Pkt 1 

Pkt 2 

Pkt 3 
Pkt 4 
Pkt 5 

Pkt 3 

Pkt 4 

Pkt 5 

Pkt 4 
Pkt 5 

Figure 1.8: Example of binary tree contention
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1.3 Hybrid protocols

In general DAMA reservation protocols can coordinate access to achieve high efficiency and

throughput. This makes them attractive for commercial satellite systems where resources must

be optimized. In contrast, RA protocols can achieve better delay performance at the expense

of the possibility of interference that lowers the throughput. The level of compromise largely

depends on the channel traffic characteristics. Hybrid protocols attempt to integrate the advan-

tages of RA and reservation protocols into one system. An example could be to rely primarily on

DAMA for active terminals with sustained traffic and to introduce RA for variable load, e.g. to

offer low delay at the start of a transmission, and to issue a DAMA request as the load increases.

Another option may be to dynamically reserve timeslots in an RA frame, using feedback from a

previous transmission to implicitly reserve the same timeslot for a terminal. This allows the RA

channel to gradually converge to contention free operation. Examples of hybrid protocols in-

clude the Reservation Aloha (R-Aloha) protocol [66], Selective Reject Aloha/First Come First

Served (SREJ-Aloha/FCFS) protocol [67] and Optimal Adaptive Scheme for multiple access

broadcast communication [68].

1.4 Dedicated and Random Access in DVB-RCS

Consider Figure 1.9, DVB-RCS basic operation provides a Time Division Multiplexed (TDM)

broadcast link that carries data and signaling from the NCC co-located with the gateway, which

is received by all the RCSTs. The Gateway provides the connectivity between each RCST and

the attached network (e.g. Internet). Moreover, an RCST may support single or multiple users

via the Local Area Network (LAN) interface. A set of Multi-Frequency Time Division Mul-

tiple Access (MF-TDMA) satellite channels is used for communication towards the gateway.

Channels are coordinated using DAMA to share the satellite capacity between the set of active

RCSTs. The NCC controls when each RCST may transmit by allocating inbound capacity to an

RCST. Only one RCST can access one timeslot in the return channel. If allocation is made to an

RCST that has no data to transmit the capacity is wasted, conversely an RCST with data, but no

allocated timeslots has to wait until the next allocation is received. Although many early VSAT

systems provided other multiple access methods [69] [70], Constant Rate Allocation (CRA),

Dynamic Assignment using Bandwidth on Demand (BoD) and Free Capacity Allocation (FCA)

were the only ones specified for RCS in [35].

DVB-RCS provides highly efficient use of satellite capacity with the VBDC DAMA method,

ensuring there are no collisions and no capacity is unused. In contrast, the RBDC and CRA and

FCA methods can provide contention-free lower access delay than VBDC, but do so at the risk
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Figure 1.9: DVB-RCS Reference Model [35]

of allocating a timeslot that is not subsequently used by an RCST. A practical system will often

experience fewer requests at the NCC than the total capacity to be allocated. In this case, a typ-

ical DVB-RCS system will use FCA to allocate the unused capacity to specific RCSTs. While

this additional capacity can reduce the access time for the RCST, it has a high probability of

being unused since the RCST did not request the capacity. For this reason, the introduction of

an RA channel was thought as a way to improve this system especially for interactive Internet

applications.

Two important performance criteria for interactive Internet applications are throughput

(rate of transmission) and response time (time to complete transfer of an object or set of ob-

jects). TCP employs extensive handshaking between sender and receiver for establishing a con-

nection [71]. Slow-start congestion control algorithm [72] can then be used to slowly probe the

network for available capacity, limiting the initial throughput before it is gradually increased

to its maximum value. This initial connection delay and limited short-term throughput during

slowstart has a noticeable negative effect on response time for short-lived connections that end

during the slow start phase such as web page requests [73]. This results in a long delay which

is a particularly sensitive issue for satellite systems.
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1.5 Dedicated and Random Access in DVB-RCS2

The DVB-RCS2 dictates mandatory support for MF-TDMA channel access method on the re-

turn link. Thus, transmission bursts from RCSTs are expected at the gateway receiver antenna

within allocated timeslots on one of several carriers. DVB-RCS2 supports dedicated access to

these timeslots, where each timeslot is exclusively allocated to an individual RCST. The alloca-

tion procedure may be solicited or unsolicited. Solicited allocation is equivalent to the DAMA

mechanism in DVB-RCS; whereby, RCSTs must send to the NCC volume-based and/or rate-

based dynamic Capacity Request (CR)s before being allocated timeslots. In unsolicited allo-

cation, the NCC allocates timeslots to RCSTs without prior CRs. The NCC may allocate such

timeslots to provide a minimum guaranteed rate for each RCST or to share excess return link

capacity among RCSTs. Unsolicited allocation is equivalent to CRA and FCA assignment in

DVB-RCS. Unlike DVB-RCS, DVB-RCS2 optionally supports RA to return link timeslots for

user traffic transmission as well as control and logon traffic. Both SA and CRDSA are included

in the specification. Also note that implementation-dependent support can be introduced for

IRSA by defining the necessary forward link signalling descriptors in the user space.

1.5.1 Random Access

For CRDSA, RA block definition is a key concept. RA slots of a given channel are grouped

in blocks according to their locations along the time axis. RA block definition, which is in the

broadcast RA traffic method descriptor, indicates the start and the end time of each RA block

in each superframe sequence for each RA channel. It is important to note that the RA traffic

method descriptor may not contain RA block definitions. In this case, the default RA block

duration corresponds to the whole superframe, and all RA slots of the same RA channel in the

superframe belong to the same RA block. RA blocks are equivalent to CRDSA frames. The

RCST randomizes CRDSA replica locations across the RA block. At the gateway, the CRDSA

decoder applies IC independently across each RA block.

1.5.2 Dedicated Access

Definition of CRA, VBDC, AVBDC and FCA in DVB-RCS2 are the same as in DVB-RCS

[35] and have their roots in [5]. Modifications related to dedicated access in DVB-RCS2 have

primarily to do with the CR generation and signalling.
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Capacity request generation

The DVB-RCS2, like DVB-RCS, does not define a standard algorithm to generate CRs. This is

intentionally left out as an implementation decision. However, in a multi-vendor DVB-RCS2

network with RCSTs possibly running different CR generation algorithms, maintaining re-

source allocation fairness among RCSTs can be difficult. As a solution, DVB-RCS2 imposes

limitation on the level of resources that can be requested. The DVB-RCS2 dictates that the

RCST must ensure for each request class that (1) the resources requested (for all capacity cate-

gories combined), (2) the resources accessed via RA and (3) the resources allocated via CRA,

do not exceed the 110% of the resources required to carry the input traffic. Note that this limi-

tation applies at the FEC frame payload level. In other words, the current FEC coding rate has

no impact on whether or not this limitation is met.

Capacity request signalling

In DVB-RCS2 volume-based CRs are expressed as 8-bit integers and four scaling factors are

defined: 1x, 8x, 64x and 512x. DVB-RCS2 VBDC CRs are in units of bytes as opposed to

slots, which is the convention adopted in the first generation of the standard [35]. Accordingly,

NCC resource allocation algorithms of the first generation DVB-RCS, which expected VBDC

requests in timeslots and allocated timeslots, will need to be modified to handle byte-based

DVB-RCS2 VBDC requests. Rate-based CRs in DVB-RCS2 are also expressed as 8-bit integers

with 1x, 4x, 16x and 64x scaling factors and in units of kilobits per second.





Chapter 2

Stability in Contention Resolution
Diversity Slotted Aloha

In the current DVB generation, satellite terminals are expected to be interactive and capable of

transmission in the return channel with satisfying quality. Considering the bursty nature of their

traffic and the long propagation delay, the use of a RA technique is a viable solution for such

a MAC scenario. In this chapter RA communication design in DVB-RCS2 is considered with

particular regard to the recently introduced CRDSA technique. In particular, the main contri-

butions of this chapter are: the presentation of a stability model and of some crucial evaluation

parameters such as packet delay and First Exit Time (FET) developed in [46] for SA and here

adapted to CRDSA; a thorough analysis of the design aspects to take into account in such a

system; the adaptation of the dynamic control limit policies developed for SA and the analysis

of their convenience when compared to static CRDSA design; the extension of all these results

to the case of infinite population that is usually not considered even though in some scenarios

is the most appropriate population representation.

The remainder of this chapter is organized as follows. In 2.1 the stability model used for

analysis and design is presented and the concept of stability is defined while in 2.2 some prac-

tical study cases are shown in order to validate the stability model. Paragraph 2.3 deals with the

definition of a Markov chain for packet delay computation and its validation. In paragraph 2.4

the definition of FET is given and the formulas for its calculation are presented; moreover the

adaptation of the model for computation reduction and for the extension to the case of infinite

population are discussed. Paragraph 2.5 exploits the model and the evaluation parameters in-

troduced in the previous paragraphs by giving a general overview of how they are used in the

design phase. Paragraph 2.6 compares the advantages and disadvantages of various Aloha-based

RA techniques and packet degree choices. Finally Paragraph 2.7 introduces some dynamic con-

trol policies while paragraph 2.8 and 2.9 discuss their application respectively to the case of

finite and infinite population. Paragraph 2.10 concludes the chapter.
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2.1 Stability Model

Consider the RA communication system presented in chapter 1. Each user can be in one of

two states [74]: Thinking (T) or Backlogged (B). Users in T state generate a new packet for

transmission with probability p0 over a frame interval; if so, no other packets are generated

until successful transmission for that packet has been acknowledged. Users in B state have

unsuccessfully transmitted their packet and keep attempting to retransmit it with probability

pr over a frame interval. In the followings, we assume that users are acknowledged about the

success of their transmission at the end of the frame in which the packet has been transmitted

(i.e. immediate feedback). Nevertheless this constraint will be relaxed in the last sections.

2.1.1 Equilibrium Contour

Defining

• N f
B : backlogged users at the end of frame f

• Gf
B =

N
(f−1)
B pr
Ns

: expected logical 1 channel load of frame f due to users in B

state

• Gf
T : expected channel load of frame f due to users in T state

• Gf
IN = Gf

T +Gf
B : expected total channel load of frame f

• PLRf (Gf
IN , Ns, d, Imax) : expected packet loss ratio of frame f

• Gf
OUT = Gf

IN(1− PLR(Gf
IN , Ns, d, Imax)) : part of load successfully trans-

mitted in frame f , i.e. throughput.

The equilibrium contour [75] can be written as

GT = GOUT = GIN(1− PLR(GIN , Ns, d, Imax)) (2.1)

that represents the locus of points for which at any time the expected channel load due to

users in T state is equal to the expected throughput GOUT . Notice that the frame number f has

been omitted, since in equilibrium state this condition is expected to hold for any frame.

From the definition above we can also gather that the expected number of backlogged users

remains the same frame after frame. Therefore
1The word logical refers to the fact that the number of packets considered are those with different payload

contents, thus regardless of the number of copies sent per packet.
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NB =
GINPLR(GIN , Ns, d, Imax)Ns

pr
(2.2)

Equations (2.1) and (2.2) completely describe the equilibrium contour on the (GT ,NB)

plane for different values of GIN
2.

2.1.2 Channel load line

Notice that the equilibrium contour itself is an infinite set of equilibrium points. In fact, we have

not considered M and p0 so far. This two essential parameters constitute the channel load line

and provide the knowledge of the actual stability points for a certain scenario.

Consider M and p0 to be constant (i.e. stationary input). Given a certain number of back-

logged packets, the channel load line expresses the expected value of channel load due to users

in T state. For the finite population case, the channel load line can be defined as

GT =
M −NB

Ns

p0 (2.3)

while for M →∞ the channel input can be described as a Poisson process with expected value

of λ thinking users [15] so that

GT =
λ

Ns

(2.4)

for any NB (i.e. the expected channel input is constant and independent of the number of back-

logged packets).

2.1.3 Definition of stability

Figure 2.1 shows the equilibrium contour and the channel load line for various cases. The equi-

librium contour divides the (NB,GT ) plane in two parts and each channel load line can have one

or more intersections with the equilibrium contour. These intersections are referred to as equi-

librium points since GOUT = GT . The rest of the points of the channel load line belong to one

of two sets: those on the left of the equilibrium contour represent points for which GOUT > GT ,

thus situations that yield to decrease of the backlogged population; those on the right represent

points for whichGOUT < GT , thus situations that yield to growth of the backlogged population.

Therefore we can gather that an intersection point where the channel load line enters the

left part for increasing backlogged population corresponds to a stable equilibrium point. In
2Concerning the values used for the PLR, it is known from the literature [21] that the relation between

PLR(GIN ) and GIN can not be tightly described in an analytical manner. For this reason PLR values used in
this work are taken from simulations. However, once simulations for the open loop case are accomplished, they
can be used in the stability model to see how the performance changes when modifying some crucial parameters
such as pr, p0 and M without the need of running brand new simulations. Moreover simulated values can be
substituted with tight analytical equations in case any will be found in the future.
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(b) Unstable channel (finite M)
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(c) Unstable channel (infinite M)
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(d) Overloaded channel

λ = 40 p0 = 0.18

pr = 0.5 pr = 1

M →∞ M = 350
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Figure 2.1: Examples of stable and unstable channels for CRDSA with Ns = 100 and Imax =
20. Stable equilibrium points are marked with a black dot.
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particular, if the intersection is the only one, the point is a globally stable equilibrium point

(indicated as GG
T ,NG

B ) while if more than one intersection is present, it is a locally stable equi-

librium point (indicated as GS
T ,NS

B). If an intersection point enters the right part for increasing

backlogged population, it is said to be an unstable equilibrium point (indicated asGU
T ,NU

B ) [76].

2.1.4 Channel state definition

Figure 2.1(a) shows a stable channel. The globally stable equilibrium point can be referred as

channel operating point in the sense that we expect the channel to operate around that point.

With the word around we mean that due to statistical fluctuations, the actual GT and GB (and

thus also GIN and GOUT ) may differ from the expected values. In fact, the actual values have

binomially distributed probability for GB and GT with finite M

Pr

{
GB =

b

Ns

}
=

(
NB

b

)
· pbr · (1− pr)NB−b

Ns

(2.5)

Pr

{
GT =

t

Ns

}
=

(
M−NB

t

)
· pt0 · (1− p0)NB−t

Ns

(2.6)

and Poisson distributed probability for GT with infinite M

Pr

{
GT =

t

Ns

}
=

(λt · e−λ)/(t!)
Ns

(2.7)

where b and t are respectively the number of backlogged and thinking users transmitting

in a certain frame. Nevertheless, this assumption will be validated in the next paragraph.

Figures 2.1(b) and 2.1(c) show two unstable channels respectively for finite and infinite

number of users. Analyzing this two figures for increasing number of backlogged packets, the

first equilibrium point is a stable equilibrium point. Therefore the communication will tend to

keep around it as for the stable equilibrium point in Figure 2.1(a) and we can refer to it once

again as channel operating point. However, due to the abovementioned statistical fluctuations,

the number of backlogged users could pass the second intersection and start to monotonically

increase.

In the case of finite M , this increment goes on till a new intersection point is reached,

while in the case of infinite M the expected number of backlogged users increases without any

bound. In the former case, this third intersection point is another stable equilibrium point known

as channel saturation point, so called because it is a condition in which almost any user is in B

state and GOUT approaches zero. In the latter case, we can say that a channel saturation point

is present for NB →∞ [77].
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Finally Figure 2.1(d) shows the case of an overloaded channel. In this case there is only

one equilibrium point corresponding to the channel saturation point. Therefore, even though the

channel is nominally stable, the point of stability occurs in a non-desired region. For this reason

this case is separated and distinguished from what is intended in this work as stable channel.

2.2 Stability Model Validation

In this paragraph, the results of simulations are shown in order to validate the stability model

described above. The simulator has been built according to the system description given in the

previous paragraphs, therefore perfect IC and channel estimation [78] are assumed. Moreover,

neither the possibility of FEC nor power unbalance have been considered for our simulations.
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Figure 2.2: Simulated throughput for CRDSA with Nf = 100 slots, Imax = 20, p0 = 0.143,
pr = 0.5, M = 350

Figure 2.2 shows the result of simulations for a communication scenario with the same

parameters as the example of stable channel described in Figure 2.1(a). It can be seen that due

to the aforementioned statistical variations, the throughput oscillates around a certain value.

This value is the equilibrium point. In fact the horizontal line represents the value Av[GOUT ] =

0.486, that is the value obtained averaging the throughput over the entire simulation and is, as

expected, a value really close to the one claimed in Figure 2.1(a).

Figure 2.3 illustrates an outcome of simulations for the communication scenario of the
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Figure 2.3: Simulated throughput for CRDSA with Nf = 100 slots, Imax = 20, p0 = 0.143,
pr = 1, M = 350

unstable channel described in Figure 2.1(b). In this case, the initial behaviour of the channel

is such that the throughput oscillates around the channel operating point. However, differently

from the previous example, this is not a globally stable equilibrium point. Therefore statistical

fluctuations will sooner or later cause divergence from the channel operating point and the

subsequent saturation of the channel with an average throughput that approaches zero. The time

it takes for the channel to diverge from the channel operating point varies from simulation to

simulation. In literature [44] the expected time of divergence for SA is known as First Exit Time

(FET) and its computation will be presented in paragraph 2.4.

Finally, Figure 2.4 illustrates an outcome of simulations for the case illustrated in Fig-

ure 2.1(c), that is the case of infinite population. In particular, this outcome shows an occur-

rence in which divergence from the channel operating point has not occurred yet. As we can

see, as long as the communication takes place around the channel operating point, the same

throughput and delay considerations as for the stable channel are valid. This example highlights

that depending on the communication parameters, even though the channel is unstable, the FET

could be so big that instability might be acceptable depending on the application. However, if

this is not the case, the communication will soon exit the stability region and the number of

backlogged users NB will grow fast and indefinitely as shown in Figure 2.5.
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Figure 2.5: Number of backlogged users for CRDSA withNf = 100 slots, Imax = 20, λ = 0.4,
pr = 0.5, M →∞ with divergence from the operating point after a certain time
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2.3 Packet Delay Model

Once we are sure that the channel is working at its channel operating point, we would like to

know what is the expected distribution and average delay associated to packets that are success-

fully received at the gateway. This can be described using a discrete-time Markov chain with

the two states B and T (Figure 2.6).

The edges emanating from the states represent the state transitions occurring to users which

depend on pr and the expected PLR at the channel operating point. If a packet transmitting for

the first time receives a positive acknowledgment the user stays in T state while in case of

negative acknowledgment the user switches to B state until successful retransmission has been

accomplished. We assume a frame duration to be the discrete time unit of this Markov chain.

Therefore the packet delay Dpkt is calculated as the number of frames that elapse from the

beginning of the frame in which the packet was transmitted for the first time, till the end of the

one in which the packet was correctly received.

B 

1-PLR (1-pr)+(PLR pr) 
 

PLR 

(1-PLR)pr 

T 

Figure 2.6: Markov Chain for the Packet Delay analysis

According to the definition above, packet delay distribution is entirely described by

Pr{Dpkt = f} =


1− PLR for f = 1

PLR [pr (1− PLR)] · [1− pr + PLR pr]
f−2 for f > 1

(2.8)

which results in the average delay

Av[Dpkt] =
∞∑
f=1

f · Pr{Dpkt = f} (2.9)

Equation 2.9 can alternatively be rewritten in a simpler and more intuitive form by means

of Little’s Theorem [44][79] [80] considering that the average number of backlogged users in
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a stable system is equal to the average time spent in backlogged state, multiplied by the arrival

rate of new packets GT (that we know to be equal to GOUT at the operational point). Therefore

Av[Dpkt] =
NB

GOUT ·Ns

(2.10)

where the presence of Ns in the formula has the aim of normalizing the delay to the frame unit.

pr Av[Dpkt]ana Av[Dpkt]sim PLR

1 543.48 541.89 0.99816
0.4 3.17 3.16 0.465
0.2 2.01 2.12 0.168

0.05 2.53 2.66 0.0713
0.005 5.08 5.22 0.02

Table 2.1: Analytic and simulated average packet delay at the channel operating point for
CRDSA with Ns = 100 slots, Imax = 20, M = 350 and p0 = 0.18

2.3.1 Model validation and retransmission probability’s effect

Figures 2.7 and 2.8 show some results based on the example of overloaded channel given in

paragraph 2.1, in order to validate the model and demonstrate the effect of pr on the packet

delay [81]. In particular pr is progressively decreased in order to evaluate how distribution and

average packet delay change. Figure 2.7 represents the channel load line and equilibrium curves

for several pr values.

When pr is decreased, the equilibrium contour moves upwards and the point of equilibrium

is found for bigger values of throughput while NB decreases. Therefore, from Little’s theorem,

it is intuitive to expect that users will spend less time in B state. If we keep decreasing pr after the

throughput peak is reached, the throughput starts to decrease while the number of backlogged

users increases again thus yielding to an increase of the average packet delay. This is confirmed

by the results given in Table 2.1.

Figure 2.8 shows that while having a small pr is beneficial for the PLR, it also means that

users in B state will generally wait longer before retransmitting a packet. As a consequence,

the smaller the pr value the less steep the cumulative distribution curve is, so that at a certain

point curves with bigger pr overcome it in terms of probability to receive a packet before a

certain time deadline. Finally the simulated average packet delay associated to the examples in

Figure 2.8 is reported in Table 2.1 together with the expected results, demonstrating the validity

of the model.
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Figure 2.7: Equilibrium curves for CRDSA with Ns = 100 slots, Imax = 20, M = 350 and
p0 = 0.18

2.4 First Exit Time

In paragraph 2.1 the concept of unstable channel has been introduced. Beside knowing that

a certain channel is unstable, it is also of big interest to quantify how much the channel is

unstable. The First Exit Time (FET) calculates the time spent around the operational point by

an unstable channel before leaving the stability region. To calculate this parameter we consider

a discrete-time Markov chain [82] [83] which uses the number of backlogged users NB as

describing state, since equilibrium points and more generally the state of the communication

can be uniquely identified with it.

2.4.1 Transition matrix definition

Let us define P as the transition matrix for this Markov chain, with each element pij denoting

the probability to pass from a number of backlogged users NB = j to a number of backlogged

users NB = i. To calculate each pij value we need to know the probability that having a certain

number of backlogged users j and a certain number of thinking users M − j, respectively b

backlogged users and t thinking users have transmitted and s = t− (i− j) out of t+ b packets
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Figure 2.8: Packet delay cumulative distribution for CRDSA with Ns = 100 slots, Imax = 20,
M = 350 and p0 = 0.18

have been correctly received. Therefore

pij =

M−j∑
t=0

j∑
b=0

(
M − j
t

)
pt0(1− p0)M−j−t ·

(
j

b

)
pbr(1− pr)j−b · q(s|t+ b) (2.11)

where q(s|t + b) is the probability that s packets are correctly decoded if t + b packets

are transmitted3. Let us then call Q the matrix with elements qs,t+b corresponding to probability

q(s|t+ b).

In Figure 2.9 an example of the resulting P matrix is shown. According to the bidimen-

sional representation used in paragraph 2.1, we can see here that there are two peaks corre-

sponding to the two expected locally stable equilibrium points. However, it is more fruitful for

our considerations to look at this graph from an (i, j) plane perspective plotting a line for i = j.

Points below this line represent decrements of the number of backlogged packets while points

above represent increments. Non-zero probability points look like a wake close to the line i = j,

highlighting that possible transitions are found only for small changes in the number of back-

logged packets compared to the total population M . Taking single values of j, we can roughly
3 For the same reason previously claimed for the PLR, also q(s|t+b) values are calculated from simulations over

a big amount of runs (over 106 per (t+ b) value) since analytical formulas able to tightly describe the probability
for a packet to be correctly decoded have not been found yet. Nevertheless in the followings a method to reduce
this computational effort is introduced.
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Figure 2.9: P matrix for CRDSA with Ns = 100, Imax = 20, M = 350, p0 = 0.143, pr = 1

identify 3 regions of the wake:

• for small values of j (close to the channel operating point) non-zero probabil-

ities are found both for increase and decrease of NB;

• for values of j close to M (i.e. close to the channel saturation point) non-zero

probabilities are found both for increase and decrease of NB;

• for the rest of the j values non-zero probabilities are almost exclusively found

for i > j so that the number of backlogged users monotonically increases.

Therefore in this particular case the system has probability zero of returning to the stability

region after NB crosses 120. We want to highlight here that the presence of a no-return point is

scenario-dependent in the sense that for a different set of values M , p0 , pr , Ns it is not neces-

sarily true that the probability of coming back from a certain valueNB is zero: sometimes could

be negligible, sometimes could not, even though for the typical settings used in these scenarios

the last case is really rare. Nevertheless this highlights one of the advantages of calculating the

P matrix: it tells us theoretically if there is any probability of coming back to the region of

stability and in the case the answer is no, tells us what is the no-return value of NB.
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2.4.2 State probability matrix and FET calculation

Based on the P matrix, it is now possible to calculate the probability Bf+1
i to be in a certain

state NB = i at frame f + 1, given a certain probability distribution Bf = [Bf
0 B

f
1 · · · B

f
M ] at

frame f :


Bf+1

0

Bf+1
1

...
Bf+1
M

 =


p0,0 · · · p0,M

p1,0
...

... . . . ...
pM,0 · · · pM,M

 ·

Bf

0

Bf
1

...
Bf
M

 (2.12)

Generalizing Equation 2.12, the state distribution at each frame (f + 1) can always be

calculated from the initial probability distribution B0 = [B0
0 B

1
0 · · · BM

0 ] and the matrix P f+1.

Given the state probability matrix, it is now possible to calculate the average and cumulative

distribution of the FET from a given initial state. In this example we consider as initial state

B0 = [ 1 0 0 · · · 0 ] that is the case in which the communication starts with zero backlogged

users.

Figure 2.10 reports the evolution frame after frame of the state probability for the P il-

lustrated in Figure 2.9. As we can see, when f increases the probability of being around the

locally stable point in the region of high throughput decreases while the probability of being in

saturation increases.

2.4.3 Reduced transition matrix

The entire description of any state of this Markov chain is of great interest but most of the

times impractical, mainly because the dimension of the P matrix is equal to M2. Therefore

it could take a huge computational effort to calculate it. Nevertheless it is of interest to know

the probability that the stability region around the operational point has been left in a certain

moment, regardless of the actual state once we enter the region that yields to saturation.

In fact, it has been already pointed out in the description of Figure 2.9 that the further the

communication gets from the first point of local stability, the smaller is the probability that the

communication will come back to the stability region. For this reason, as a first approximation,

it is possible to consider an absorbing state Nabs
B = dNU

B e + 1 that groups all the probabilities

for states from dNU
B e+ 1 to M . Doing so, our P matrix can be rewritten as



2.4 First Exit Time 33

Figure 2.10: Evolution of Bf for the P matrix in figure 2.9

P =



p0,0 · · · p0,NU
B

0

... . . . ...
...

pNU
B ,0

· · · p1,NU
B

0

1− (
∑NU

B
α=0 pα,0) · · · 1− (

∑NU
B

α=0 pα,NU
B

) 1


(2.13)

The P matrix in Equation 2.13 takes much less effort than calculating the entire P matrix

since only (dNU
B e+ 1)2 elements need to be computed thus speeding up calculations. Consider-

ing that
∑NU

B
α=0 pα,j must be equal to 1, the probability to get to the absorbing state Nabs

B from a

certain state j can be computed as pi,j = 1− (
∑NU

B
α=0 pα,j). Moreover, sinceNabs

B is an absorbing

state, any probability to leave this state is zero while the probability of staying in the absorbing

state is equal to 1.

2.4.4 Absorbing state validity

Since reducing the transition matrix by means of an absorbing state is an approximation, we

now aim at verifying the validity of this approximation. Figure 2.11 shows the distribution for
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Figure 2.11: FET cumulative distribution for CRDSA with Ns = 100, Imax = 20, M = 350,
p0 = 0.18, pr = 1

the results obtained with the reduced matrix and the simulated results. Regarding simulations,

if NB crosses the value dNU
B e but it comes back to the stability region, the FET is reset and the

next exit is waited to set it again. For the analytic results the FET is calculated accordingly to

the reduced matrix in Equation 2.13.

As already pointed out in the description of Figure 2.9, when the number of backlogged

packets NB is still close to the unstable equilibrium point, a certain probability that the com-

munication will come back from the instability region is present. This is the reason why in

Figure 2.11 the two curves show a noticeable difference. However, this problem can be solved

by considering Nabs
B = dNU

B e + 1 + ∆ as absorbing state, where ∆ is a positive integer big

enough to ensure that the probability of false exits from the stability region (i.e. the probability

that NB crosses the stability region but comes back to values < Nabs
B ) is sufficiently low. Doing

so, simulation and analytical results with the approximation of absorbing state perfectly match.

Figure 2.12 shows how the difference among the two average FETs decreases while increasing

the chosen value for Nabs
B .

In conclusion, we can state that analytic results with the approximation of absorbing state

represent a lower bound for the actual FET. Therefore during this kind of analysis a tradeoff

between tightness of the results and simplicity of computation is present.
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Figure 2.12: Simulated and analytic average FET when increasing Nabs
B for CRDSA with Ns =

100, Imax = 20, M = 350, p0 = 0.18, pr = 1

2.4.5 Reduced transition matrix for infinite population

The model presented is also adaptable to the case of infinite population. In fact the probability

transition matrix P can be adapted by considering

pij =
∞∑
t=0

j∑
b=0

λte−λ

t!
·
(
j

b

)
pbr(1− pr)NB−b · q(s|t+ b) (2.14)

Although in this case P has infinite size, it has been just shown that is possible and practical

to reduce the P matrix by means of an absorbing state. With this expedient, also this case can

be treaten since P is transformed to an equivalent matrix with finite size.

2.5 Design settings

In this paragraph we will resume the role of some crucial parameters such as M , p0, pr and

explain how the communication state changes when changing them and what are the relations

to be considered when designing DVB-RCS2 communications in RA mode. In fact, since op-

timization depends on constraints and degrees of freedom of the particular study case, a deep

investigation of the relation among these crucial parameters is needed in order to understand
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tradeoffs that have to be faced. Moreover, the same discussion is introductory to understand

how control policies can help to obtain better performance and a stable channel even in case of

statistical fluctuations that could yield to instability.

2.5.1 Degrees of freedom

Consider Figure 2.13. The first thing we can notice is that M and p0 only influence the channel

load line while changing pr corresponds to modifying the equilibrium contour. In Figure 2.13(a)

we can see that p0 influences the slope of the channel load line that becomes steeper when

increasing p0. This is intuitive to understand since for fixed M , if pA0 < pB0 then GA
T < GB

T .

Figure 2.13(b) shows that M shifts the channel load line up and down if the population size is

respectively increasing or decreasing. From Equation 2.3 we can notice that the value M is equal

to what is known in literature as q, i.e. the intersection of the line with the y-axis. Finally pr
determines a shift upward of the channel load line for smaller values of pr (Figure 2.13(c)). As

already shown, if the value pr is sufficiently small, it is possible to stabilize a channel initially

unstable. This represents the ground base for one of the control policies shown in the next

section.

2.5.2 Constraints

Concerning possible constraints, we can identify the followings

1. stability

2. maximize p0 or guarantee a value p0 ≥ pmin0

3. maximize M or guarantee a value M ≥Mmin

4. minimize the delay or guarantee that a certain value Av[Dpkt]
max is not ex-

ceeded

5. maximize the throughput or guarantee a value GOUT ≥ Gmin
OUT

For constraint 1) it has been previously shown that the stability corresponds to having a

single intersection between the channel load line and the equilibrium curve (i.e. a single point

of equilibrium) before the throughput peak. Constraints from 2) to 5) can be graphically repre-

sented on the (GT ,NB) plane by the following formulas:

2.
GT ·Ns

M −NB

≥ pmin0 (2.15)

3.
GT ·Ns

p0

+NB ≥Mmin (2.16)
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Figure 2.13: Graphical representation of the changes in the (GT ,NB) plane when increasing or
decreasing one of the parameters’ values
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4.
NB

GT ·Ns

≤ Av[Dpkt]
max (2.17)

5.

GT ≥ Gmin
OUT (2.18)

In other words, each formula simply represents an admissible area where the operational

point has to be, as illustrated in Figure 2.14.

Any study case will be characterized by one or more degrees of freedom and one or more

design constraints. In case of more than one design constraint, the resulting constraint will be

the intersection of the respective admissible areas. Therefore we can conclude that the designed

model not only allows to forecast stability and throughput of the communication, but also to

easiliy represent its constraints. This enables a design that does not need any use of complicated

formulas in order to understand feasible settings.

Notice that the choice of Ns has not been considered as a design parameter. This choice

have basically two reasons: first of all in DVB-RCS2, the number of slots allocated for RA is

dynamically decided by the NCC; secondly, the best choice for Ns can always be considered

between 100 and 200 since a lower value would degrade too much the throughput performance

while a bigger value would degrade too much the delay performance.

2.6 Packet degree and RA technique

In the previous paragraphs we have concentrated on the best selection of p0, pr and M once the

number of replicas per packet (packet degree) is chosen. However also the number of packet

copies is a design parameter4. For this reason, this section analyzes the choice on the number of

copies per packet to be sent. Moreover, a comparison on the advantages and disadvantages of

CRDSA with regard to SA are outlined.

Figure 2.15 shows that up to moderate channel loads, a greater packet degree is always

convenient not only in terms of PLR but also in terms of throughput and packet delay. But

considering stability to be one of our constraints, we can see from Figure 2.16 that for pr = 1

SA offers the most reliable performance since after the throughput peak any CRDSA curve

rapidly degrades with NB while SA degrades in a slow-paced manner. As a result, for moderate

channel load lines with GT ≤ 0.4 for NB = 0, SA is able to support up to approximately

4In this work we compare various packet degrees under the assumption of equal received power per replica. For
discussion on the power efficiency when considering transponder’s average power limits refer to [51]. Moreover
the additional overhead due to the need of more pointers when more copies are sent has been omitted, since it
can be considered neglibile with regard to the burst size especially when few copies (no more than 4 or 5) are
considered.
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Figure 2.15: Packet Loss Ratio for different packet degrees when NS = 100 slots
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Figure 2.16: Equilibrium contour for different packet degrees when NS = 100 slots

450 users ensuring stability, while for CRDSA with 2 replicas the admissible population is

approximately 50% less and for CRDSA with 3 replicas the admissible M is less than 150.

However, as previously said, the operational point for CRDSA always occurs in a point

with higher throughput, smaller backlogged size and smaller packet delay. Moreover in para-
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graph 2.4 it has been shown that depending on the channel load line the actual FET could be so

big that instability could be accepted. For example, for M = 450 and p0 = 0.089 the computed

FET is practically zero, in the sense that even though we know that a certain probability exists,

it is so small that the computation resulted to be zero due to its littleness.

Considering M = 250 and p0 = 0.2 SA presents a globally stable behaviour around its

throughput peak (GOUT = 0.36) for NG
B = 65 while CRDSA with 3 replicas presents a locally

stable equilibrium point with throughput equal to 0.5 , NS
B close to 0 and unstable equilibrium

point for NU
B ≈ 43.

Using formulas in 2.4 the obtained average FET is approximately 104 frames. In this case,

if we are willing to maintain the advantages of CRDSA with 3 replicas (e.g. its lower PLR) some

countermeasures to ensure stability are required. In the next paragraphs simple yet effective

control policies able to counteract the event of drift to saturation will be shown. After that, the

convenience of using such a dynamic policy in the case of finite and infinite users’ population

will be discussed.

2.7 Control Limit Policies

If we are in the case in which the considered channel is not stable, some kind of solution

to counteract the possibility of drift to saturation is required. Two straightforward solutions

could be: use a smaller value for the retransmission probability giving then rise to a larger

backlogged population for the same throughput value; allowing a smaller user population size

M thus resulting in a waste of capacity.

A third solution is the use of control limit policies to control unstable channels by applying

the countermeasures above in a dynamic manner. In this section we analyze control procedures

of the limit type [46] able to ensure stability in the case of stationary parameters. However the

same reasoning can also be applied in the case of dynamic ones (such as non-stationary M )

with the necessary modifications.

Two simple yet effective dynamic control procedures are considered: the input control

procedure (ICP) and the retransmission control procedure (RCP). These two control procedures

are based upon a subclass of policies known as control limit policies, in which the space of the

policies is generally composed of two actions plus a critical state that determines the switch

between them, known as control limit. In this case the control limit is a critical threshold for a

certain number of backlogged users N̂B.
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2.7.1 Input Control Procedure

This control procedure deals with new packets to transmit. In particular, two possible actions

are possible: accept (action a) or deny (action d) and the switch between them is determined by

the threshold N̂B as previously mentioned.

2.7.2 Retransmission Control Procedure

As the name says, the retransmission control procedure deals with packets to retransmit and in

particular with their retransmission probability. In particular two different retransmission prob-

abilities pr and pc are defined that represent respectively the action taken in normal retransmis-

sion state (action r) and in critical state (action c). From the definition above it is straightforward

that it must be pr > pc. The switch between these two modes is determined once again by the

threshold N̂B.
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(a) ICP

N
B

G
T

p
r

p
c

(b) RCP

Figure 2.17: Examples of control limit policies

Figure 2.17 graphically represents these 2 cases. As we can see both policies accomplish

the same task of ensuring channel stability. However, while ICP controls the access of thinking

users, RCP controls the access of backlogged users.
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2.8 Dynamic control policies for finite population

In this paragraph the result of the application of dynamic control policies for CRDSA with 2

and 3 replicas is discussed and compared to SA as well as to the case of static design (pr = pc)

when a finite population is assumed. Consider the case previously analyzed in paragraph 2.6 and

reported in Figure 2.18 with M = 250, p0 = 0.2 and pr = 1. Moreover we assume pc = 0.75

for CRDSA with 2 copies and pc = 0.53 for CRDSA with 3 copies, that are the biggest values

for pc that ensure stability in the two respective cases.
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Figure 2.18: Equilibrium contour for SA and CRDSA with 2 and 3 replicas in normal and
critical RCP state

Figures 2.19 and 2.20 show the results in terms of throughput and average packet delay

when varying the threshold of the control limit policy N̂B. As we can see the results among

the various cases are similar in terms of maximum throughput and minimum delay achieved,

except for ICP with 3 replicas that shows slightly higher throughput and lower delay than the

other cases.

For SA instead, the resulting channel for M = 250 and p0 = 0.2 does not need any

dynamic control policy since it is globally stable with throughput equal to 0.369 and delay

equal to 1.76 frames. It is now clear that despite instability that needs to be controlled, the time

spent in critical state is so small that results shown for CRDSA with 2 and 3 replicas are better

than SA. Therefore we can affirm that CRDSA always gets better performance than SA despite

instability.
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Figure 2.20: Packet delay over N̂B for dynamic retransmission policies

It can also be noticed that in any case considered here, there is a certain range of flatness

around NU
B . This range changes depending on the policy applied, the number of replicas, the

time spent in critical state and the performance degradation between normal and critical state.

The width of this flat region is really important since in real satellite communications large
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propagation delay has to be considered.

2.8.1 Control policies in case of propagation delay

Differently from the case of immediate feedback assumed so far throughout the paper, when

the N̂B threshold is crossed the control limit policy needs a certain propagation time from the

NCC to the satellite terminals before it is applied. As a result the effective threshold is not N̂B

but some value N̂B + δ, where δ depends on the drift of the number of backlogged users for the

particular case and on the propagation delay. Therefore the wider is the flat region, the less the

performance optimality of the controlled channel will be influenced by the propagation delay

[53].

Moreover, we can see that in the case of 2 replicas a degradation of the throughput is

also found for N̂B < NU
B . In general terms, when a control limit policy is applied it does not

make sense to choose N̂B < NU
B , therefore this result does not seem to be of interest for our

analysis. However, when NB < N̂B the control limit policy switches back to normal state, but

as previously mentioned users do not immediately receive the acknowledgment for this new

change due to the propagation delay so that the critical policy might actually be left for some

value N̂B − δ resulting in the possibility of suboptimal performance (see ICP with 2 copies per

packet).

2.8.2 On the use of dynamic control policies over static design

Let us now discuss the results when instead of dynamic control limit policy, the channel is

designed by statically decreasing the retransmission probability so that the channel is always

stable. Differently from SA, in this case decrementing pr has really small influence on the over-

all performance especially when the first point of intersection between the equilibrium contour

and the channel load line takes place before the throughput peak and sufficiently far from it. As

a matter of fact with pr = 0.53 for CRDSA with 2 replicas and with pr = 0.75 for CRDSA with

3 replicas the following results are obtained:

• CRDSA with 2 replicas: GOUT = 0.49; Av[Dpkt] = 1.01

• CRDSA with 3 replicas: GOUT = 0.5; Av[Dpkt] = 1

In conclusion we can say that with stationary values of M and p0, in most of the cases the

use of dynamic policies for CRDSA does not appear to be a convenient solution compared to a

static design if a choice can be made. This can be affirmed also in light of the more realistic case

of non-immediate feedback in which a certain performance degradation is present. The only
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case in which dynamic policies could be really necessary with stationary M and p0 is when M

is so big that the required pr rendering the channel stable really degrades the performance thus

requiring the use of dynamic policies. Nevertheless the analysis above is useful for future work

on the case of non-stationary p0 and M that does not allow to a-priori set the retransmission

probability in order to be sure that the channel is always stable. Moreover the analysis presented

for the case of finite M is introductory to understand the application of dynamic policies to the

case of infinite population.

2.9 Dynamic control policies for infinite population

Finally we discuss the use of dynamic control policies in order to provide stability in the case of

infinite population. As a matter of fact this case is closer to the real DVB-over-satellite applica-

tion scenario in which a big number of users is expected to generate new traffic independently

of whether previous transmissions are still pending or not, so that actual channel traffic can be

modeled as a Poisson process.

In the case of infinite population, ICP is the only policy that can ensure stability since

decreasing pr could not be sufficient to recover stability. In fact, RCP might be used as a mean

to recover the channel communication from instability by setting pc so that the operational point

falls again in the region of stability. However such a procedure does not always ensure stability

from a theoretical point of view since due to the satellite propagation delay, the switch from and

to critical state need some time to propagate meanwhile the number of backlogged users will

continue to rapidly and indefinitely increase so that at the end the chosen value for pc could not

be anymore sufficient.

λ = 65 λ = 60 λ = 55 λ = 50

NU
B = 11 NU

B = 18 NU
B = 25 NU

B = 32

Table 2.2: Points of unstable equilibrium for CRDSA with 3 copies depending on λ

Figure 2.21 and 2.22 show throughput results depending on the number of new packet

arrivals λ at each frame. As we can see the bigger the λ value, the higher the throughput but also

the narrower the flat region. The reason for such a result is similar to what has been explained

in the previous sections for the finite population case. In particular we can see from Table II that

the closer the operational point is to the throughput peak, the smaller is the value of NU
B .

Figure 2.22 shows that obtained results concerning delay reflect throughput results since
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Figure 2.21: Throughput over N̂B for ICP in case of infinite population
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Figure 2.22: Packet delay over N̂B for ICP in case of infinite population
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Figure 2.23: Percentage of time spent in critical state over N̂B for ICP in case of infinite popu-
lation

the wider is the flat region for the throughput, the wider is the flat region with delay equal to 1.

Finally Figure 2.23 shows that for bigger values of λ users spend some time in critical state also

in the flat throughput region giving place on one hand to the possibility of suboptimality due to

the propagation delay and on the other hand increasing the overall PLR by reason of rejected

packets.

2.10 Conclusions

In this chapter a model for design of a congestion-free system using CRDSA as RA mode in

DVB-RCS2 has been outlined. This model allows to study and predict stability and to calculate

the expected throughput as well as the expected delay at the channel operating point. Moreover,

this kind of representation allows a simple yet effective view of how the communication behaves

when changing one or more of the key parameters thus allowing a design that can easily consider

the tradeoff among multiple constraints.

A simplified framework for the calculation of the First Exit Time has also been introduced

and its importance for the evaluation of unstable channels has been highlighted. All the pre-

sented models and tools can be extended to consider a different frame size, power unbalance,

the introduction of FEC or any other modification. The central part of the paper discusses design

settings and the convenience of using CRDSA over SA.
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In the last part, dynamic retransmission policies of the control limit type have been in-

troduced and their effectiveness and convenience have been discussed against static design. In

particular, concerning the case of finite user population, found results have shown that differ-

ently from SA in which dynamic retransmission policies are generally preferred, in the case of

CRDSA a static design that ensures stability (i.e. by decreasing the retransmission probability

for backlogged packets) is generally more convenient. Finally, dynamic retransmission policies

have been applied to the case of infinite user population. Found results have shown that control

limit policies are able to stabilize the channel also in the case of infinite user population while

ensuring a performance close to the best achievable even in presence of large propagation delay

as it is the case in a geostationary satellite system used for DVB-RCS communications.





Chapter 3

Stability of asynchronous Random Access
schemes

Recently the same concept behind CRDSA has been applied to Pure Aloha giving birth to a

technique renamed here Contention Resolution Aloha (CRA) [27], that is able to boost the per-

formance in case of asynchronous RA schemes. In this chapter, throughput as well as packet

delay and related stability for asynchronous ALOHA techniques under geometrically distributed

retransmissions are analyzed both in case of finite and infinite population. Moreover, a compar-

ison between pure ALOHA, CRDSA and CRDSA techniques is presented, in order to give a

measure of the achievable gain that can be reached in a closed-loop scenario with respect to

the previous state of the art. This analysis uses the same tools adopted for synchronous access

schemes, with the necessary modifications needed in order to take into account the differences

between the two techniques. The chapter is organized as follows. In paragraph 3.1 an overview

of the considered asynchronous access scheme is given. Paragraph 3.2 presents the definition of

stability as well as the model used for the measure of the stability when using retransmissions.

Paragraph 3.3 deals with a model for the computation of the delay associated to received pack-

ets. Finally, in paragraph 3.4 a comparison both in terms of stability and in terms of delay is

carried out between CRDSA, CRA and pure ALOHA. Paragraph 3.5 concludes the paper.

3.1 System Overview

The scenario considered in this chapter is a multi-access channel, in which a certain number

of terminals communicate to a gateway (e.g. a ground station) via satellite. Differently from

synchronous access schemes, in this case the channel is divided into frames but each frame is

not subdivided into slots. When a terminal has a packet to transmit, it waits for the beginning of

the next available frame in order to place d copies of that packet. Let us call t0 the beginning of a

frame, TF the frame duration and τ a generic burst duration. The d copies of a packet are placed
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with starting time within the interval [t0;t0 + TF − τ ], with uniformly distributed probability

and so that burst copies belonging to the same packet are not overlapping.

Pkt 2 

Pkt 3 

Pkt 4 

Pkt 1 

t 

t0 TF 

= not interfered = interfered 

Figure 3.1: Example of a generic frame at the receiver for CRA

At the receiver, each frame contains a certain number of bursts as depicted in Figure 3.1.

Any burst will have or not a certain degree of interference due to transmission time overlap with

other bursts. Notice that differently from CRDSA, in which interference can only occur for the

whole burst, in this case also partial interference can occur. In [27] two cases are analyzed: the

first case assumes that any overlap results in entire loss of the packet’s burst; the second case

considers the application of a strong FEC able to allow decoding if the amount of interference

is limited. In any case, similarly to what happens in CRDSA, an iterative IC process is started

at the receiver in order to remove bursts belonging to correctly decoded packets thanks to the

knowledge of their location within the frame from the correctly decoded burst.

Consider the assumption of ideal channel estimation and perfect IC. In the first case (i.e.

where no FEC is used), at each iteration packet bursts are attempted to be decoded only if

the burst is not overlapping with other bursts. In Figure 3.1, Packet 1 has a copy that did

not interfere during transmission, therefore it can be decoded and the interference of the other

burst copy can be removed in order to recover the content of Packet 2. In the second case in

which a strong FEC is applied, not only bursts without interference, but also those satisfying

a certain threshold in terms of amount of interference power are decoded. Let us define as in

the original CRA paper [27] the rate R = RC · log2M where RC is the coding rate and M

the modulation index. Moreover the normalized MAC channel load is defined as GIN = Ntx·τ
TF

with Ntx indicating the number of transmitted packets, while GOUT = GIN [1 − PLR(GIN)]

represents the throughput in terms of portion of load successfully decoded. Notice that PLR (i.e.

the Packet Loss Ratio) depends on the frame size TF , the burst degree distribution (defined from

[26] as the probability of having a certain number of copies per packet through the following

polynomial Λ(x) =
∑

d Λdx
d, where Λd is the probability that a given packet will have burst

degree d), the rate R, the maximum number of iterations for the decoding process Imax and

the SNIR. In [27] the decoding threshold has been approximated with the Shannon bound.
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As claimed by the authors, even though this threshold is quite optimistic, it can be considered

valid for moderate to high SNIR with properly designed schemes and represents the ground

base for the study of the performance with real codes. Setting Cref = R = log2(1 + SNIR),

the decoding threshold is SNIRdec,dB = 10 · log10(2R − 1). In order for a burst to be decoded,

its SNIR must be at least equal to SNIRdec. The SNIR of each burst can be computed as
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Figure 3.2: Open loop throughput results

SNIR =
P

x · P +N
=

SNR

x · SNR + 1
(3.1)

where x represents the degree of interference for a certain burst as a sum over all interference

contributions expressed with a value between 0 and 1. For example, in case of no interference

x = 0, in case of 50% overlapping with another burst x = 0.5 and in case of 50% interference

with n other bursts, x = 0.5 · n. In Figure 3.2 results for an open loop scenario (i.e. without

retransmission of lost contents) are illustrated for ALOHA and the representative case of CRA

with Λ(x) = x2. The parameter values chosen for simulations are TF = 100 ms, τ = 1 ms for

every packet, M = 4 (QPSK), RC = 1/2, Imax = 50 and a number of simulation rounds per

channel load point equal to 104.
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3.2 Stability

Assume the case in which CRA has been chosen as RA scheme and a certain number of users

M (either finite or infinite) participate in the described scenario. We assume each user to be in

one of two possible states: Thinking (T) or Backlogged (B).

B 

(1-p0)+p0∙(1-PLR) (1-pr)+(PLR∙pr) 
 

PLR∙p0 

(1-PLR)∙pr 

T 

Figure 3.3: Markov Chain for user state

Users in T state send a packet at the beginning of the next frame with probability p0.

Assuming that users are acknowledged about the outcome of the transmission at the end of the

frame in which they transmitted, if the packet is correctly decoded the user stays in T state.

Therefore the probability of staying in Thinking state is equal to the probability that a user does

not send any packet plus the probability that a user sends a packet that is correctly received

at the first attempt. On the other hand, if a user is unsuccessful in its first attempt, it switches

to backlogged state. In B state, a user attempts retransmission with probability pr. In case the

retransmission ends up successfully the user comes back to Thinking state at the end of the

frame in which it retransmitted its packet while in case of no retransmission or unsuccessful

retransmission, it stays in B state.

Let us define N f
B as the number of backlogged packets at the end of frame f and M as the

total number of users, so that

Gj
B =

N
(f−1)
B · τ · pr

TF
(3.2)

is the expected channel load in frame f due to retransmissions and

Gf
T =

(M −N (f−1)
B ) · τ · p0

TF
(3.3)

is the expected channel load of frame f due to new transmissions. Finally Gf
IN = Gf

T + Gf
B is

the expected total channel load of frame f .

The aim of the definitions above is to find the equilibrium contour in a plane having as axis

the number of backlogged users and the channel load due to new transmissions. As a matter of

fact, equilibrium contour is defined as the locus of points for which the expected channel load
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due to new transmissions is equal to the expected throughput, so that the communication can be

considered as stable and the total expected channel load Gf
IN is equal frame after frame. The

expected number of new transmissions at the equilibrium can be defined as

GT = GOUT = GIN [1− PLR(GIN)] (3.4)

In stability conditions, also the number of backlogged users remains the same frame after

frame. Therefore

NB = NB(1− pr) +
GIN · TF

τ
PLR(GIN) (3.5)

from which

NB =
GIN · PLR(GIN) · TF

τ · pr
(3.6)

Equations (3.4) and (3.6) describe the equilibrium contour. This contour, together with the

expected channel load due to new transmissions in Equation 3.3 (known as channel load line)

gives a model for the computation of the stability.
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Figure 3.4: Examples of stable and unstable channels
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Consider the examples in Figure 3.4. Each channel load line can intersect the equilibrium

contour in one or more points (i.e. for one or more NB values). These intersections are referred

to as equilibrium points since GOUT = GT holds. The rest of the points of the channel load

line belong to one of two sets: those on the left part of the plane with regard to the equilib-

rium contour represent points for which GOUT > GT , thus situations that yield to decrease of

the backlogged population; those on the right part of the plane with regard to the equilibrium

contour represent points for which GOUT < GT , thus situations that yield to growth of the

backlogged population.

Therefore, an intersection point is defined as a stable equilibrium point with coordinates

(GS
T ,NS

B) if it enters the left part of the plane for increasing NB since for NB < NS
B the result is

that GOUT < GT and for NB > NS
B we find that GOUT > GT so that the equilibrium point acts

as a sink. With the same reasoning, an intersection point is defined as an unstable equilibrium

point with coordinates (GU
T ,NU

B ) if it enters the right part of the plane for increasing NB. In this

case it can be proven that as soon as a statistical fluctuation from the equilibrium point occurs,

the number of backlogged usersNB diverges from (GU
T ,NU

B ). As a matter of fact, as explained in

[44], the model is based on the expected behavior while in reality the obtained values oscillate

around the expected value.

In Figure 3.4(a) an example of stable equilibrium point is given. Being this point the only

one of intersection it is also a globally stable equilibrium point and we consider the related

channel as stable since the communication will keep operating indefinitely around that point.

On the other hand, if the point of equilibrium is not the only one as in Figure 3.4(b) it takes the

name of locally stable equilibrium point. In particular the illustrated example shows two locally

stable equilibrium points: one for a good throughput value, thus called channel operating point

in the sense that is the point in which we want the communication to operate; one for throughput

close to zero called channel saturation point since in that state too many users are in backlogged

state and thus any packet transmission has hard times in being successful. Consider a scenario

in which the communication starts from NB = 0. The communication will keep being around

the operating point as long as statistical fluctuations are small enough to keep NB < NU
B . At a

certain point however, the instability point will be crossed and in small time the saturation point

will be reached. Depending on the communication settings, there is also a certain probability to

exit from the state of saturation and come back around the channel operating point. However,

this probability is generally small and considered negligible. Figure 3.4(c) represents the same

scenario as in Figure 3.4(b) (i.e. the case of unstable channel) but for an infinite number of users.

In this case the channel load due to new transmissions is independent on the actual number of

backlogged users. Nevertheless the same discussion as for the case with finite number of users

is valid and we can assume that the point of saturation is found for NB →∞. Notice that in this
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case the formula for the channel load used so far is no longer valid. However, if Poisson arrivals

with expected value λ in terms of new packets to transmit are considered, the channel load line

can be expressed as

GT =
λ · τ
TF

(3.7)

As a matter of fact, for a finite number of users the number of new transmissions is binomi-

ally distributed, while for a number of users that goes to infinity we can consider the binomial

distribution converging towards the poissonian one. Finally Figure 3.4(d) shows another ex-

ample of globally stable equilibrium point. However, in this case the intersection point occurs

for throughput close to zero. Therefore the point is defined as channel saturation point and the

channel is considered overloaded.

3.3 Packet Delay in stable channels

Assuming a stable channel so that only a globally stable and operating point is present, it is of

interest to know the delay associated to successfully transmitted packets. For a generic packet,

it is possible to do so using the discrete-time Markov chain in Figure 3.3. TF is assumed to

be our discrete time unit. Therefore, the packet delay Dpkt can be calculated as the number of

frames that elapse from the beginning of the frame in which the packet was transmitted for the

first time, till the end of the one in which the packet was correctly received.

Pr{Dpkt = f} =


1− PLR , for f = 1

PLR [pr (1− PLR)]·
·[1− pr + PLR pr]

f−2 , for f > 1

(3.8)

Based on Equation 3.8 the expected packet delay can be written as

Av[Dpkt] =
∞∑
f=1

f · Pr{Dpkt = f} (3.9)

Equation 3.9 can also be rewritten in a form that is more practical for our analysis, by

means of Little’s Theorem. As a matter of fact, in a stable system the average number of users

in B state is equal to the average time spent in backlogged state multiplied by the arrival rate of

new packets GT (that we know to be equal to GOUT at the operational point). Therefore

Av[Dpkt] =
NB · τ

GOUT · TF
(3.10)
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where the presence of TF/τ in the formula has the aim of normalizing the delay to the

frame unit.

3.4 Comparison of Random Access techniques

Before starting the analysis of the results, it is useful to have a more solid comprehension of

the role of three key parameters for the communication: the probability of new transmission p0,

the probability of retransmission pr and the total population M . The first two parameters have

influence on the channel load line while the retransmission probability influences the shape of

the equilibrium contour. In particular, defining a generic line y = m · x + q with x = GT and

y = NB, p0 is inversely proportional to m. Therefore, fixing q, a decrement of p0 determines

a change for the slope of the channel load line that becomes steeper while an increment of p0

has the opposite effect on the slope. M has the same graphical meaning of q. In other words,

fixing p0 (i.e. the line slope) changing M corresponds to changing the point of intersection with

the y-axis since for GT = 0, NB = M . Finally, as shown in Figure 3.5(c), a decrement of the

retransmission probability determines a shift upwards of the equilibrium contour.
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Figure 3.5: Graphical representation of the result for increments and decrements of p0, M and
pr

Figures 3.6 - 3.8 show results for the settings outlined in paragraph 3.1. In the same figures,

also the results for SA and CRDSA are reported, assuming the same settings and a comparable

frame size of 100 slots, since TF
τ

= 100. Notice that the aim of this section is to give a qualitative

analysis rather than precise numerical results. In fact, the obtained results are based on the

Shannon Bound while in practical implementations a real code must be considered. Therefore

a quantitative analysis would be of unnoticeable importance. On the other hand a qualitative
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analysis is still of big value since it can prove the general validity of the technique and highlight

pros and cons with regard to the state of the art.
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Figure 3.6: Equilibrium contour for pure ALOHA and CRA when no FEC is used

Figure 3.6 shows that even when no FEC is used, CRA can reach higher values of through-

put than Pure Aloha, if the communication is designed properly so that the channel is stable.

However, throughput results are far from those obtained for CRDSA. In addition, having a sta-

ble channel in CRA assumes that the total number of users participating is small enough so that

only one point of intersection is present. For example, in the case of CRA with Λ(x) = x3, if we

want an expected throughput close to the peak (i.e. T ' 0.3) the total number of users must not

be bigger than M ' 60; on the other hand we can see that for Pure Aloha, almost 400 users can

take part in the communication still ensuring a channel operating point around the throughput

peak. If the design constraints require the use of CRA together with a bigger number of users,

we know from Figure 3.5(c) that it is possible to decrease the retransmission probability for

backlogged users pr. Nevertheless the stability comes at the cost of increased packet delay. This

can be qualitatively understood considering that decreasing pr, the peak throughput remains

the same while the corresponding number of backlogged users NB increases. Therefore from

Little’s theorem an increase in the average packet delay is expected. Finally, it can be seen that

without the use of FEC the results of Aloha and CRA are worse than those for SA and CRDSA.

As a matter of fact the results for synchronous techniques give place to equilibrium contour

with identical shapes but bigger in value of throughput as well as in width of the curve below
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the peak.
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Figure 3.7: Equilibrium contour for ALOHA and CRA with associated FEC with RC = 1/2
and SNR = 2 dB

Similar considerations can be done in Figure 3.7 for the case in which FEC is used and

the SNR is quite low (2 dB). In fact, concerning asynchronous techniques the same reasoning

as for the previous case applies. Moreover, concerning the comparison with synchronous tech-

niques, we can see that SA and CRDSA still outperform asynchronous techniques even though

the performance of the two gets closer.

Finally for high SNR (10 dB) as in Figure 3.8, asynchronous techniques outperform syn-

chronous ones. In particular, it can be noticed that while for CRDSA the burst degree distri-

bution Λ(x) = x3 is always better than Λ(x) = x2, in CRA when the SNR is high enough

Λ(x) = x2 appears to be the best solution. However also in this case Pure Aloha still allows the

participation in a stable communication of a higher number of users M with regard to CRA.

3.5 Conclusions

In this chapter a qualitative analysis of the stability in asynchronous RA schemes has been pre-

sented. In particular, stability results for CRA have been shown using a model based on the

equilibrium contour. The obtained results have also been compared to Pure Aloha and CRDSA,



3.5 Conclusions 61

0 0.2 0.4 0.6 0.8 1
0

50

100

150

200

250

300

350

400

G
T

N
B

 

 

ALOHA Λ(x)=x

CRA Λ(x)=x2

CRA Λ(x)=x3

SA Λ(x)=x

CRDSA Λ(x)=x2

CRDSA Λ(x)=x3
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showing that under the constraint of channel stability, despite the obtained throughput boost

CRA supports a smaller number of users than pure ALOHA and does not appear convenient in

low SNR scenarios with respect to synchronous access schemes. As a matter of fact, designing

CRA to support a bigger number of users requires a decrement of the retransmission proba-

bility that yields to an increase on the average packet delay. Therefore further studies could

investigate if this increment of packet delay would still allow asynchronous access schemes to

be more efficient than Pure Aloha or not from a packet delay perspective. We want to remark

that obtained results for CRA represent an upper bound, since the Shannon Bound has been

considered as decoding threshold for received bursts. This is the reason why in this work the

analysis has been accomplished in a qualitative and graphical manner rather than comparing

the various techniques and burst degree distributions with numerical strictness. A very recent

work proposed in [84] and called Enhanced Contention Resolution Aloha (ECRA) shows the

possibility to outperform CRA in terms of throughput and Packet Error Rate and sets the more

realistic Random Coding Bound as decoding threshold. While those results still do not consti-

tute a practical case using a real code, they constitute an interesting step forward towards the

case of a real scenario. The presented analysis can be as well extended to this recent evolution

and future works should consider these latest findings rather than CRA.





Chapter 4

Sliding Window Contention Resolution
Diversity Slotted Aloha

In the previous chapters it has been shown that CRDSA and its burst degree variations are valid

candidate for RA in multiaccess satellite channels. However all these techniques group slots in

frames, implying that each user has to wait the beginning of the next frame to start sending its

packets. This introduces an undesirable component of delay that is not present in the simplest

form of SA and DSA, in which a packet (or the first copy of a packet) is typically sent in the

next slot as soon as it is ready for transmission. Also the throughput performance is limited

by frames, because users transmitting in the same frame share the same set of eligible slots to

place their copies and this increases in a way the probability of unsolvable collisions. Therefore

the idea for this new technique arises from the need of an unframed Contention Resolution

Diversity Slotted ALOHA technique capable of achieving better throughput and packet delivery

delay than in the framed case.

The chapter is organized as follows. In paragraph 4.1 the proposed RA scheme is presented.

In paragraph 4.2 the advantages of the proposed technique are illustrated with respect to the

throughput and the packet delay. Paragraph 4.3 motivates the degree distribution choices for

the case of irregular repetitions. Paragraph 4.4 deals with the adopted simulation approach. In

Paragraph 4.5 numerical results are compared in order to show performance improvements and

to highlight the importance of proper selection for the key parameters of the access scheme. In

paragraph 4.6 the concept of normalized efficiency is introduced together with the formulas used

for its computation and simulation results are presented. Paragraph 4.7 concludes the chapter.

4.1 Proposed random access scheme

Consider a scenario in which a certain number of terminals communicate to a remote gateway

via satellite using Single Carrier - Time Division Multiple Access (SC-TDMA) and have no



64 4 Sliding Window Contention Resolution Diversity Slotted Aloha

immediate knowledge either about the outcome of their transmission or about the status of the

other terminals (transmitting or not). The proposed RA technique works in the following way: as

soon as a user has a packet available for transmission, the first copy is sent in the next available

slot while the other d − 1 copies for the same packet are placed in the next Nsw − 1 slots with

equally distributed probability. Nsw represents the number of successive slots (comprehensive

of the one with the first copy) in which a certain user can place its packet replicas and in this

sense it can be considered as counterpart of the frame. We refer to this set ofNsw slots as Sliding

Window, to underline that time after time, depending on their arrival, the set of slots considered

by users to place the copies of their packets is gradually sliding. Therefore, only packets ready

to be transmitted within the same slot interval have the same set, while those having an arrival

difference of dTij/Tse slots (Tij indicates the time difference between packet i and packet j )

will share just Nsw − dTij/Tse slots. At the receiver side, an IC iterative process similar to the

one for the classic CRDSA technique is started at the end of each slot or, in a more general case,

with a period that is multiple of Ts.
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SW-CRDSA 

NS 

NSW1 

NSW2 

Packet 1 Packet 2 Packet 3 

NSW3 

3 3 
2 2 
1 1 

t 

NS 

3 3 
2 

1 1 

t 
2 

Figure 4.1: Example of access to the channel for FB-CRDSA and SW-CRDSA
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4.2 Advantages of the proposed scheme

4.2.1 Throughput

Figure 4.1 illustrates the difference between the technique that groups slots in frames, i.e.

Frame-Based CRDSA (FB-CRDSA), and the one using a Sliding Window, from now on in-

dicated as Sliding-Window CRDSA (SW-CRDSA). In FB-CRDSA, packets ready to be trans-

mitted would tipically wait until the beginning of the next frame to start sending their copies

(the waiting interval is indicated with a dotted arrow). This implies that packets ready to be

transmitted within the same frame, randomly choose the slots to place their replicas from an

identical set of slots (i.e. the slots of the frame) and a so called stopping set is created with a

certain probability. A stopping set [85] can be defined as a set of packets such that a certain

set of slots contains all the copies of those packets and each slot contains at least two copies of

different packets belonging to the stopping set.

On the contrary, as already described in the previous section and differently from FB-CRDSA,

in the case of SW-CRDSA users consider the set of the next Nsw slots immediately after packet

generation as set to put their packet’s copies. Therefore each of them has a different slots’ set to

put the copies of their packets, unless more than one packet was ready for transmission within

the same slot interval. The result is that the probability to form a stopping set in SW-CRDSA de-

pends also on the moment in which packets are ready for transmission; thus a lower probability

to have a stopping set involving a certain set of users is generally found up to moderate channel

loads. In fact, if the equivalent graph representation given in [26] is considered, the resulting

graph for SW-CRDSA has infinite size and a more tree-like structure than the corresponding

graph for FB-CRDSA, demonstrating that the probability of unsolvable collisions is smaller if

the same settings (e.g. number of copies per packet) and Nsw = Ns are assumed.

NSW1=NSW2 
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t 

USER 2 
USER 3 
USER 4 

USER 1 

idle 
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Figure 4.2: Example of SW-CRDSA with irregular repetitions

Consider Figure 4.2, representing an example with irregular number of replicas. If perfect

channel estimation and interference cancellation are assumed, each slot can be in one of three
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states:

• no copies have been transmitted in a given slot, thus the slot is idle;

• only 1 copy has been transmitted in a given slot, thus the packet did not in-

terefere and is correctly decoded;

• more than 1 copy has been transmitted in a given slot, thus interfering and

resulting in loss of all the copy in that slot.

User 1’s packet copies are all interfering as well as User 2’s and User 3’s packet copies,

but User 4 has a copy that did not collide. Therefore the content of the packet from User 3 can

be restored thanks to IC of User 4’s copies and in a waterfall manner also User 2’s and User 1’s

packets will be restored. Notice that the IC process can be done only if all the slots containing

the interfered copies are still memorized at the receiver. Thus, the receiver needs to memorize

more than Nsw slots so that restorable packet’s copies are not lost. While adding a cost due

to the need to keep in memory more packets at the receiver, this results in a better throughput

performance as it will be shown in the next paragraphs.

4.2.2 Packet Delivery Delay

In SW-CRDSA, the usage of a different Channel Access Algorithm allows users to send their

packets without waiting for the beginning of the next frame, whereas in the FB-CRDSA case

each user has to wait a time between 0 and TF (i.e. the frame time duration) to start transmitting.

Moreover, there is another delay component comprised between Ts and TF , that depends on the

placement of the packet copies over the frame, on the probability of recovering them at each

IC process and on the frequency in the employment of the IC process (e.g. at the end of each

frame or at the end of each slot). These two components together with the propagation delay Tp
represent the total packet delivery delay. In summary, the range for the packet delay Dpkt in the

FB-CRDSA case is

Tp + Ts < Dpkt ≤ Tp + 2 TF (4.1)

In the proposed technique instead, the time delay varies from Tp + Ts to Tp + Trx, where

Trx is the number of slots memorized at the receiver (i.e. Nrx) times the slot duration Ts. Even

though this range is wider, it will be shown by means of simulations that the average delay in

the SW-CRDSA case is always smaller than the one for FB-CRDSA, if Ns = Nsw is assumed.
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4.3 Remarks on Irregular Repetitions for SW-CRDSA

In FB-CRDSA, the use of irregular repetitions (IRSA) can yield to even better throughput results

than using regular repetitions [26]. Therefore, we want to extend the concept of IRSA also to

the case of SW-CRDSA in order to demonstrate that SW-CRDSA overcomes FB-CRDSA both

in delay and in throughput performance also when using irregular burst repetitions. Considering

a certain maximum number of copies per packet, the choice has been to use the same repetition

distributions given in [26]:

• Λ(x) = 0.5102 x2 + 0.4898 x4 for maximum number of copies per packet

equal to 4;

• Λ(x) = 0.5 x2 + 0.28 x3 + 0.22 x8 for maximum number of copies per

packet equal to 8;

where each term Λdx
d of the polynomial indicates that the probability of having d burst replicas

(namely burst degree) for a certain packet is Λd.

The motivation driving to this choice is the intention to use the results obtained in [26] for

optimized burst repetitions, in order to have a comparison between SW-CRDSA and the best

FB-CRDSA case for a given maximum number of copies per packet. Moreover, it is expected

that the repetition optimization brought in [26] for an infinite frame size is still valid for SW-

CRDSA on a first approximation. In fact, in the asymptotic case of SW-CRDSA (Nsw =∞) we

can assume the entire history of the transmission equal to a frame of infinite size (Ns =∞), that

is also the asymptotic case for FB-CRDSA. Assuming that these distribution optimizations cal-

culated for FB-CRDSA with an asymptotic setting remain valid also for a finite sliding window

size (as done in [26] for a finite frame size), the only thing that needs to be demonstrated is that

the distribution of packet’s copies over the slots in FB-CRDSA and SW-CRDSA is identical. In

both cases, the polynomial representation of the degree distribution from the perspective of the

slots is

Ψ(x) =
∑
d

Ψdx
d (4.2)

Ψd = lim
M→∞

(
M

d

)(
Ψ′(1)

M

)l(
1− Ψ′(1)

M

)M−d
(4.3)

where Ψ′(1)
M

= PUinS is the probability that a generic user puts a copy in a given slot.

Therefore it remains to demonstrate that PUinS is equal for the two cases (i.e. P FR
UinS = P SW

UinS) .

Defining:
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• PN
i = 1

N−i+1
probability of putting the ith replica in a given slot over N

possible slots (the ith replica can be put only in those slots not yet occupied

by copies of the same packet);

• PN
NOT (j) = N−1

N
N−2
N−1
· · · N−j

N−j+1
= N−j

N
probability that none of j replicas has

been put in a given slot over N possible slots;

• PN
first = Nsw−1

N
probability that the first replica in the case of SW-CRDSA has

been put no more than Nsw − 1 slots before, so that one of the other copies

can be put in the considered slot with a certain probability greater than zero

(i.e. the considered slot belongs to the sliding window of that packet).

The probability that a generic user sends a burst copy within a given slot in the FB-CRDSA

case is

P FR
UinS = PNs

1 + PNs
NOT1P

Ns
2 + PNs

NOT (l−1)P
Ns
l =

l

Ns

(4.4)

while in the SW-CRDSA case

P SW
UinS = PNs

1 + PNs
first(P

Nsw−1
NOT1 P

Nsw−1
2 + PNsw−1

NOT (l−1)P
Nsw−1
l ) =

l

Ns

(4.5)

Therefore P FR
UinS = P SW

UinS that demonstrates the validity of the assumption.

4.4 Simulation Approach

In order to compare FB-CRDSA and SW-CRDSA, numerical simulations have been performed.

All the simulations regard only the MAC layer. Moreover perfect channel estimation and in-

terference cancellation have been assumed, so that bursts are either colliding or correctly re-

ceived. This means that capture effects1 and sources of disturbance such as noise have not been

considered (SNR = ∞). Differently from usual simulations for FB-CRDSA, we do not sup-

pose a fixed channel load on each frame but Poisson Arrivals with a given mean arrival rate λ

(mean number of packet arrivals per slot interval). In fact, to achieve comparable results for FB-

CRDSA and SW-CRDSA, the same assumptions on packet arrivals have to be made. Since in

1Capture effects may lead to better results especially in scenarios where power unbalance among different users
is present. In fact, in this case a packet might be decodable even though it belongs to a stopping set.
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the case of SW-CRDSA it is not possible to fragment the entire history of the transmission into

smaller independent parts (frames), a theoretically infinite time has to be considered together

with a realistic packet arrivals distribution. For this reason, we assume an infinite population

generating packets according to a Poisson distribution with a given mean λ, that is the com-

monly used model for RA communications when packet arrivals are independent from each

other and can be generated at any time with equal probability. Therefore, the number of users

on each frame for FB-CRDSA will vary according to the abovementioned Poisson distribution.

Concerning simulation settings, we consider a satellite communication system with GEO

bent-pipe satellites with Ts = 1 ms assumed as time unit and propagation time from the source

to the gateway Tp = 250 ms. Moreover, the receiver starts an IC process at the end of each

slot both in the case of FB-CRDSA and in the case of SW-CRDSA, and waiting intervals for

the beginning of the next slot are assumed to be negligible. Concerning the maximum number

of iterations for the IC iterative process, we have assumed Imax = 50, a value big enough in

order to make sure that the results are independent on the number of iterations of the IC process,

since this is not the aim of this work. Finally, the simulations have been performed for an open

loop communication scenario. Thus neither congestion control nor retransmissions have been

considered.

4.5 Numerical Results

4.5.1 Memory Size at the Receiver

The first thing to highlight is the importance of having a memorization of more than Nsw slots

at the receiver. Consider Figure 4.3, showing the throughput in the case of regular burst degree

distribution with two replicas per packet. For a memorization of slots at the receiver of the same

size of the SW-CRDSA, the resulting throughput is worse than in FB-CRDSA. However, the

performance with SW-CRDSA already overtakes the one in the framed case for Nrx = 2Nsw

and the throughput increases even more for bigger Nrx values. This happens up to a point (in

this case 5 ·Nsw) in which there is no more improvement for the throughput even though bigger

Nrx values are assumed. This depends on the fact that the possibility of restoring packets is no

longer dependent on the size of the receiver. In other words, even though an infinite number

of slots is memorized at the receiver, those packets would not be decoded because the problem

concerns the presence of stopping sets and is not related to the receiver size.
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Figure 4.3: Simulation results for the throughput in case of 2 copies per packet with Ns =
Nsw = 100 slots

4.5.2 Size of the Sliding Window

Also the choice of the number of slots for Ns and Nsw influences the resulting throughput,

although with different dependences. Figure 4.4 shows that increasing the frame and sliding

window size, FB-CRDSA’s throughput is more influenced than SW-CRDSA’s one. Moreover

Figure 4.5 shows that while in the FB-CRDSA case the average packet delay has higher de-

pendence on the frame size, the delay in case of SW-CRDSA is remarkably influenced by the

value of Nsw only for moderate to high arrival rates, but it is still less influenced compared to

FB-CRDSA.

4.5.3 Packet Delay Distribution

Another important aspect in the comparison of FB-CRDSA and SW-CRDSA is the distribution

of packet delay occurrencies. Figure 4.6 shows an example of packet delay occurrences nor-

malized over the number of correctly received packets for SW-CRDSA and FB-CRDSA as well

as its cumulative distribution, in order to verify the probability that a certain delay threshold is

exceeded or not. The distribution of received packets for SW-CRDSA can be divided in three

sets:
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slots for the SW-CRDSA case
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Figure 4.5: Simulation results for the delay in case of 2 copies per packet with Nrx = 500 slots
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• Tp +Ts (the most occurring value) represents the lowest achievable delay, i.e.

the case in which the first replica is immediately decoded because it is alone

in the slot or together with copies belonging to already decoded packets;

• values of delay between Tp + 2 · Ts and Tp + Ts ·Nsw have more or less equal

occurrence distribution, reflecting the fact that in this interval packet content

is restored with more or less equally distributed probability among slots;

• values greater than Tp+Ts ·Nsw present an exponential-like distribution high-

lighting that the number of occurrencies quickly decreases after this value.

Regarding FB-CRDSA, as expected the packet delay is distributed between Tp+Ts and Tp+ 2 ·
(Ts·Ns). In particular, the distribution is almost symmetric, it has its maximum at 350ms (that is

Tp+Ts ·Ns) and an occurrence ratio that linearly decreases when considering values away from

the maximum in both directions. Consider now the cumulative probability distribution in the

small window. Given a certain timeout Tto for the packet delay, SW-CRDSA gets much better

results than FB-CRDSA in terms of ratio of received packets with delay ≤ Tto, up to timeout

values close to Tp + 2 · Ts · Ns. However, it is necessary to verify that the better throughput

performance of SW-CRDSA is not invalidated, considering the dependency shown in 4.5.1.
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4.5.4 Overall Results

Finally, in this section the throughput and average packet delay performance of FB-CRDSA

and SW-CRDSA for various regular and irregular burst repetition distributions are compared.

Figure 4.7 shows throughput curves for different cases. As it can be seen, SW-CRDSA outper-

forms FB-CRDSA. In particular, while for SW-CRDSA a modest 2% gain is obtained, for the

other burst degree distributions a 13% gain is achieved. Moreover the peak throughput is shifted

to bigger values of mean arrival rate, showing that SW-CRDSA operates at its optimal point in

bigger traffic conditions than FB-CRDSA. Also the region in which the throughput is almost

linear, corresponding to successful decoding of almost all packets sent, is extended to bigger

mean arrival rates. The only part in which it would be convenient to use FB-CRDSA instead of

SW-CRDSA is for very high mean arrival rates. However this is a zone of congestion in which

it is not desirable to have the channel falling into because of the low throughput. Figure 4.8

shows the average packet delay performance for the same cases considered in Figure 4.7. As

we can see, SW-CRDSA gets always much smaller delay than FB-CRDSA. In particular, the

average packet delay for SW-CRDSA is at least 100 ms less than the corresponding value for

FB-CRDSA, up λ = 0.8. Moreover it can be seen that the use of 2 replicas per packet is the best

burst degree choice when λ > 0.7. On the contrary, for smaller values a bigger mean number

of copies pays off in terms of diminished average packet delay both in the FB-CRDSA and

SW-CRDSA case.

4.6 Average power limitations

The results presented so far in this chapter assume the same peak transmission power for all

schemes and burst degree repetitions. As already pointed out in [15] and [26], this assumption

is correct for many applications in which the only limit resides on the peak power available and

the main interest regards the effect of the interference due to multiple access. However there

are cases in which a limit on the average power is present. For example, in satellite systems the

average power available at the transponder represents a fundamental limitation for transmission

in the downlink path (i.e. from the satellite to the earth receiver). For this reason, it is of interest

to analyze the throughput of this new medium access scheme assuming the same average signal

power received at the earth station.

4.6.1 Normalized efficiency computation

Let us define the normalized efficiency η similarly to [15], as the ratio of the capacity Ci (with

i indicating the considered Random Access Scheme) to the Gaussian capacity Cref (i.e. the
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capacity of the satellite channel under the assumption that the transponder transmits continu-

ously):

η =
Ci
Cref

(4.6)

The Gaussian channel capacity Cref is expressed as

Cref = W · log

(
1 +

Pagg
N

)
(4.7)

where W is the channel bandwidth, Pagg is the average aggregate signal power at the

receiver and N is the noise power. Moreover, from [26] the capacity of the considered RA

scheme can be evaluated as

Ci = W ·GOUT−i(GIN) · log

(
1 +

Pagg
N ·Di

)
(4.8)

whereGIN is the normalized MAC channel load,GOUT−i(GIN) the related throughput and

Di is the ratio between the average transmitted power and the power used for the transmission

of a packet copy. Therefore in SA DSA = GIN , in CRDSA with a regular number d of replicas

DCRDSA = (d·GIN) and in the more general case of irregular repetitionsDIRSA = (Λ′(1)·GIN)

where Λ′(1) is the average burst degree as defined in [26].

4.6.2 Simulation Results

Based on the definition of normalized efficiency given in 4.6.1, simulation results in terms of

normalized efficiency depending on the normalized MAC channel load (i.e. logical channel

load regardless of the actual physical number of bursts per packet content) are now shown

for various SNR values and under the constraint of equal average power at the receiver. The

following simulations have been obtained through implementation in a numerical computing

environment, assuming for each point of the resulting curve that the total arrivals of packets to

be transmitted are Poisson distributed with aggregate channel load value per each point equal to

the mean value of the corresponding Poisson distribution. As already outlined, a typical scenario

where these simulations could be applied is the case of a certain number of terminals that send

bursty and infrequent data to a remote gateway via satellite using SC-TDMA.

Figures 4.9 - 4.12 show that the obtained results are highly dependent on the utilized burst

degree distribution as well as on the SNR. While from a general point of view we can im-

mediately state the convenience in using SW-CRDSA instead of FB-CRDSA, a more in-depth
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Figure 4.9: Normalized Efficiency for SA and various Frame Based and Sliding Window packet
replicas distributions with Ns = Nsw = 200 slots, Imax = 50 and SNR = 0 dB

analysis on the best burst degree distribution needs a discussion of the presented figures.

Figure 4.9 shows that for SNR = 0 dB, FB-CRDSA with 2 replicas gets worse results

than SA and only equals it in terms of normalized efficiency for GIN = 0.55. SW-CRDSA with

2 replicas instead, outperforms SA both in terms of normalized efficiency in the range between

GIN = [0.45, 0.6] and in terms of normalized efficiency peak. The nice thing about SW-CRDSA

outperforming SA precisely in this range comes from the fact that this is the region around the

throughput peak, i.e. the area in which we want our communication system using CRDSA as

Random Access method to operate from a throughput maximization perspective. The use of

other burst degree distributions than Λ(x) = x2 yields to bad results over the entire range of

load values, compared to SA. For SNR = 6 dB, the convenience of using CRDSA(x2) becomes

more and more evident while also the choice of a greater number of replicas is found to be a

better choice with respect to SA if the operating point is around the throughput peak. However,

at SNR = 6 dB the use of more than 2 replicas per packet still does not appear to be the best

choice with respect to CRDSA(x2). Finally for SNR = 12 dB using SW-CRDSA(x3) becomes

the best choice while from SNR = 18 dB SW-IRSA with maximum burst degree equal to 8

begins to outperform the normalized efficiency of CRDSA with regular burst distribution.
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4.7 Conclusions

In this chapter a new channel access scheme for Contention Resolution Diversity SA techniques

has been introduced. This novelty shows a throughput performance up to 13% greater than the

one using frames; moreover, with this new access scheme, the throughput curve has a wider

linear region and also the throughput peak is shifted to greater values of mean arrival rate. Also

the average packet delay is greatly reduced, rendering this scheme attractive for delay critical

applications especially in cases in which retransmission is not convenient or even impossible

because of propagation delay issues as in satellite communications. The presented scheme can

also be extended to the more general case in which also the first replica is distributed with

equal probability over the sliding window set. However it is believed that this choice would not

really improve the throughput while the delay performance would get worse due to additional

time before the first replica is sent. This comes from the consideration that, up to moderate

channel loads, simultaneous transmissions of the first copy of a packet are not really probable.

In the second part of the chapter an analysis in terms of normalized efficiency for the Sliding

Window - CRDSA technique has been presented. The need for such an analysis finds its reason

in the use of Contention Resolution Diversity Slotted Aloha as Random Access communication

technique for transmission in scenarios with limits on the average power (e.g. transponder’s
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energy limitations in satellite communications). For this reason, a comparison that takes into

account fairness in the use of available energy (in this case at the relay) is needed. Found results

clearly show that the use of an unframed access to the channel is more convenient than a division

of the channel in frames since Sliding Window - CRDSA outperforms Frame Based - CRDSA

regardless of the actual burst degree distribution chosen. Moreover while with Frame Based

techniques SNR greater than 6 dB is needed in order to get better results than SA in terms

of normalized efficiency, with the use of Sliding Window - CRDSA better results around the

throughput peak are already found for SNR = 0 dB. The obtained results find application in

open loop scenarios as well as in the case of retransmission of unresolvable packets, under the

assumption that the channel is globally stable.





Chapter 5

Conclusions

In this thesis, Advanced Random Access techniques for Satellite Communications have been

studied. In the last years, new advances in multi-access communication protocols together with

the increasing need for bidirectional communications in consumer type of interactive satellite

terminals have revived the interest for a set of schemes able to guarantee high-speed and low

latency communication in bursty traffic conditions. In this work, starting from the latest findings

on Aloha-based Random Access schemes, the optimization of such techniques and their use in

closed-loop scenarios have been investigated with particular regard to the Return Channel over

Satellite of Digital Video Broadcasting.

The thesis starts in chapter 1 with a summary on the state of the art of Demand Assigne-

ment and Random Access techniques as well as on the recent evolution from the first to the

second version of the Return Channel over Satellite of Digital Video Broadcasting specifica-

tion. In chapter 2 a stability and packet delay model for channel analysis and design have been

presented showing that proper design through this tools can ensure high performance of this

new access scheme. The use of control limit policies has also been introduced and their use has

been thoroughly discussed both for finite and infinite users population showing that, differently

from Slotted Aloha, in some cases static design over dynamic policies has to be preferable espe-

cially if long propagation delay is present. In chapter 3 the same models and tools introduced for

CRDSA are extended to the case of asynchronous Random Access schemes and a comparison

of the two families of schemes is put in place demonstrating that asynchronous techniques are

convenient only when the signal-to-noise ratio is high enough to ensure decodability of partially

colliding packets. However, similarly to the synchronous case, also asynchronous schemes can

ensure a stable channel for a smaller number of users than pure Aloha protocol. In chapter 4 a

new access scheme currently patent pending is presented. In this scheme terminals access the

channel in an unframed manner. It has been shown that such a change brings improvements

that further diminish latency due to immediate transmission of the first replica and further boost
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throughput because the number of loops on the corresponding bipartite graph representation is

mitigated.

In light of the improvements presented throughout this work, the need for a new discussion

of resource allocation in multi-access satellite communication scenarios such as DVB-RCS2

arises. It is believed that in the next future Return Channel Satellite Terminals and Nework

Control Centers will use mechanisms to jointly use Demand Assignement and Random Access

techniques in a smarter manner. This will provide differentiated services for a range of ap-

plications with different Quality of Service requirements (e.g. delay-constrained versus delay-

tolerant traffic sources) while reaching higher throughput. As a matter of fact, applications with

small traffic and strict latency requirements may enjoy low propagation delay of Random Ac-

cess while heavy-traffic applications can exploit the high spectral efficiency of Demand Assign-

ment.

The doctorate research conducted in this three years has been financed by the Sardinian

Regional Government through the program ”P.O.R. Sardegna F.S.E. 2007-2013 - Axis IV Hu-

man Resources, Objective l.3, Line of Activity l.3.1.” and it has been mainly conducted at the

University of Cagliari except for a period of six months spent at the German Aerospace Center

(Deutsche Zentrum für Luft- und Raumfahrt) in Oberpfaffenhofen.



Appendix A

Acronyms

DAMA Demand Assignment Multiple Access
GEO Geostationary Earth Orbit
DVB Digital Video Broadcasting
RA Random Access
SA Slotted Aloha
DSA Diversity Slotted Aloha
IC Interference Cancellation
CDMA Code Division Multiple Access
CRDSA Contention Resolution Diversity Slotted Aloha
IRSA Irregular Repetition Slotted Aloha
MAC Medium Access Control
RCS Return Channel over Satellite
DVB-RCS Digital Video Broadcasting - Return Channel over Satellite
DVB-RCS2 Digital Video Broadcasting - Return Channel over Satellite version 2
NCC Network Control Center
RCST Return Channel Satellite Terminals
VSAT Very Small Aperture Terminals
IPoS Internet Protocol over Satellite
S-DOCSIS Data over Cable Service Interface Specification over Satellites
RSM-A Regenerative Satellite Mesh
DSP Digital Signal Processors
FEC Forward Error Correction
IP Internet Protocol
LL Lower Layer
HL Higher Layer
RTT Round Trip Time
TDMA Time Division Multiple Access
CRA Constant Rate Allocation
SLA Service Level Agreement
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RBDC Rate Based Dynamic Capacity
VBDC Volume Based Dynamic Capacity
AVBDC Absolute VBDC
FCA Free Capacity Allocation
CSMA Carrier Sense Multiple Access
SREJ-Aloha Selective Reject Aloha
LDPC Low Density Parity Check
R-Aloha Reservation Aloha
TDM Time Division Multiplexed
LAN Local Area Network
MF-TDMA Multi-Frequency Time Division Multiple Access
BoD Bandwidth on Demand
CR Capacity Request
FET First Exit Time
ICP Input Control Procedure
RCP Retransmission Control Procedure
CRA Contention Resolution Aloha
ECRA Enhanced Contention Resolution Aloha
SC-TDMA Single Carrier - Time Division Multiple Access
FB-CRDSA Frame Based - CRDSA
SW-CRDSA Sliding Window - CRDSA



Appendix B

Notation

GIN Normalized logical channel load
GOUT Throughput (i.e. part of logical channel load correctly decoded)
M Population size
Ns Number of slots in a frame
Ts Slot time interval
p0 New packet generation probability over a frame interval
Imax Maximum number of iteration for the IC process
T Thinking state
B Backlogged state
pr Packet retransmission probability over a frame interval
f Frame number
NB Number of backlogged users
GB Logical channel load due to users in B state
GT Logical channel load due to users in T state
PLR Packet Loss Ratio
d Burst degree (i.e. number of copies per packet)
λ Mean of the Poisson process
(GG

T , N
G
B ) Globally stable equilibrium point

(GS
T , N

S
B) Locally stable equilibrium point

(GU
T , N

U
B ) Unstable equilibrium point

t Number of transmitting users in T state
b Number of transmitting users in B state
Dpkt Packet delay
P Transition matrix
pij Transition probability from j to i backlogged users
Q Success probability matrix
s Number of packets correctly received
q(s|t+ b) Probability that s packets are correctly received if t+ b are transmitted
Bi Probability of being in state i
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Nabs
B Absorbing state

N̂B Critical threshold for control limit policies
pc Retransmission probability in critical state
t0 Frame start
TF Frame duration
τ Burst duration
R Channel rate
Cref Gaussian capacity
RC Coding rate
M Modulation Index
Ntx Number of transmitting packets in a certain frame
Λ(x) Burst degree distribution
Λd Probability of burst degree d
SNR Signal to noise ratio
SNIR Signal to noise plus interference ratio
SNIRdec SNIR decodability threshold
x Interference degree
Nsw Sliding window size
Tij Packet arrival difference between packet i and j
Tp Propagation delay
Trx Memory time at the receiver
Nrx Number of slots memorized at the receiver
Ψ(x) Slot degree distribution
Ψd Probability of slot degree d
PUinS Probability that a generic user puts a copy in a given slot
PN
i Probability of putting the ith replica in a given slot over N possible
PN
NOT (j) Probability that none of j copies has been put in a given slot over N possible
PN
first Probability that the first SW-CRDSA copy has been put no more thanNsw−1

slots before
Tto Packet timeout a the receiver
η Normalized efficiency
Ci Capacity of Random Access scheme i
W Channel Bandwidth
Pagg Aggregate signal power
N Noise power
Di Average-to-copy power ratio
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