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Abstract
In this paper we propose a new approach to the numerical solu-

tion of the mixed Dirichlet-Neumann boundary value problem for the
Laplace equation in planar domains with piecewise smooth boundaries.
We consider a perturbed BIE system associated to the problem and
present a Nyström method for its numerical solution. As Mellin type
integral operators are involved, we need to modify the method close
to the corners in order to prove its stability and convergence. Some
numerical tests are also given to show the efficiency of the method here
described.
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1 Introduction

Let us consider the mixed Dirichlet-Neumann boundary value problem for
the Laplace equation

∆u(P ) = 0, P ∈ Ω
u(P ) = fD(P ), P ∈ ΣD

∂u(P )

∂nP
= fN (P ), P ∈ ΣN

(1)

where Ω is a simply connected bounded region in the plane with a piecewise
smooth boundary Σ = ΣD ∪ΣN , fD and fN are given functions on ΣD and
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ΣN , respectively, and nP is the inner normal vector to ΣN at P . Let P0 and
P1 be the two interface points of Σ, i.e. {P0, P1} = ΣD ∩ ΣN , and assume
that P0 is the unique corner point of the boundary. Let us remark that the
extension to boundary curves with more than one corner is straightforward.

In order to obtain a boundary integral equation (BIE) reformulation of
the problem (1), we represent the solution u as the single layer potential

u(A) =

∫
Σ

log |A−Q|Ψ(Q) dΣQ, A ∈ Ω (2)

where |A − Q| is the Euclidean distance between A and Q, dΣQ is the arc
length element and Ψ denotes the unknown single layer density function.
Employing the Dirichlet and Neumann boundary conditions and taking into
account the well known jump condition for the normal derivative of the single
layer potential at the boundary, we get the following system of boundary
integral equations

∫
Σ

log |P −Q|Ψ(Q) dΣQ = fD(P ), P ∈ ΣD

πΨ(P ) +

∫
Σ

∂

∂nP
log |P −Q|Ψ(Q) dΣQ = fN (P ), P ∈ ΣN

(3)

whose unknown is the density function Ψ on the boundary Σ. Once we solve
this system, the solution u of problem (1) can be determined by using (2).

Let us observe that system (3) consists of an integral equation of the
second kind and an other one of the first kind. Moreover, it is well known
(see [3, 7, 16] and the references therein) that, in the case of domains with
piecewise smooth boundaries, even for smooth boundary data fD and fN ,
the single layer density function Ψ could be singular around the corner.
Furthermore, the integral operator involved in the second equation is not
compact due to the kernel having a fixed singularity at the corner point.
All these features of the problem (3) make its numerical treatment rather
delicate.

In [7, 16] collocation methods are introduced to solve (3) on non-smooth
boundaries. More precisely, in [7] the BIE system is solved by a collocation
method using trigonometric cosine functions as approximants. Furthermore,
a mesh grading transformation is introduced in order to smooth the singu-
larities of the exact solution and, consequently, to reach fast convergence
of the collocation solution. Also in [16] the Author introduces a smoothing
transformation and then approximates the smooth transformed solution by
Chebyshev polynomial expansions using the zeros of Chebyshev polynomials
as collocation nodes. In these papers a complete solvability and stability
analysis of the transformed integral equations is carried out in L2 spaces
by using localization and Mellin techniques. Moreover, in both cases, the
stability of the collocation method is proved by allowing the possibility of
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a slight modification near the corners based on a suitable truncation of the
approximate solution and an error estimate is provided.

Here, for the numerical approximation of the solution Ψ of (3), we pro-
pose a Nyström type method for which we establish stability and convergence
results in spaces of continuous functions equipped with the uniform norm.
To our knowledge, such approach has never been adopted before for the nu-
merical solution of the BIE system (3) arising from the mixed problem (1).
To our aim, first, we convert (3) into a new system of integral equations
on the interval [0, 1] whose unknown is smoother than the original solution,
by using a proper smoothing change of variable combined with a parametri-
zation of the boundary.
Then, we introduce a small perturbation term in the first equation of the
latter system. This leads us to solve a new system of two integral equations
of the second kind for which we are able to carry out the study of the solvabi-
lity in the above function spaces. Note that, under suitable assumptions, the
more the perturbation is small the more the solutions of the perturbed and
unperturbed systems are close. The introduction of such a perturbation is
also crucial in order to prove the properties of the numerical procedure we
are going to propose.
In order to approximate the solution of the perturbed system, we apply
a new Nyström type method. The method uses a proper combination of
the Gauss-Legendre and the Gauss-Radau formulas, as well as of suitable
product quadrature rules. In particular, we adopt the Radau formula for
the discretization of the Mellin integral operator involved into the system,
suitably modified near the singularity point 0 (the parameter value corre-
sponding to the corner point of the boundary). We remark that such a
modified discretization, introduced in [8, 11], has never been applied to this
kind of problem and is essential to achieve the stability and the convergence
of the proposed method. The product quadrature rules are employed for
the approximation of the integral operator with the weakly singular loga-
rithmic kernel. We observe, that in addition to the classical formula (8), we
also apply the non standard one (9), involving the weights and knots of the
Gauss-Radau rule, and the modified moments (7) related to the orthonormal
Legendre polynomials. Furthermore, some numerical tricks proposed in [15]
are properly adapted to our context in order to address some computational
aspects.
Finally, the solution of the linear system which the Nyström method leads
to solve is used in the computation of a discrete approximation of the single
layer potential (2).

The paper is organized in eight sections. In Section 2 the function spaces
are defined and some preliminary results concerning the employed quadra-
ture formulae are given. In Section 3 the system of integral equations on the
interval [0, 1] is introduced and the noncompact operator is investigated.
Section 4 concerns the perturbed system we propose to solve for which a
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Nyström method is developed and analyzed in Section 5. Section 6 is de-
voted to the approximation of the solution of problem (1) and Section 7 is
dedicated to the proofs of the main results. Section 8 contains numerical
examples which demonstrate the efficiency of the proposed method.

2 Preliminaries

Let us introduce the Sobolev-type subspacesW p
r of the spaces Lp ≡ Lp([0, 1])

and C ≡ C([0, 1]) endowed with the usual norms, defined as follows

W p
r = {f ∈ Lp | f (r−1) ∈ AC((0, 1)), ‖f (r)ϕr‖p <∞}, 1 ≤ p <∞

W∞r = {f ∈ C | f (r−1) ∈ AC((0, 1)), ‖f (r)ϕr‖∞ <∞}, p =∞,

where r ∈ N, ϕ(t) =
√
t(1− t) and AC((0, 1)) denotes the collection of all

functions which are absolutely continuous on every closed subset of (0, 1).
We equip these spaces with the norm

‖f‖W p
r

= ‖f‖p + ‖f (r)ϕr‖p.

We also consider the norms defined on the product spaces C×C and W∞r ×
W∞r

‖f‖ = max{‖f1‖∞, ‖f2‖∞}, f = (f1, f2) ∈ C × C,

‖f‖r,∞ = max{‖f1‖W∞
r
, ‖f2‖W∞

r
}, f = (f1, f2) ∈W∞r ×W∞r .

In the following we will use the symbol ‖ · ‖ to denote also its associated
operator norm.

We introduce the Gauss-Legendre and the Gauss-Radau formulas on the
interval [0, 1] (see [5])∫ 1

0
f(t)dt =

m∑
k=1

λLm,kf(tLm,k) + eLm(f) (4)

∫ 1

0
f(t)dt =

m∑
k=0

λRm,kf(tRm,k) + eRm(f) (5)

where eLm and eRm denote the respective quadrature errors. Some estimates
for such remainder terms, useful in the sequel, can be expressed in terms of
the weighted error of best polynomial approximation defined as

Em(f)w,p = inf
Pm∈Pm

‖(f − Pm)w‖p ,

where w is a weight function on the interval [0, 1] and Pm denotes the set of
all algebraic polynomials of degree at most m.
In fact, for all f ∈W 1

r , r ≥ 1, one has [12, Theorem 5.1.8, p. 338]

|eLm(f)| ≤ C
mr

E2m−1−r

(
f (r)

)
ϕr,1

, |eRm(f)| ≤ C
mr

E2m−r

(
f (r)

)
ϕr,1

(6)
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where C 6= C(m, f).
Here and in the sequel C denotes a positive constant which may have different
values in different formulas. We will write C(a, b, . . . ) to say that C depends
on the parameters a, b, . . . and C 6= C(a, b, . . . ) to say that C is independent
of the parameters a, b, . . . .

Finally, we introduce two product rules for the numerical evaluation of
integrals with logarithmic kernel. Denoting by p0,0

j the orthonormal Legendre
polynomial of degree j, let

cj(s) =

∫ 1

0
log |t− s| p0,0

j (t)dt (7)

be the corresponding momentum, computable by means of a recurrence for-
mula (see, for instance, [13]). Then, we consider the following quadrature
rules ∫ 1

0
log |t− s| f(t)dt =

m∑
k=1

wP,Lm,k(s)f(tLm,k) + eP,Lm (f, s), (8)

∫ 1

0
log |t− s| f(t)dt =

m∑
k=0

wP,Rm,k(s)f(tRm,k) + eP,Rm (f, s), (9)

with the weights given by

wP,Lm,k(s) = λLm,k

m−1∑
j=0

cj(s)p
0,0
j (tLm,k), k = 1, . . . ,m,

wP,Rm,k(s) = λRm,k

m∑
j=0

cj(s)p
0,0
j (tRm,k), k = 0, 1, . . . ,m.

Since the weights satisfy the relations

lim
m→∞

m∑
k=1

∣∣∣wP,Lm,k(s)∣∣∣ = lim
m→∞

m∑
k=0

∣∣∣wP,Rm,k(s)
∣∣∣ =

∫ 1

0
|log |t− s|| dt <∞,

uniformly with respect to s (see [18, 19, 4] and the references therein), for
the remainder terms in (8) and (9), for any f ∈ C, we have that

|eP,Lm (f, s)| ≤ CEm−1(f)v0,0,∞, |eP,Rm (f, s)| ≤ CEm(f)v0,0,∞, (10)

with C 6= C(s,m, f) and v0,0(x) ≡ 1.

3 The BIE system

Let us assume that the boundary Σ consists of two smooth arcs ΣD and ΣN ,
not necessarily of the same length. Let P0, P1 be the interface points, i.e.
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{P0, P1} = ΣD∩ΣN , with P0 the unique corner point of Σ having the interior
angle α = (1 − φ)π, −1 < φ < 1, φ 6= 0. Without loss of generality, from
now on we assume that P0 = (0, 0). Moreover, we remark that extensions to
more general cases are straightforward.

To transform the system (3) into an equivalent one defined on an interval,
we introduce a parametric representation for each portion of Σ. In detail,
for J ∈ {D,N}, we denote by

σJ : s ∈ [0, 1]→ (ξJ(s), ηJ(s)) ∈ ΣJ

the parametric representation defined on the interval [0, 1] for the arc ΣJ .
Moreover, we suppose that σJ ∈ C2([0, 1]), |σ′J(s)| 6= 0, for each s ∈ [0, 1],
and σJ(0) = P0. From now on, in our analysis we shall make the further
assumption that the boundary Σ consists of two straight lines in a neighbour-
hood of P0. However, using perturbation arguments it should be possible to
derive the same results without assuming this restriction (see [7, 16] and the
references therein).

It is well-known [3, 7, 16] that, even if the boundary data fD and fN are
smooth functions, the single layer density function Ψ is not smooth around
the corner point P0. Indeed, we have

Ψ(P ) = C(θ)ρβ + smoother terms, β = min

{
π

2α
,

π

2(2π − α)

}
− 1, (11)

where P ∈ Σ and (ρ, θ) are the polar coordinates centered at P0.
In order to improve its smoothness properties, we consider a non decreasing
smoothing transformation γ(t) mapping (0, 1) onto (0, 1) such that, for some
0 < ε < 1/2 and some integer q ≥ 2,

γ(t) = tq +O
(
tq+1

)
, t ∈ [0, ε]. (12)

Consequently, we define new parameterizations for the arcs ΣJ , J ∈ {D,N},

σ̃J(s) := σJ(γ(s)) = (ξJ(γ(s)), ηJ(γ(s))) =: (ξ̃J(s), η̃J(s)). (13)

Then, from the BIE system (3) we get the following system of integral equa-
tions on [0, 1]

∫ 1

0
log |σ̃D(s)− σ̃D(t)|Ψ̃D(t) dt−

∫ 1

0
log |σ̃D(s)− σ̃N (t)|Ψ̃N (t) dt = g̃D(s)

|σ̃′N (s)|
∫ 1

0

∂

∂ns
log |σ̃N (s)− σ̃D(t)|Ψ̃D(t) dt

+πΨ̃N (s) + |σ̃′N (s)|
∫ 1

0

∂

∂ns
log |σ̃N (s)− σ̃N (t)|Ψ̃N (t) dt = g̃N (s)

(14)
where Ψ̃D(t) = Ψ(σ̃D(t))|σ̃′D(t)| and Ψ̃N (t) = Ψ(σ̃N (t))|σ̃′N (t)| are the un-
knowns, and g̃D(s) = fD(σ̃D(t)) and g̃N (s) = fN (σ̃N (s))|σ̃′N (s)| are the
right-hand sides.
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Let us note that the new unknowns Ψ̃D and Ψ̃N are smoother than the
previous ones. Indeed, in a neighbourhood of 0 they have the following
behaviour

Ψ̃J(t) = CJ tq(β+1)−1 + smoother terms, J ∈ {D,N} (15)

where CJ are positive constants and β is defined in (11).
The system (14) can be written in a more compact form as(

HDD −HDN

KND πI −KNN

)(
Ψ̃D

Ψ̃N

)
=

(
g̃D
g̃N

)
(16)

where I denotes the identity operator and, for J ∈ {D,N},

(HDJf)(s) =

∫ 1

0
hDJ(t, s)f(t)dt, f ∈ C (17)

with
hDJ(t, s) = log |σ̃D(s)− σ̃J(t)|, (18)

and

(KNJf)(s) =

∫ 1

0
kNJ(t, s)f(t)dt, f ∈ C (19)

with

kNJ(t, s) =



η̃′N (s)[ξ̃J(t)− ξ̃N (s)]− ξ̃′N (s)[η̃J(t)− η̃N (s)]

[ξ̃J(t)− ξ̃N (s)]2 + [η̃J(t)− η̃N (s)]2
, J 6= N or t 6= s

1

2

η̃′N (t)ξ̃′′N (t)− ξ̃′N (t)η̃′′N (t)

[ξ̃′N (t)]2 + [η̃′N (t)]2
, J = N and t = s.

(20)

Let us note that the operators HDD, HDN and KNN are compact as
maps from C to C since their kernels are weakly singular or continuous on
[0, 1] × [0, 1]. On the contrary, the operator KND is not compact since its
kernel kND has a fixed singularity in t = s = 0.

The following lemma is crucial for the theoretical and numerical analysis
of the method we are going to propose. However, in order to state it, we
need a preliminary definition.

Let χ0(t) be a smooth cut-off function on the interval [0, 1] such that

χ0(t) = 1, t ∈ [0, ε/2], supp(χ0) ⊂ [0, ε] (21)

for some 0 < ε < 1/2, and 0 ≤ χ0(t) ≤ 1, for t ∈ [0, 1].
Now, the integral operator KND can be represented as in the following
lemma.
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Lemma 3.1. The integral operator KND defined in (19) satisfies the equality

KND = χ0K
α χ0 +K1

ND, (22)

where χ0 is the cut-off function given by (21),

(Kα f)(s) =

∫ 1

0
kα(t, s)f(t)dt (23)

with

kα(t, s) =
1

t
k̄α
(s
t

)
, k̄α(z) =

q sinα zq−1

1− 2zq cosα+ z2q
, (24)

and K1
ND is a compact operator on C.

We remark that kα(t, s) is a Mellin kernel having a fixed singularity at
t = s = 0. Neverthless, when q ≥ 2, since (see [9, formula 3.252])

∫ ∞
0

k̄α(z)

z
dz = sin (φπ)

∫ ∞
0

y−1/q dy

1 + 2y cos (φπ) + y2
= π

sin
(
φπ
q

)
sin
(
π
q

) (25)

being α = (1 − φ)π, the definition of the function Kαf can be extended in
the point s = 0 as follows (see, for instance, [11, 14])

(Kαf)(s) =



∫ 1

0
kα(t, s)f(t)dt, s ∈ (0, 1]

f(0)

∫ ∞
0

k̄α(z)

z
dz, s = 0.

(26)

Lemma 3.2. The integral operator Kα defined in (26) is a bounded linear
operator from C to C such that

‖Kα‖C→C < π. (27)

4 The perturbed BIE system

In the present section we are going to introduce a perturbed BIE system
whose solution tends, in some way, to the solution of (16). More precisely,
the new BIE system is obtained by introducing in the first equation of (16)
a perturbation term δ Ψ̃D, for a fixed sufficiently small positive δ ∈ R. Such
a system can be represented in the following form(

δI +HDD −HDN

KND πI −KNN

)(
Ψ̃Dδ

Ψ̃Nδ

)
=

(
g̃D
g̃N

)
(28)
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and consists in a pair of Fredholm integral equations of the second kind.
In a more general case, the boundary Σ can be composed by several arcs
and have more than one corner point, i.e. Σ =

⋃n1
i=1 ΣDi ∪

⋃n2
j=1 ΣNj with

ΣDi and ΣNj the sections of the curve over which Dirichlet or Neumann
boundary conditions are given, respectively. The resulting BIE system can
be represented in a compact form as in (16), but HDJ , KNJ , for J ∈ {D,N},
have to be understood as matrices of integral operators of the type in (17) and
(19), respectively, I represent a diagonal matrix whose diagonal entries are all
equal to the identity operator, Ψ̃D and Ψ̃N denote the arrays of the unknowns
functions, while g̃D and g̃N are the vectors containing the right hand sides.
In this case, fixed a sufficiently small positive δ, the corresponding perturbed
system can be represented in a matrix form as in (28).

Taking into account (22), we rewrite the system (28) in a more compact
form as follows

(πI +Mδ +K)Ψ̃δ = g̃, (29)

where Ψ̃δ = (Ψ̃Dδ,Ψ̃Nδ)
T , g̃ = (g̃D, g̃N )T , and I,Mδ and K are the operator

matrices defined by

I =

(
I 0
0 I

)
, Mδ =

(
(δ − π)I 0
χ0K

α χ0 0

)
, K =

(
HDD −HDN

K1
ND −KNN

)
. (30)

Fixed δ > 0, the next theorem establishes sufficient conditions under which
(29) has a unique solution.

Theorem 4.1. Let δ be a fixed small positive real number and let us assume
that Ker(πI +Mδ + K) = {0} in C × C. Then, system (29) has a unique
solution Ψ̃δ ∈ C × C for each given right-hand side g̃ ∈ C × C.

Theorem 4.2. Let assume that the unperturbed system (16) admits a unique
solution Ψ̃ = (Ψ̃D,Ψ̃N )T ∈ C × C for a given g̃ = (g̃D, g̃N )T ∈ C × C and
that the perturbed system (29) is uniquely solvable for all sufficiently small
δ > 0; let us say for 0 < δ ≤ δ0. If condition∥∥(πI +Mδ0 +K)−1

∥∥ δ0 < 1 (31)

is fulfilled, then
∥∥(πI +Mδ +K)−1

∥∥ is uniformly bounded for 0 < δ ≤ δ0

and
‖Ψ̃− Ψ̃δ‖ = O(δ), as δ → 0. (32)

5 A modified Nyström method

In order to approximate the solution of system (29), first we introduce sui-
table approximations of all the involved operators, according to the smooth-
ness properties of their kernels.
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We begin with the operator KNN . Since it has a continuous kernel we
propose to discretize it by means of the following operator (see (4))

(Km
NNf)(s) =

µm∑
i=1

λLµm,i kNN (tLµm,i, s)f(tLµm,i), (33)

obtained by applying the Gauss-Legendre quadrature rule (4) with µm knots.
Concerning the approximation of the Mellin convolution operator Kα

defined in (26), we follow an idea proposed in [8, 11]. Thus, defining the
following finite rank operator (see (5))

(Kα,mf)(s) =

νm∑
i=0

λRνm,ik
α(tRνm,i, s)f(tRνm,i),

with νm + 1 knots. Then, setting sm =
c

m2−2ε
, for some fixed positive

constant c and arbitrarily small positive number ε, we introduce the following
modified discrete operator

(K̄α,mf)(s)=

(Kα,mf)(s), sm ≤ s ≤ 1
1

sm
[s(Kα,mf)(sm) + (sm − s) (Kαf)(0)] , 0 ≤ s < sm.

(34)

In other words, when s is sufficiently far from zero i.e. s ∈ [sm, 1], we appro-
ximate the integral operator Kα by using the Gauss-Radau quadrature rule
(5) with νm + 1 nodes, whereas, when s is close to zero i.e. s ∈ [0, sm], by
the linear polynomial defined by the values (Kαf)(0) and (Kα,mf)(sm) at
the interpolation points 0 and sm, respectively.

In the matter of the approximation of the operator K1
ND in virtue of the

continuity of its kernel k1
ND, we use again formula (5) and get the approxi-

mating operator

(K1,m
NDf)(s) =

νm∑
i=0

λRνm,i k
1
ND(tRνm,i, s)f(tRνm,i). (35)

From now on, we shall assume µm = m and νm := bamc, with a < 1. In the
examples considered in Section 8 we have chosen a = 1/2. In fact, numerical
evidence shows that this is a good choice.

With regard to the operators HDJ , J ∈ {D,N}, defined by (17)-(18),
first, we rewrite it in the form

(HDJf)(s) =

∫ 1

0
[κJ(t, s) + log |t− s|] f(t)dt (36)

where
κJ(t, s) = log

|σ̃D(s)− σ̃J(t)|
|t− s|

.
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Then, we propose to discretize the integral operator HDD by means of the
operator Hm

DD defined as follows

(Hm
DDf)(s) =

νm∑
i=0

λRνm,i

κD(tRνm,i, s) +

νm∑
j=0

cj(s)p
0,0
j (tRνm,i)

 f(tRνm,i), (37)

and HDN by the operator Hm
DN given by

(Hm
DNf)(s) =



µm∑
i=1

λLµm,i hDN (tLµm,i, s)f(tLµm,i), s 6= 0 and s 6= 1

µm∑
i=1

λLµm,i

κN (tLµm,i, s) +

µm−1∑
j=0

cj(s)p
0,0
j (tLµm,i)

 f(tLµm,i),

otherwise
(38)

where the quantities cj(s) are the modified moments given in (7). Let us
observe that the operator Hm

DD has been obtained by a proper combination
of the Gauss-Radau quadrature formula (5) and the product rule (9), while
for defining the operator Hm

DN both the Gauss-Legendre rule (4) and the
product quadrature formula (8) have been applied.
Let us highlight some computational aspects about formula (37). We note
that the computation of the kernel κD(t, s) suffers from severe loss of accu-
racy, because of the numerical cancellation, when the distance between t and
s is of the order of the machine precision eps or less. In order to avoid this
pathological situation, we adopt some numerical tricks proposed in [15].
If |t− s| < eps, we use the approximation κD(t, s) ≈ log |σ̃′D(t)| when s 6= 0.
Furthermore, taking into account (13), we rewrite κD(t, s) as

κD(t, s) = log
|σD(γ(s))− σD(γ(t))|

|γ(t)− γ(s)|
+ log

|γ(t)− γ(s)|
|t− s|

,

and approximate it as κD(t, s) ≈ log |σ′D(γ(t))| + log |γ′(t)| when s = 0. In
the latter case, according with (12), we further approximate the addendum
log |γ′(t)| as log |γ′(t)| ≈ log q + (q − 1) log t. Therefore, setting

κ̃D(t, s) =


log |σ̃′D(t)|, s 6= 0 and |t− s| < eps,

log |σ′D(γ(t))|+ log q, s = 0 and t < eps,

κD(t, s) otherwise,

in the practical numerical implementation in place of (Hm
DDf)(s) given in

(37), we compute

(H̃m
DDf)(s) =

νm∑
i=0

λRνm,i

κ̃D(tRνm,i, s) +A(tRνm,i, s)

νm∑
j=0

cj(s)p
0,0
j (tRνm,i)

f(tRνm,i),
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where

A(t, s) =

{
q, s = 0 and t < eps

1, otherwise.
(39)

By using similar arguments, when s = 0 or s = 1, in order to avoid loss of
accuracy, we propose to compute instead of (Hm

DNf)(s) the quantity

(H̃m
DNf)(s) =

µm∑
i=1

λLµm,i

κ̃N (tLµm,i, s) +A(tLµm,i, s)

µm−1∑
j=0

cj(s)p
0,0
j (tLµm,i)

f(tLµm,i)

with

κ̃N (t, s) =


log |σ̃′N (t)|, s = 1 and 1− t < eps,

log |σ′N (γ(t))|+ log q, s = 0 and t < eps,

κN (t, s), otherwise,

and A(t, s) defined as in (39).
At this point, paraphrasing what we have done in (30), we isolate the dis-

cretization of the Mellin convolution operator from those ones of the compact
operators. Hence, fixed a sufficiently small δ ≥ 0, we introduce the following
two matrices

Mm
δ =

(
(δ − π)I 0
χ0 K̄

α,m χ0 0

)
and Km =

(
Hm
DD −Hm

DN

K1,m
ND −Km

NN

)
. (40)

The following theorems establish some properties of such operator matrices
which are important for our aims.

Theorem 5.1. The operators Km : C × C → C × C are linear maps such
that

lim
m
‖(Km −K)f‖ = 0, ∀f ∈ C × C. (41)

Moreover, the set {Km}m is collectively compact.

Theorem 5.2. The operators Mm
δ : C × C → C × C are linear maps such

that, for any δ > 0 sufficiently small we have

lim sup
m

‖Mm
δ ‖C×C→C×C < π (42)

and
lim
m
‖(Mm

δ −Mδ)f‖ = 0, ∀f ∈ C × C. (43)

Moreover, if for some r ∈ N and for some 0 < σ < q − 1

f ∈W∞r ×W∞r and t−σf(t) ∈ C × C, (44)

12



then the following pointwise error estimate

‖(Mm
δ −Mδ)f(s)‖∞ ≤

Cmax
{ s

mr
s
−r/2−1
m , ssσ−1

m , sσ
}
, s ∈ [0, sm),

C
mr

s−r/2, s ∈ [sm, 1]

(45)
holds true with C 6= C(m, s, δ).

Once we have introduced the operators Mm
δ and Km, which discretize

the operatorsMδ and K appearing in (29), and studied their properties, we
are going to describe a “modified” Nyström type method for the numerical
solution of system (29). It consists in solving the approximating system

(πI +Mm
δ +Km)Ψ̃

m
δ = g̃ (46)

whose unknown is the array of functions Ψ̃
m
δ = (Ψ̃m

Dδ, Ψ̃m
Nδ)

T .
In order to compute the solution Ψ̃

m
δ at the quadrature points, we col-

locate the first equation of (46) at the points tRνm,ι, ι = 0, . . . , νm and the
second one at the nodes tLµm,`, ` = 1, . . . , µm. In this way, we get the following
linear system

(
δΨ̃m

Dδ +Hm
DDΨ̃m

Dδ −Hm
DN Ψ̃m

Nδ

)
(tRνm,ι) = g̃D(tRνm,ι) ι = 0, . . . , νm

(
χ0K̄

α,m χ0Ψ̃m
Dδ +K1,m

NDΨ̃m
Dδ + πΨ̃m

Nδ −Km
NN Ψ̃m

Nδ

)
(tLµm,`) = g̃N (tLµm,`)

` = 1, . . . , µm
(47)

of νm + µm + 1 equations in the νm + µm + 1 unknowns Ψ̃m
Dδ(t

R
νm,ι), ι =

0, . . . , νm and Ψ̃m
Nδ(t

L
µm,`

), ` = 1, . . . , µm.
Let us note that each solution Ψ̃

m
δ of system (46) provides a solution of (47)

by means of its values at the collocation points. The converse is also true.
For each solution of (47), there is a unique solution Ψ̃

m
δ = (Ψ̃m

Dδ, Ψ̃m
Nδ)

T of
(46) that agrees with it at the collocation knots.

In what follows we will denote byM the operatorM0 given by (30) for
δ = 0.

Theorem 5.3. Let Σ \ {P0} be of class C2([0, 1]) and let us suppose that
the unperturbed system (16) admits a unique solution Ψ̃ for a given right-
hand side g̃. Let δ be a fixed small positive real number and let us assume
that Ker(πI +Mδ + K) = {0} in C × C. Then, for sufficiently large m,
the operators (πI +Mm

δ + Km) : C × C → C × C are invertible and their
inverses are uniformly bounded w.r.t m.
Moreover, for all g̃ ∈ Cp([0, 1])×Cp([0, 1]) with p large enough, the solution
Ψ̃ of system (16) and the solution Ψ̃

m
δ of system (46) satisfy the following

inequality

‖Ψ̃m
δ − Ψ̃‖ ≤ C(δ)

(
‖(Mm

δ −M)Ψ̃‖+ ‖(Km −K)Ψ̃‖
)

(48)
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with C(δ) a positive constant independent of m defined by

C(δ) = sup
m≥m0

∥∥(πI +Mm
δ +Km)−1

∥∥ .
Remark We observe that, by proceeding as in the proof of Theorem 4.2,
one can prove that if the condition

C(δ0) δ0 < 1 (49)

is fulfilled for some small δ0 > 0, then it follows that

sup
δ≤δ0
C(δ) <∞. (50)

Moreover, we recall that the numerical results we have obtained (see tables 4,
7 and 10) seem to confirm that bound (50) holds. In this case, the previous
theorem would imply the convergence of the proposed Nyström method when
δ → 0 andm→∞. �

We point out that, in virtue of relations (15) verified by the solution Ψ̃
of (16), if the exponent q in the smoothing transformation (12) satisfies the
condition

q ≥ r + 2

2(1 + β)
, β = min

{
π

2α
,

π

2(2π − α)

}
− 1, (51)

for arbitrarily large r ∈ N, being α the interior angle at the corner point
P0 of the boundary Σ, the solution Ψ̃ fulfills (44) with σ = q(β + 1) − 1.
Consequently, proceeding as in the proof of (45), in correspondence with
such value of σ we can estimate ‖(Mm

δ −M)Ψ̃‖ as follows

‖(Mm
δ −M)Ψ̃‖ = max

{
‖δΨ̃D‖∞,

∥∥∥(χ0(K̄α,m −Kα)χ0Ψ̃D

∥∥∥
∞

}
≤ max

{
δ‖Ψ̃‖, C

mµ

}
, (52)

where µ = min{rε, 2(1− ε)σ} and C 6= C(m, δ).
Furthermore, the term ‖(Km−K)Ψ̃‖, also involved in (48), can be bounded
using (6), (10) and [4, Theorem 7]. More precisely, assuming that the curve
Σ \ {P0} is sufficiently smooth and taking into account that, if q satisfies
condition (51), Ψ̃ ∈ W∞r ×W∞r , from (6) one can easily deduce (see the
proof of Theorem 3.2 in [11]) that

‖(K1,m
ND −K

1
ND)Ψ̃D‖ ≤

C
mr
‖Ψ̃D‖W∞

r
, C 6= C(m),

‖(Km
NN −KNN )Ψ̃N‖ ≤

C
mr
‖Ψ̃N‖W∞

r
, C 6= C(m).
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Moreover, by using both (6) and (10) and a well known estimate for the
error of best approximation of functions belonging to the Sobolev spaces
W p
r , 1 ≤ p ≤ ∞ (see, for example, [12, (2.5.22), p. 172]), we get

‖(Hm
DJ −HDJ)Ψ̃J‖ ≤

C
mr
‖Ψ̃J‖W∞

r
, C 6= C(m), J ∈ {D,N}

and then we, finally, conclude

‖(Km −K)Ψ̃‖ ≤ C
mr
‖Ψ̃‖r,∞, C 6= C(m). (53)

6 Approximation of the solution of the mixed prob-
lem

The aim of this section is to approximate the solution u of the mixed bound-
ary value problem (1), represented by (2) in the form of a single layer po-
tential.
Using the parameterizations (13) for the arcs ΣD and ΣN of the boundary,
the harmonic function u in any point (x, y) ∈ Ω is given by

u(x, y) =

∫ 1

0
log
∣∣∣(x, y)− (ξ̃D(t), η̃D(t))

∣∣∣ Ψ̃D(t)dt

+

∫ 1

0
log
∣∣∣(x, y)− (ξ̃N (t), η̃N (t))

∣∣∣ Ψ̃N (t)dt, (54)

where Ψ̃D(t) = Ψ(σ̃D(t))|σ̃′D(t)| and Ψ̃N (t) = Ψ(σ̃N (t))|σ̃′N (t)|.
We first approximate the single layer density functions Ψ̃D and Ψ̃N by the
respective approximate densities Ψ̃m

Dδ and Ψ̃m
Nδ obtained by the modified

Nyström method proposed in Section 5. Then, by using the Gauss-Radau
formula (5), with νm quadrature knots, for the computation of the first
resulting integral and the Gauss-Legendre quadrature formula (4), with µm
nodes, for the computation of the second one, we obtain the approximating
function

umδ (x, y) =

νm∑
j=0

λRνm,j log
∣∣∣(x, y)− (ξ̃D(tRνm,j), η̃D(tRνm,j))

∣∣∣ Ψ̃m
Dδ(t

R
νm,j)

+

µm∑
i=1

λLµm,i log
∣∣∣(x, y)− (ξ̃N (tLµm,i), η̃N (tLµm,i))

∣∣∣ Ψ̃m
Nδ(t

L
µm,i). (55)

Let us observe that the values Ψ̃m
Dδ(t

R
νm,j

) and Ψ̃m
Nδ(t

L
µm,i

) involved in (55)
are directly provided by the solution of the linear system (47).

Theorem 6.1. Assume that q satisfies (51), for some r ∈ N. Let Ψ̃ =
(Ψ̃D,Ψ̃N )T be the unique solution of system (16) for a given right-hand side
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g̃ = (g̃D, g̃N )T ∈ Cp([0, 1])×Cp([0, 1]) with p large enough. Moreover, let us
assume that system (29) is uniquely solvable in C × C for any sufficiently
small δ > 0, say δ ≤ δ0. Then, for any (x, y) ∈ Ω and δ ≤ δ0, the single
layer potential u given in (2), solution of the Dirichlet-Neumann problem
(1), and the function umδ defined in (55) satisfy the following estimate

|u(x, y)− umδ (x, y)| ≤ C
d

(
1

m
+ ‖Ψ̃m

δ − Ψ̃‖
)

(56)

with d = min
J∈{D,N}

min
0≤t≤1

|(x, y)− (ξ̃J(t), η̃J(t))|, Ψ̃
m
δ the solution of (46) cor-

responding to g̃, and C a positive constant independent of (x, y), δ, and m.

We observe that, taking into account the theoretical error estimates (56)
and (48), combined with (52) and (53), and also supported by the numerical
evidence, we fix the value δ = eps as the optimal one and we apply the
proposed method for this choice of the perturbation parameter, in order to
compute the approximate potential umδ .

7 Proofs

Proof of Lemma 3.1. Under the assumption that each arc of Σ is straight in
some neighbourhood of the corner, for the parameterizations of ΣD and ΣN

we can assume that

σD(s)− σD(0) = cD, σN (s)− σN (0) = cN e
iαs, s ∈ [0, ε]

where ε is a sufficiently small positive number, cD and cN are complex con-
stants (points in R2 are here identified with complex numbers), and i2 = −1.
Consequently, taking into account the behaviour of the smoothing transfor-
mation γ(t) given by (12), for the parameterizations (13) we get for s ∈ [0, ε]

σ̃D(s)− σ̃D(0) = cD s
q +O

(
sq+1

)
, σ̃N (s)− σ̃N (0) = cN e

iαsq +O
(
sq+1

)
.

(57)
Let χ0 be a smooth cut-off function as in (21). Then, setting

k̄ND(t, s) = (1− χ0(s))kND(t, s)χ0(t) + kND(t, s)(1− χ0(t)),

and taking into account (57), from (19) and (20) we have

(KNDf) (s) =

∫ ε

0
[χ0(s)kND(t, s)χ0(t) + k̄ND(t, s)]f(t)dt+

∫ 1

ε
kND(t, s)f(t)dt

=

∫ 1

0
χ0(s)

qsq−1tq sinα

s2q − 2sqtq cosα+ t2q
χ0(t)f(t)dt+ smoother terms

= (χ0K
αχ0f) (s) + (K1

NDf)(s)

whereKα is the operator defined in (23)-(24) andK1
ND is a compact operator

on C.
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Proof of Lemma 3.2. The linearity of the operator Kα is a trivial conse-
quence of definition (26). Now, let us prove that for any f ∈ C, Kαf ∈ C.
Since kα(t, s) is continuous for t + s > 0, the continuity of (Kαf)(s) is ob-
vious for all s ∈ (0, 1]. For s = 0, it stems from the definition (26), taking
also (25) into account. Moreover, by (25) we also get

‖Kα‖C→C =

∫ ∞
0

|k̄α(z)|
z

dz =
| sin(φπ)|
sin(φπ)

π
sin
(
φπ
q

)
sin
(
π
q

) < π.

In the sequel, for simplicity of notations, sometimes we shall omit to
write the subscript C×C→C×C in the symbol ‖ · ‖C×C→C×C used to denote
the norm of an operator acting from C × C to C × C.

Proof of Theorem 4.1. At first we note that ‖πI‖ = π and, in virtue of
Lemma 3.2, for any array f = (f1, f2)T ∈ C × C, we have

‖Mδf‖ ≤ max{(π − δ)‖f1‖∞, ‖Kα‖‖f1‖∞} < π ‖f‖.

Being ‖Mδ‖ < π, from the geometric series theorem, we can deduce that
(πI +Mδ)

−1 : C × C → C × C exists and is a bounded operator with

‖(πI +Mδ)
−1‖ ≤ 1

π − ‖Mδ‖
.

Consequently, system (29) is equivalent to the following problem

Ψ̃δ + (πI +Mδ)
−1KΨ̃δ = (πI +Mδ)

−1g̃. (58)

Now, we observe that the operator (πI +Mδ)
−1K : C × C → C × C is

compact since K : C × C → C × C is a matrix of compact operators. Thus,
for the equation (58) the Fredholm alternative theorem holds true. Hence,
by the assumption, we can deduce that (29) has a unique solution for each
given right-hand side g̃ ∈ C × C.

Proof of Theorem 4.2. For any δ ≤ δ0 we can write

πI +Mδ +K = (πI +Mδ0 +K)
[
I − (πI +Mδ0 +K)−1(Mδ0 −Mδ)

]
and then, being by (31)

δ0 = sup
0<δ≤δ0

(δ0 − δ) = sup
0<δ≤δ0

‖Mδ0 −Mδ‖ <
1

‖(πI +Mδ0 +K)−1‖
,
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the inverse operators
[
I − (πI +Mδ0 +K)−1(Mδ0 −Mδ)

]−1 exist and are
uniformly bounded, in virtue of the geometric series theorem.
Consequently, for any δ ≤ δ0, we have

∥∥(πI +Mδ +K)−1
∥∥ ≤ ∥∥(πI +Mδ0 +K)−1

∥∥
1− δ0 ‖(πI +Mδ0 +K)−1‖

=: M0. (59)

Hence, since it easily seen that

‖Ψ̃− Ψ̃δ‖ ≤
∥∥(πI +Mδ +K)−1

∥∥ δ ‖Ψ̃‖, (60)

from (59) we deduce that, for δ ≤ δ0,

‖Ψ̃− Ψ̃δ‖ ≤ δM0‖Ψ̃‖

and the condition (32) follows.

Proof of Theorem 5.1. By definitions (30) and (40), it results that if

lim
m→∞

‖(Hm
DD −HDD)f1‖∞ = 0, lim

m→∞
‖(Hm

DN −HDN )f2‖∞ = 0, (61)

lim
m→∞

‖(K1,m
ND −K

1
ND)f1‖∞ = 0, lim

m→∞
‖(Km

NN −KNN )f2‖∞ = 0, (62)

for any f = (f1, f2)T ∈ C × C, then (41) follows. Now, taking into account
the definitions (33) and (35), the properties of the kernels k1

ND and kNN ,
and the convergence of the Radau formula (5) and of the Gauss-Legendre
quadrature rule (4), the limit conditions (62) (see, for instance, [2]) can be
immediately deduced. In order to prove (61), we recall (36)-(38) and use
both the convergence of the formulas and (4) and (5), and the convergence
of the product rules (8) and (9). Moreover, the sets of operators {K1,m

ND}m
and {Km

NN}m are collectively compact (see, for instance, [10, Theorem 12.8]
and [1, Theorem 5.1]) as well as the sets {Hm

DD}m and {Hm
DN}m (see [17,

Lemma p. 266 and Theorem 2 p. 269]). Consequently, the sequence of
operators {Km}m is collectively compact, and this completes the proof.

In order to prove Theorem 5.2 we need the following lemma.

Lemma 7.1. Let kα(t, s) be the kernel defined in (24). Then, for each r
such that 1 ≤ r < 2(q + 1),∥∥∥∥∂rkα(·, s)

∂tr
ϕr
∥∥∥∥

1

≤ C s−
r
2 , C 6= C(s), s ∈ (0, 1],

where ϕ(t) =
√
t(1− t).
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Proof. By definition, we can write

kα(t, s) =
qsq−1tq sinα

s2q − 2tqsq cosα+ t2q
=

1

2i
q sq−1

[
1

sq − eiαtq
− 1

sq − e−iαtq

]
(i2 = −1), from which, for the r-th partial derivative, we can easily obtain

∂rkα(t, s)

∂tr
=

1

2i
qsq−1

r∑
k=1

ck(q)k!tkq−r

[
(eiα)k

(sq − eiαtq)k+1
− (e−iα)k

(sq − e−iαtq)k+1

]
,

for suitable constants ck(q), k = 1, . . . , r, depending on the parameter q.
Consequently, we deduce∥∥∥∥∂rkα(·, s)

∂tr
ϕr
∥∥∥∥

1

≤ 1

|2i|
qsq−1

r∑
k=1

|ck(q)|k!

×
∫ 1

0

∣∣∣∣∣tkq− r
2 (1− t)

r
2

∑k+1
j=0

(
k+1
j

)
(tq)j(sq)k+1−j (eiα(k−j) − e−iα(k−j))

(s2q − 2sqtq cosα+ t2q)k+1

∣∣∣∣∣ dt
≤ qsq−1

r∑
k=1

|ck(q)|k!

(∫ 1

0
tkq−

r
2

(tq + sq)k+1

(s2q − 2sqtq cosα+ t2q)k+1
dt

)
,

from which, setting t = sz and taking into account that q > r
2 − 1 by

assumption, we have∥∥∥∥∂rkα(·, s)
∂tr

ϕr
∥∥∥∥

1

≤ q
r∑

k=1

|ck(q)|k!s−
r
2

(∫ 1
s

0

zkq−
r
2 (zq + 1)k+1

(1− 2zq cosα+ z2q)k+1
dz

)

≤ qs−
r
2

r∑
k=1

|ck(q)|k!

(∫ ∞
0

zkq−
r
2 (zq + 1)k+1

(1− 2zq cosα+ z2q)k+1
dz

)
≤ C(r, q)s−

r
2 .

Proof of Theorem 5.2. First, we prove (42). For any f = (f1, f2)T ∈ C ×C,
by (40) we have

‖Mm
δ f‖ = max{‖(δ − π)If1‖∞ ,

∥∥χ0K̄
α,mχ0f1

∥∥
∞}, (63)

and for the second term we can write

∥∥χ0K̄
α,mχ0f1

∥∥
∞ = max

{
sup

s∈[0, sm]
|(χ0K̄

α,mχ0f1)(s)|, sup
s∈[sm, 1]

|(χ0K̄
α,mχ0f1)(s)|

}
.

(64)

In order to estimate the two terms in the braces in (64), we can proceed as in
the proof of Theorem 3.1 in [11]. However, to make the proof self-contained
we report the details. By definition (34) of the modified operator K̄α,m,
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for s ∈ [sm, 1], using (27) and taking the constant sign of the kernel into
account, we can write

|(χ0K̄
α,mχ0f1)(s)| ≤ ‖f1‖∞

∣∣∣∣∣
νm∑
i=0

λRνm,ik
α(tRνm,i, s)

∣∣∣∣∣
≤ ‖f1‖∞

(∫ 1

0
|kα(t, s)| dt+ |eRm(kα(·, s))|

)
≤ ‖f1‖∞

(
‖Kα‖+ |eRm(kα(·, s))|

)
.

Then, since in virtue of (6) and Lemma 7.1, for s ∈ [sm, 1] we have

|eRm(kα(·, s))| ≤ C
mr

∥∥∥∥∂rkα(·, s)
∂tr

ϕr
∥∥∥∥

1

≤ C
mr

s−r/2 ≤ C
mrε

,

we can deduce that

sup
s∈[sm, 1]

|(χ0K̄
α,mχ0f1)(s)| ≤ ‖f1‖∞

(
‖Kα‖+

C
mrε

)
. (65)

For s ∈ [0, sm], by (34) and by using (65) we can write

|(χ0K̄
α,mχ0f1)(s)| ≤ max{|(Kα,mχ0f1)(sm)|, |(Kαχ0f1)(0)|}

≤ max

{
sup

s∈[sm, 1]
|(Kα,mχ0f1)(s)|, |(Kαχ0f1)(0)|

}

≤ ‖f1‖∞
(
‖Kα‖+

C
mrε

)
. (66)

Hence, combining (64), (65), and (66) with (63), we have

‖Mm
δ f‖ ≤ ‖f‖max

{
π − δ, ‖Kα‖+

C
mrε

}
,

from which, recalling (27), (42) immediately follows.
The thesis (43) can be proved by observing that, in virtue of (40) and (30),
we have

‖(Mm
δ −Mδ)f‖ =

∥∥(χ0(K̄α,m −Kα)χ0f1

∥∥
∞ ≤

∥∥(K̄α,m −Kα)χ0f1

∥∥
∞

and, then, by proceeding as in the proof of Theorem 3.1 in [11]. Estimate
(45) can be deduced from Theorem 3.2 in [11].

Proof of Theorem 5.3. In virtue of Theorem 5.2, we can state that the ope-
rators πI +Mm

δ : C × C → C × C are bounded and pointwise convergent
to πI +Mδ. Moreover, since ‖πI‖ = π, taking into account (42), we can
apply the Neumann series Theorem and deduce that, for sufficiently large
m, say m ≥ m0, the operators (πI +Mm

δ )−1 : C × C → C × C exist and
are uniformly bounded with
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∥∥(πI +Mm
δ )−1

∥∥ ≤ 1

π − sup
n≥m0

‖Mn
δ ‖
.

Then, using also Theorem 5.1 and [10, Theorem 10.8 and Problem 10.3], we
can claim that, the operators (πI+Mm

δ +Km)−1 : C×C → C×C exist and
are uniformly bounded for m ≥ m0, i.e. the method is stable. Moreover, by
standard arguments, we get

Ψ̃
m
δ − Ψ̃ = (πI +Mm

δ +Km)−1
[
(Mm

δ −M)Ψ̃ + (Km −K)Ψ̃
]

from which (48) immediately follows.

Proof of Theorem 6.1. Setting LJ(x, y, t) = log |(x, y) − (ξ̃J(t), η̃J(t))|, J ∈
{D,N}, for any fixed point (x, y) ∈ Ω, by (54) and (55) we have

|u(x, y) −umδ (x, y)|

≤

∣∣∣∣∣∣
∫ 1

0
LD(x, y, t)Ψ̃D(t) dt−

νm∑
j=0

λRνm,jLD(x, y, tRνm,j)Ψ̃
m
Dδ(t

R
νm,j)

∣∣∣∣∣∣
+

∣∣∣∣∣
∫ 1

0
LN (x, y, t)Ψ̃N (t) dt−

µm∑
i=1

λLµm,iLN (x, y, tLµm,i)Ψ̃
m
Nδ(t

L
µm,i)

∣∣∣∣∣
=: A+B. (67)

Now let us estimate the first term of (67). The second one can be estimated
in a similar way. We can write

A ≤

∣∣∣∣∣∣
∫ 1

0
LD(x, y, t)Ψ̃D(t) dt−

νm∑
j=0

λRνm,jLD(x, y, tRνm,j)Ψ̃D(tRνm,j)

∣∣∣∣∣∣
+

∣∣∣∣∣∣
νm∑
j=0

λRνm,jLD(x, y, tRνm,j)
[
Ψ̃D(tRνm,j)− Ψ̃m

Dδ(t
R
νm,j)

]∣∣∣∣∣∣ =: A1 +A2.

In virtue of (6) and taking into account (15), we have

A1 ≤
C
m
E2m−1

([
LD(x, y, ·)Ψ̃D

]′)
ϕ,1

≤ C
m

∥∥∥∥[LD(x, y, ·)Ψ̃D(·)
]′
ϕ

∥∥∥∥
1

≤ C
m

∫ 1

0

 1∑
j=0

L
(j)
D (x, y, t)Ψ̃

(1−j)
D (t)

 t 12dt ≤ C
m

1∑
j=0

‖[L(j)
D (x, y, ·)]‖∞.

Then, since the estimates

‖LJ(x, y, ·)‖∞ ≤
C
d
, ‖L′J(x, y, ·)‖∞ ≤

C
d
, C 6= C((x, y)),
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hold true with d = min
J∈{D,N}

min
0≤t≤1

|(x, y)− (ξ̃J(t), η̃J(t))| we can deduce that

A1 ≤
C
md

. Moreover, we have

A2 ≤ ‖LD(x, y, ·)‖∞‖Ψ̃D − Ψ̃m
Dδ‖∞

νm∑
j=0

λRνm,j

≤ C
d
‖Ψ̃D − Ψ̃m

Dδ‖∞.

Consequently, estimating the term A in (67) by using the obtained estimates
of A1 and A2 and proceeding in an analogous way in order to estimate also
the term B, we get the thesis (56).

8 Numerical tests

In this section we show the performance of our method by some numerical
examples. In order to give the boundary conditions fD and fN , in all the
tests we choose a test harmonic function u and we combine the parametric
representation of the considered boundary Σ with the smoothing transfor-
mation satisfying (12) given by (see [6])

γ(t) =
tq

tq + (1− tq)
, 0 ≤ t ≤ 1.

We define the following absolute errors

εmδ (x, y) = |u(x, y)− umδ (x, y)|, (x, y) ∈ Ω

emδ = max
j=1,...,1000

∥∥∥Ψ̄m
δ (sj)− Ψ̄

256
eps(sj)

∥∥∥
∞

(68)

and
errmδ = max

j=1,...,1000

∥∥Ψ̄m
δ (sj)− Ψ̄

m
eps(sj)

∥∥
∞ ,

where umδ is given by (55), Ψ̄
m
δ = (Ψ̄m

Dδ, Ψ̄m
Nδ)

T , with Ψ̄m
Dδ the Lagrange

polynomial interpolating Ψ̃m
Dδ in the Radau quadrature nodes tRνm,ι, ι =

0, . . . , νm and Ψ̄m
Nδ the Lagrange polynomial interpolating Ψ̃m

Nδ in the µm
Legendre knots tLµm,`, ` = 1, . . . , µm, s1, . . . , s1000 are equispaced points in
the interval (0, 1), and eps is the machine precision. Concerning the errors
errmδ , we also consider the estimated order of convergence when m is fixed
and δ → 0 given by

EOCm =
log
(
errmδ1/err

m
δ2

)
log (δ1/δ2)

.

The values of EOCm reported in tables 2, 6 and 10 show that errmδ = O(δ)
as δ → 0, for each sufficiently large m. The numerical evidence seems to
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Figure 1: From left to right, the domains of Example 8.1, Example 8.2 and
Example 8.3 whose arcs ΣD and ΣN are represented by the solid and dashed
line, respectively.

support the conjecture that condition (32) is verified. Furthermore, in all
our tests we have also verified that the value of δ, when δ → 0, doesn’t
have any effect on the conditioning of the final linear system (47) (see, for
instance, Table 3) as well as the constant C(δ) involved in the estimate (48)
seems to be uniformly bounded for sufficiently small δ (see tables 4, 7 and
10).

Then, both the theoretical error estimate and the numerical evidence
have suggested us to choose δ = eps as optimal value for the computation of
the approximate potential umδ .
Moreover, in all the examples we have taken µm = m and νm = m

2 since the
numerical results show that this is a good choice.

Example 8.1. Let us consider the problem (1) defined in the teardrop do-
main Ω (see Figure 1) bounded by the curve Σ having the following parametric
representation

σ(t) =

(
2√
3

sinπt,− sin 2πt

)
, t ∈ [0, 1].

The domain has a single outward-pointing corner P0 = (0, 0) with interior
angle α = 2

3π. Then, to give a realistic behavior of the solution u at the
corner point, we consider problem (1) having as solution the harmonic func-
tion u(x, y) = ρ

3
4 cos

(
3θ
4

)
, where (ρ, θ) are the polar coordinates centered at

P0. According with (51), taking the smoothing parameter q = 4 one has that
Ψ̃ ∈W∞r ×W∞r with r = 1.
Table 1 contains the errors εmeps(x, y) and emeps for sufficiently large m, Table
2 contains the errors errmδ and the estimated orders of convergence EOCm

we get for different values of m. Finally, we report the condition numbers
(CN) in infinity norm of the matrix associated to the linear system (47) in
Table 3 and the errors emδ in Table 4, obtained for fixed m and different small
values of the parameter δ.
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Table 1: εmeps(x, y) and emeps for Example 8.1 with q = 4, c = 10 and ε = 1e−03

m εmeps(0.01, 0) εmeps(0.1, 0) εmeps(0.3, 0.1) εmeps(0.8, 0.4) emeps
16 1.10e-02 7.14e-03 3.60e-03 2.45e-02 2.98e+00
32 2.99e-05 2.78e-05 3.13e-04 1.05e-03 3.65e-01
64 1.92e-06 8.17e-06 2.71e-07 9.77e-08 1.68e-03
128 1.06e-09 1.58e-09 1.81e-11 2.21e-11 1.87e-06
256 1.11e-16 9.44e-16 3.50e-15 1.20e-14 -

Table 2: errmδ and EOCm for Example 8.1 with q = 4, c = 10 and ε = 1e−03

m δ errmδ EOCm m δ errmδ EOCm

16 10−10 2.73e-09 1.00e+00 32 10−10 2.81e-09 1.00e+00
10−12 2.73e-11 1.00e+00 10−12 2.81e-11 1.00e+00
10−14 2.67e-13 1.01e+00 10−14 2.76e-13 1.00e+00

64 10−10 2.85e-09 1.00e+00 128 10−10 2.86e-09 1.00e+00
10−12 2.85e-11 1.00e+00 10−12 2.86e-11 1.00e+00
10−14 2.82e-13 1.00e+00 10−14 2.90e-13 9.96e-01

Example 8.2. Let Ω be the boomerang domain represented in Figure 1 whose
contour Σ is parametrized by

σ(t) =

(
2

3
sin (3πt), sin (2πt)

)
, t ∈ [0, 1].

The curve Σ has a single corner point at P0 = (0, 0) with interior angle
α = 3

2π. We test our method choosing as exact solution u(x, y) = ρ
1
3 cos

(
θ
3

)
with (ρ, θ) the polar coordinates centered at P0. According with (51), taking
the smoothing parameter q = 4 one has that Ψ̃ ∈ W∞r ×W∞r with r = 1.
Tables 5, 6 and 7 report the numerical results we get.

Table 3: Condition numbers for Example 8.1 with q = 4, c = 10 and ε =
1e− 03

m δ CN m δ CN

32 10−10 7.40e+02 64 10−10 3.03e+03
10−12 7.40e+02 10−12 3.03e+03
10−14 7.40e+02 10−14 3.03e+03
eps 7.40e+02 eps 3.03e+03

128 10−10 1.23e+04 256 10−10 5.71e+04
10−12 1.23e+04 10−12 5.71e+04
10−14 1.23e+04 10−14 5.71e+04
eps 1.23e+04 eps 5.71e+04
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Table 4: emδ for Example 8.1 with q = 4, c = 10 and ε = 1e− 03

m δ emδ m δ emδ m δ emδ
32 10−10 3.65e-01 64 10−10 1.68e-03 128 10−10 1.87e-06

10−12 3.65e-01 10−12 1.68e-03 10−12 1.87e-06
10−14 3.65e-01 10−14 1.68e-03 10−14 1.87e-06

Table 5: εmeps(x, y) and emeps for Example 8.2 with q = 4, c = 10 and ε = 1e−03

m εmeps(0.01, 0) εmeps(0.1, 0) εmeps(0.3, 0.1) εmeps(0.8, 0.4) emeps
16 4.47e-03 2.77e-02 3.72e-02 8.63e-02 4.25e+00
32 2.44e-04 2.56e-03 3.58e-03 9.57e-03 3.03e-01
64 2.08e-06 9.80e-07 7.18e-05 2.35e-06 3.43e-02
128 6.51e-08 1.67e-09 3.31e-08 7.45e-08 1.15e-02
256 4.76e-09 6.61e-11 1.04e-10 3.11e-11

Example 8.3. Let us consider the heart-shaped domain (see Figure 1) bounded
by the curve Σ given by the following parametric equation

σ(t) =

(
cos (1 + α

π )πt− sin (1 + α
π )πt

sin (1 + α
π )πt+ cos (1 + α

π )πt

)(
tan α

2
1

)
−
(

tan α
2

cosπt

)
, t ∈ [0, 1],

where α ∈ (π, 2π) is the interior angle of the single corner P0 = (0, 0).
In Tables 8, 9 and 10 we show the results obtained by fixing α = 5

3π and by
choosing as boundary data those corresponding to the exact solution u(x, y) =
ex cos y. In this case, since the potential u(x, y) is a very smooth function, we
can conjecture that the solution Ψ̃ is very smooth, too, i.e, Ψ̃ ∈W∞r ×W∞r
with r large enough.
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Table 6: errmδ and EOCm for Example 8.2 with q = 4, c = 10 and ε = 1e−03

m δ errmδ EOCm m δ errmδ EOCm

32 10−10 5.37e-09 1.00e+00 64 10−10 5.48e-09 1.00e+00
10−12 5.38e-11 1.00e+00 10−12 5.48e-11 1.00e+00
10−14 5.28e-13 1.00e+00 10−14 5.42e-13 1.00e+00

128 10−10 5.48e-09 1.00e+00 256 10−10 5.50e-09 1.00e+00
10−12 5.48e-11 1.00e+00 10−12 5.49e-11 1.00e+00
10−14 5.47e-13 1.00e+00 10−14 5.44e-13 9.79e-01

Table 7: emδ for Example 8.2 with q = 4, c = 10 and ε = 1e− 03

m δ emδ m δ emδ m δ emδ
32 10−10 3.03-01 64 10−10 3.43-02 128 10−10 1.15-02

10−12 3.03-01 10−12 3.43-02 10−12 1.15-02
10−14 3.03-01 10−14 3.43-02 10−14 1.15-02
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