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Bu�er-speci�c e�ects arise from ionic dispersion forces

Drew F. Parsons,∗a,b‡ Cristina Carucci,a and Andrea Salisa

Bu�er solutions do not simply regulate pH, but also change the properties of protein molecules. The

zeta potential of lysozyme varies signi�cantly at the same bu�er concentration, in the order Tris >

phosphate > citrate, with citrate even inverting the zeta potential, usually positive at pH 7.15, to a

negative value. This bu�er-speci�c e�ect is a special case of the Hofmeister e�ect.

Here we present a theoretical model of these bu�er-speci�c e�ects using a Poisson-Boltzmann de-

scription of the bu�er solution, modi�ed to include dispersion forces of all ions interacting with the

lysozyme surface. Dispersion coe�cients are determined from quantum chemical polarizabilites cal-

culated for each ion for tris, phosphate, and citrate bu�er solutions. The lysozyme surface charge is

controlled by charge regulation of carboxylate and amine sites of the component amino acids. The

theoretical model satisfactorily reproduces experimental zeta potentials, including change of sign

with citrate, when hydration of small cosmotropic ions (Na+, H+, OH� ) is included.

1 Introduction

The influence of salt on interactions between particles in solution
is a core question in engineering and biology. At the simplest level
of modelling described by Poisson-Boltzmann or Debye-Hückel
theory in the theory of Derjaguin-Landau, Verwey-Overbeek
(DLVO), salt solutions affect surface forces solely through their
ionic strength. But in real systems different salts affect surface
forces in different ways. Such ion specificity was first described
by Hofmeister in 1888, studying the solubility of egg white pro-
teins in salt solutions.

Typically such Hofmeister effects are observed at ionic
strengths exceeding 0.1M, approaching physiological salt concen-
trations1,2. But lower concentration Hofmeister effects have been
found3. An intriguing special case is the observation of buffer-
specific effects4–8. Routinely used in biochemical assays to con-
trol pH, buffer solutions are typically assumed to play no other
role, although some adverse effects of specific buffers have been
reported9. Buffers ions are either assumed to have negligible di-
rect effect on substrate properties, apart from those such as sur-
face charge that are determined by pH, or else the experimental
protocol mandates a specific buffer solution with no freedom to
employ an alternative buffer. Buffer specific effects can be surpris-
ingly large, and may be even as extreme as inverting the sign of
the zeta potential under the same low buffer strength of 10 mM5.
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In this work we briefly review buffer-specific effects ob-
served experimentally, in particular zeta potentials measured for
lysozyme. We then present theory to explain these buffer effects,
using a Poisson-Boltzmann model modified to include dispersion
interactions of buffer ions. Dispersion coefficients are evaluated
from quantum chemical calculations of dynamic polarizabilities
of each ion. We find that when the hydration state of small cos-
motropic ions (Na+, H+, OH– ) is taken into account, the theory
satisfactorily reproduces the observed trends in zeta potentials,
including the change in sign observed with citrate buffer. The
agreement between theory and experiment holds well both for
pure buffer solutions (without added salt), and with added salt.

2 Bu�er Speci�c E�ects

Cugia et al. reported the electrophoretic mobility of lysozyme in
various buffer solutions in 20135, presented later as zeta poten-
tials8. 1 g/L of lysozyme was used with a buffer concentration of
10 mM set at pH 7.15. Anionic buffers were taken with Na+ coun-
terion, and the cationic buffer Tris was taken with Cl– as coun-
terion. Measurements were performed without and with added
salt. Results for Tris, cacodylate, phosphate and citrate buffers
without salt and with 100 mM added Na salts (NaCl, NaNO3,
NaSCN) are collated in Fig. 1.

Considering the case of pure buffer without added salt, a clear
buffer-specific effect is observed even at the relatively low buffer
concentration of 10 mM. In Tris buffer the zeta potential is mea-
sured at 20 mV, while in citrate buffer the the sign of the zeta
potential is inverted at −7 mV. Phosphate buffer lies between,
generating the buffer series Tris > cacodylate > phosphate > cit-
rate.
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Fig. 1 Zeta potentials for 1g/L lysozyme in 10mM bu�er at pH 7.15.
Bu�er solutions are Tris, cacodylate, phosphate, citrate. Experimental
values shown in left bar (solid blue), theoretical values calculated in this
work are shown in the right bars (striped red). Theoretical zeta potentials
are evaluated at 3 water diameters from the protein surface.

The buffer-specific trends shown here in lysozyme zeta poten-
tials have been found also in lysozyme adsorption on silica8 (in
the reverse order citrate > phosphate > Tris, indicating that a
smaller positive lysozyme potential counterintuitively increases
adsorption to the negatively charge silica surface). Buffer speci-
ficity is also observed in protein diffusivity6,10, enzyme activity11

and pH measurement4.

3 Bu�er Theory

We employ a Poisson-Boltzmann description of the electrolyte.
Treating the lysozyme protein as a sphere with radius Rp = 1.53
nm12, the electrostatic potential ψ(x) outside the protein is deter-
mined from ion concentration profiles ci(x) by the Poisson equa-
tion in spherical coordinates with spherical symmetry,

−ε0ε (x+Rp)
2 d2ψ

dx2 =−∑
i

zieci(x) (1)

where x = r−Rp is the radial distance from the protein surface,
r is the radial distance from the centre of the protein. zi is the
valency of each ion, e is the elementary charge. i indexes each
ion in the electrolyte, including buffer ions (or neutral species
with zi = 0), H+ and OH– and counterion Na+ or Cl– used to
adjust buffer pH to 7.15 (adjusting pH with HCl or NaOH).

Ion (and neutral molecule) concentration profiles ci(x) are cal-
culated using a Boltzmann relation describing equilibrium with
bulk concentrations ci0,

ci(x) = ci0e−[zieψ(x)+µNES
i (x)]/kT (2)

k is Boltzmann’s constant and T is temperature, taken as 298.15
K (25◦C). zieψ(z) describes the electrostatic potential energy of
the ion. Eq. (1) and Eq. (2) together form the modified Poisson-
Boltzmann model. µNES

i (z) describes nonelectrostatic ion interac-
tions, and distinguishes the model from the conventional Poisson-
Boltzmann model which accounts only for the electostatic poten-
tial. For µNES

i we employ a model of ionic dispersion forces de-
scribed in the next section.

Lastly, solution of the Poisson equation requires specification of

boundary conditions. The slope of the potential at the protein
surface is related to the surface charge σ ,

dψ

dx

∣∣∣∣
x=0

=− σ

ε0ε
(3)

We employ a charge regulated model for surface charge con-
trolled by pH, described below.

The domain of calculation extends away from the protein sur-
face to a distance z = L = 30κ−1, where κ−1 is the Debye length of
the electrolyte. At a distance of 30κ−1 the solution is essentially
bulk solution, represented by a zero-charge boundary condition,
σL = 0,

3.1 Ionic Dispersion Forces

London dispersion forces describe the interactions of instanta-
neous dipoles formed by fluctuations in the electron cloud of a
species due to their dynamic electron polarizability αi. We in-
voke a theory of dispersion forces developed by Mahanty and Nin-
ham13,14, which includes finite-size effects by representing the
ion as a polarizable Gaussian sphere with Gaussian radius ai, em-
bedded in a medium with dielectric function ε(ω). The dispersion
interaction potential, adapted for spherical geometry15, is taken
as

µ
NES
i (z) =

Bigi(x)
x3
(
1+(x/Rp)3

) (4)

gi(x) is a factor that describes finite size effects,

gi(x) = 1+
2x√
πai

[
2x2

a2
i
−1

]
exp

(
− x2

a2
i

)
−

[
1+

4x4

a4
i

]
erfc

(
x
ai

)
.

(5)
It was derived for the interaction of an ion with a planar interface
and is not specifically adapted for a spherical geometry, but serves
to render µNES

i (x) finite at contact (at x = 0),

The dispersion coefficient Bi is evaluated using a variation of
Lifshitz theory, summing the ion polarizability αi and reflection
coefficients ∆ over imaginary frequencies corresponding to Mat-
subara energies h̄ωn = 2πnkT (the factor 2π is incorrectly missing
in Ref. 16),

Bi =
kT
2 ∑

n

′ αi(iωn)∆(iωn)

εw(iωn)
, (6)

∆(iω) is the reflection coefficient for the virtual photons driving
dispersion forces,

∆(iω) =
εw(iω)− εp(iω)

εp(iω)+ εp(iω)
. (7)

εw and εp are the dielectric functions for water and protein, re-
spectively.

The polarizability αi is the effective polarizability of the ion
in the solvent medium (water). Here we determine αi from the
ion’s intrinsic polarizability in vacuum, α0

i using a hard-sphere
Clausius-Mossotti (or more precisely, Lorenz-Lorentz) relation-
ship17,18

αi = 4πε0εwR3
i

εi − εw

εi +2εw
(8)

εi is an effective dielectric function for the ion taken as a hard

2 | 1�8Journal Name, [year], [vol.],



sphere, determined from the vacuum polarizability α0
i ,

εi =
1+2α0

i /(4πε0R3
i )

1−α0
i /(4πε0R3

i )
(9)

Ri is the hard sphere radius of the ion, related to its Gaussian
radius by equating the same ion volume19, R3

i = a3
i 3
√

π/4. At zero
frequency, we also add the rotational polarizability αrot = µ2

0/3kT
to the vacuum polarizability, where µ0 is the permanent dipole of
the ion.

Ion radii and dispersion Bi coefficients calculated by this
method are listed in Table 1. We use a recent description of the
dielectric function of water16 that includes the far UV/soft X-ray
spectrum, 20-100 eV. A detailed optical spectrum for lysozyme is
not yet available, hence a simple generic protein model is em-
ployed20.

We calculated intrinsic ion polarizabilities and dipole mo-
ments in vacuum using quantum chemical methods. Polarizabil-
ities for simple ions have been reported previously21. Polariz-
abilites for buffer ions (and the neutral Tris base) were calculated
in Turbomole22 v7.2 by density functional theory (DFT) using
a PBE0 functional23 with augmented correlation-consistent ba-
sis sets24,25, aug-cc-pVTZ. Dynamic polarizabilities at imaginary
Matsubara frequencies were calculated up to n = 2100. In our
calculations of Bi we used the exact values from quantum chemi-
cal calculations, but for convenience we also present in Table 2 a
5-oscillator model (4-oscillators for H3O+, Tris−H+ and Tris), ex-
pected to provide around 0.001% error relative to quantum chem-
ical values21,

α(iω) = ∑
i

αi

1+ω2/ω2
i

(10)

3.2 Charge Regulated Surface Charge

Protein surface develops as a result of H+ binding or dissociat-
ing at carboxylate and amine sites. Both can be written as acid
dissociation processes with acid dissociation constant pKs

26,27,

−COOH −−⇀↽−− −COO−+H+ (pKs=COOH) (11)

−NH+ −−⇀↽−− −N+H+ (pKs=NH) (12)

(13)

The average total surface charge is the sum σ = ∑s σs over the
charge for each site,

σs = qseNs + eΓ
H
s . (14)

qs is the valency of the dissociated site, −1 for carboxylate and 0
for amine sites. Ns is the site density. ΓH

s describes the degree of
chemisorption of H+ at each site

Γ
H
s =

NsaH

AsKs
(15)

where As = 1+aH/Ks is the inverse of the fraction of fully disso-
ciated sites, In this model we assume that chemisorption involves
only the H+ ion, neglecting more subtle effects driven, for exam-

ple, by competitive chemisorption of metal ions28.
The quantity aH here is defined strictly from the bulk hydrogen

concentration cH0 (corresponding to pH 7.15) as27

aH = cH0 exp
(
−eψ0

kT

)
(16)

where ψ0 is the surface potential ψ(x = 0). It is important to
note that aH is not the activity of the hydrogen ion at the protein
surface27, which in the presence of the nonelectrostatic interac-
tion µNES

H0 of the hydrogen ion (and neglecting activity coefficients
which describe ion-ion interactions) would be cH0 exp[−(eψ0 +

µNES
H0 )/kT ]. We refer to aH as a “partial ion activity”.
The number of each charge site for lysozyme is known29,30,

corresponding to the amino acid composition of the protein. We
estimate surface site densities Ns as the number of sites spread
homogeneously over the spherical protein surface. We apply the
acid dissociation constants determined by Kuehner et al. from
charge titrations30, which enable a better match to experimen-
tal zeta potentials than the older set of constants presented by
Tanford29. Surface charge parameters are collated in Table 3.

4 Results and Discussion

We determine the electrostatic potential outside the lysozyme sur-
face by solving the Poisson-Boltzmann model, Eq. (1) and Eq. (2),
including ion dispersion interactions, Eq. (4). We define the cal-
culated zeta potential as the value of the electrostatic potential at
a distance of 3 water molecules (3 diameters), that is at z= 6.84Å,
taking the hard sphere radius of water19 as 1.14Å. Calculated
zeta potentials are shown in Fig. 1, compared against experimen-
tal values. With ion dispersion interactions included, theory re-
produces experimental well, with values matching within ±5 mV.
Importantly the buffer-specific effect, the buffer Hofmeister se-
ries, is reproduced, showing buffers in the order Tris > cacodylate
> phosphate > citrate. Significantly, theory is also able to repro-
duce charge reversal observed in citrate buffer, where a negative
zeta potential was measured for lysozyme.

We emphasize that the agreement between theory and exper-
iment seen in Fig. 1 has been achieved without the use of fitted
parameters. Ion, buffer and protein properties have been deter-
mined either through the use of quantum chemical calculations
(for ion polarizabilities, and size, determining dispersion coeffi-
cients) or by experimental measurement (charge regulation pa-
rameters for lysozyme). It is therefore worth considering how
the zeta potential is predicted to change as buffer concentration
varies. The calculated zeta potential is shown in Fig. 2 as a func-
tion of buffer concentration.

Interestingly, strong buffer-specific effect is found even at ex-
tremely low buffer concentrations, with ∆ζ = 14 mV between Tris
and citrate at 1µM. We discuss this point further below.

We find that all anionic buffer solutions will achieve charge re-
versal at sufficiently high buffer concentration (obviously charge
reversal is not induced by the cationic buffer Tris). The critical
charge reversal buffer concentration is 6 mM, 25 mM and 40 mM
for citrate, phosphate and cacodylate, respectively.

Maximum charge reversal is found at a buffer concentration 2
or 3 times greater than the critical charge reversal concentration,
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Table 1 Properties of ions and neutral bu�er molecules. ai is Gaussian radius (Eq. (5)), permanent dipole moment µ, static polarizability α0 in vacuum,
dispersion coe�cient Bi (Eq. (6)) interacting with protein surface, ion (molecule) valency, acid dissociation constant (pK) for bu�er pairs

Species ai (Å) µ (D) α0 (Å3) Bi (10−50 Jm3) valency pK
Tris 2.70 2.06 10.99 -12.50 0 8.072
Tris−H+ 2.67 3.95 10.07 -11.49 +1
Cacodylate 2.54 3.68 11.70 -12.79 −1 6.3
Cacodylic Acid 2.48 8.47 9.35 -10.61 0
hydrogen phosphate 2.32 5.59 9.90 -10.42 −2 7.21
dihydrogen phosphate 2.26 5.43 6.77 -7.33 −1
citrate 3.02 3.35 21.19 -23.47 −3 6.396
hydrogen citrate 2.98 2.73 17.30 -20.18 −2

[Na ·3H2O]+ 2.25 0 4.14 -2.58 +1
Cl– 1.86 0 4.86 -4.87 −1
nitrate 2.01 0.961 5.02 -5.56 −1
SCN– 2.18 1.43 8.13 -8.86 −1
H3O+ 0.974 1.64 0.963 -1.99 +1
[OH ·3H2O]– 2.39 0.566 7.31 -6.64 −1

Table 2 Oscillator weights αi (Å3) and oscillator frequencies ωi (eV) for �ve-mode decompositions of the dynamic electronic polarizabilities in vacuum
of bu�er and other ions (see Eq.10). α0 is the static polarizability at ω = 0

Ion α0 (Å3) mode 1 mode 2 mode 3 mode 4 mode 5
α1 ω1 (eV) α2 ω2 (eV) α3 ω3 (eV) α4 ω4 (eV) α5 ω5 (eV)

Tris 10.986 2.621 9.4880 6.708 17.7733 1.597 37.8701 0.0598 123.6151 – –
Tris−H+ 10.067 3.288 11.7885 5.642 20.2507 1.098 42.9752 0.0386 144.1076 – –
Cacodylate 11.704 1.980 4.6944 5.326 10.4813 3.941 20.1305 0.4202 52.7369 0.037 179.6642
Cacodylic Acid 9.347 1.516 7.4632 5.490 13.8460 2.083 25.8524 0.2361 67.6610 0.022 217.5881
hydrogen phosphate 9.903 1.510 3.1806 3.829 7.4202 3.789 17.9755 0.7249 43.7498 0.047 160.5765
dihydrogen phosphate 6.770 1.214 6.8266 3.153 13.3498 2.081 25.5990 0.2982 61.8246 0.024 211.2226
citrate 21.187 3.456 3.3290 7.160 8.2903 8.133 17.8210 2.3361 38.7816 0.100 124.5338
hydrogen citrate 17.297 2.565 5.7369 7.663 11.7658 5.975 23.3381 1.0478 50.4915 0.045 162.3418
[Na ·3H2O]+ 4.140 0.799 9.5637 2.140 17.1706 1.029 32.8362 0.164 73.0301 0.0076 253.7613
Cl– 5.035 1.556 5.8045 2.593 11.0046 0.683 23.2807 0.0203 78.4509 0.0082 301.8525
nitrate 5.022 1.717 6.9016 1.940 15.3415 1.140 28.9292 0.215 65.9835 0.0092 253.7512
SCN– 8.128 1.693 5.3557 4.510 10.1338 1.744 20.5960 0.164 53.2246 0.0164 254.5735
H3O+ 0.9629 0.319 16.3084 0.553 26.7435 0.0873 59.3184 0.0035 211.7261 – –
[OH ·3H2O]– 7.305 1.218 5.6995 3.333 12.0142 2.385 24.0940 0.352 57.6833 0.0169 189.1787

Table 3 Lysozyme surface charge parameters. n, total number of sites
per whole protein. Ns, site density assuming all charge sites are located
on protein surface (spherical radius Rp = 1.53 nm). qs, charge (in units
of e) of dissociated site. pKs, chemisorption dissociation constant for H+

at the site. Parameters from Ref. 30 (tyrosine sites have been averaged
to one group, following Kuehner's treatment of aspartate, lysine)

Site n Ns (sites/nm2) qs pKs
aspartate 7 0.2380 -1 2.9
glutamate-7 1 0.0340 -1 2.6
glutamate-35 1 0.0340 -1 6.1
histidine 1 0.0340 0 5.8
lysine 6 0.2040 0 10.6
arginine 11 0.3739 0 12.77
tyrosine 3 0.1020 -1 10.73
terminal C (leucine) 1 0.0340 -1 3.1
terminal N (lysine) 1 0.0340 0 7.9

where the zeta potential achieves its largest (in magnitude) nega-
tive value. Above that concentration the negative charge reversed
zeta potential weakens back towards zero, due to increased elec-
trostatic screening.

4.1 Buffer Concentration and Ionic Strength
Up to this point we have compared buffer solutions at the same
buffer concentrations, that is the same total buffer concentra-
tions combining both the acidic and basic buffer species. Since

the charges of acidic and basic species in general varies for each
species, this means each buffer solution for the same buffer con-
centration has a different ionic strength. Some variation in pro-
tein properties such as zeta potential is therefore to be expected
simply due to this variation in ionic strength. Nevertheless we
emphasize that ionic strength alone cannot explain the observed
buffer specific effect. In particular high ionic strength alone can-
not explain the charge reversal from positive to negative zeta po-
tential observed with citrate buffer and with added salt. High
ionic strength alone would simply push the zeta potential towards
zero, not cause it to cross over to negative values. This point is
shown in Fig. 3a, showing the zeta potential as a function of ionic
strength (including background H+ and OH– ) with the ionic dis-
persion potential of Eq. (4) switched off (µNES

i = 0 in the Boltz-
mann relation, Eq. (2)). The zeta potential in NaCl without buffer
is also also shown for comparison at the same ionic strength.

Significantly, similarly to Fig. 2, strong buffer specificity is still
found at low ionic strength even without ionic dispersion interac-
tions. Citrate continues to give a nearly 10 mV shift in zeta po-
tential compared to other buffers at an ionic strength of 0.1 mM.
The low concentration sensitivity can be understood through the
nonlinear charge regulation relationship, Eq. (14), Eq. (15) and
Eq. (16), between surface potential and protein charge3. Protein
charge depends not only on bulk pH but also on surface poten-
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Fig. 2 Calculated zeta potentials for lysozyme in Tris, cacodylate, phos-
phate, citrate at pH 7.15, as a function of bu�er concentration. Pure
bu�er solutions without added salt are shown here.

tial. At the same ionic strength the Debye length is the same in
each buffer solution, but even long range decay is strictly speak-
ing only characterized by the Debye length for simpler 1:1 elec-
trolytes31,32. Close to the surface, valency-dependency in the
surface potential can be expected. The capacitance (that is, the
charge/potential relationship) of protein molecules is nontrivial.

The additional nonelectrostatic physisorption of anions driven
by dispersion forces is required to explain charge reversal in the
buffered lysozyme system considered here. In Fig. 3b we show
calculated zeta potentials as a function of total ionic strength of
pure buffer solutions (without added salt), now including ion dis-
persion interactions, Eq. (4). Pure NaCl solution (without buffer)
is shown for comparison.

Valency-dependent buffer specificity is again observed at low
ionic strengths, but buffer specificity becomes stronger, and the
point of widest buffer specificity shifts to lower ionic strength,
∆ζ = 24 mV between Tris and citrate at an ionic strength of 0.2
mM, compared to ∆ζ = 13 mV at 1mM in the absence of ion dis-
persion interactions. All anionic buffer solutions eventually ex-
hibit charge reversal due to adsorption of buffer anions induced
by the dispersion interaction, consistent with the trend seen with
increasing buffer concentration in Fig. 2. Naturally, charge rever-
sal is not found with the cationic Tris buffer.

Interestingly, the high concentration turning point of strongest
charge reversal becomes standardized at a common ionic strength
around 200 mM. At this point the Debye length (0.7 nm at 200
mM) roughly matches the typical spatial range of ion dispersion
interactions. Some buffer specificity is still found in the charge re-
versal concentration, with ionic strength 33 mM for citric, 48 mM
for phosphate, but cacodylate reaches charge reversal at nearly
the same ionic strength as citrate.

5 Discussion of dispersion interactions

In Fig. 4 we present the interaction potentials for the higher-
valency member of each buffer ion pair. For the purpose of com-
paring the strength of the electrostatic and ion dispersion inter-

action energies, the absolute value of the interaction energy is
shown, with the signed potentials presented in the insets. Dis-
persion interaction energies are attractive (negative) for all ions.
Electrostatic ion interactions are attractive in the case of cacody-
late and phosphate, repulsive in the case of Tris and citrate. The
citrate electrostatic interaction is repulsive because of charge re-
versal, a consequence of the strong dispersion interaction of cit-
rate at the protein interface. In fact for all buffer ions the disper-
sion interaction is more than 5 times stronger than the electro-
static interaction at the protein surface.

We consider the length scale of the ion dispersion interaction to
be an important factor in buffer specificity. This can be character-
ized by the crossing point at which the electrostatic and ion dis-
persion energies become equal in magnitude. The crossing point
for Tris−H+ is similar to the radius of the ion, indicating that
the electrostatic interaction dominates over dispersion once the
Tris ion is no longer in contact with the surface. This case could
be modelled using the idea of specific binding (chemisorption)33.
But the crossing point of cacodylate and hydrogen phosphate lies
outside the ion radius, indicating the role of the dispersion inter-
action as nonelectrostatic physisorption, active at a distance from
the surface. The crossing point for citrate lies at 6.4 Å, well past
the region of direct surface contact. That is, referring the zone
of direct ion surface contact as the Helmholtz layer, we find that
the dispersion interaction is significant (stronger than the electro-
static interaction) in the diffuse ion layer outside the Helmholtz
layer.

It is significant that protein charge reversal is achieved through
the dispersion interactions of negative buffer ions at low millimo-
lar concentrations, even with monovalent buffer (cacodylate).
Charge reversal may also occur as a consequence of ion-ion cor-
relation34,35, but correlation effects are associated with high ion
concentrations, typically exceeding 1M for monovalent ions, 100
mM for divalent ions. In the case of trivalent citrate these two
mechanisms for charge reversal, ion dispersion on the one hand
and ion correlations on the other, may be in competition. But
other buffers may still induce charge reversal through dispersion
physisorption in conditions where correlation effects are not ex-
pected to be significant.

The buffer model presented here required a representation of
cosmotropic small ions, Na+ in particular, using explicit hydra-
tion. Explicit water in this case expresses short-range ion-water
interactions in the context of the Mahanty-Ninham model of ion
dispersion forces in which solvent medium penetrates the volume
of the ion. This approach introduces a discrepancy by handling
cosmotropic small ions with explicit water while other ions (in-
cluding chaotropic Cl– ) are treated without explicit water. This
discrepancy can be resolved in the context of a continuum model
through the introduction of an ion cavity18,36,37. Application of a
cavity model to protein interactions will require careful treatment
of both the cavity energy and interface energy at the protein-
solvent interface38.

6 Conclusion

We have presented a theory that describes buffer specific effects
observed in zeta potential measurements of lysozyme, including
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Fig. 3 Calculated zeta potentials for lysozyme. (a) Calculated with purely electrostatic theory neglecting all ion dispersion interactions. (b) Calculated
including bu�er ion dispersion interactions. Calculations made in Tris, cacodylate, phosphate, citrate at pH 7.15, as a function of total ionic strength.
Pure bu�er solutions without added salt are shown here. NaCl solution without bu�er is also shown for comparison.
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Fig. 4 Ion-lysozyme interaction potentials, comparing electrostatic and ion dispersion energies (kT units) for the higher-valency member of each bu�er
ion pair. (a) Tris-H+, (b) cacodylate (1−), (c) phosphate (HPO 2�

4 ), (d) citrate (3−). Electrostatic interactions are evaluated for 10 mM bu�er
concentrations at pH 7.15.
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charge reversal. Key elements of the theory are the incorpora-
tion of ion dispersion interactions (including buffer ions) into a
Poisson-Boltzmann description of the electrolyte, together with a
charge-regulated description of protein surface charge. The size
and polarizability of cosmotropic small ions (Na+, H+, OH– ) are
taken with explicit water, although this may be considered an
implementation detail of the model of ion dispersion forces em-
ployed. Charge reversal (of lysozyme) is predicted with all an-
ionic buffers at 10–50 mM buffer concentrations, with maximal
charge reversal at total ionic strength around 200 mM. Valence-
based buffer specificity is found at low buffer concentrations, with
citrate continuining to give a 10 mV reduction in zeta potential
even at 1 µM concentrations. Charge reversal driven by buffer ion
dispersion forces is predicted even in low-valency buffers where
ion correlation effects are not expected to be significant.
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