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Abstract

The Internet of Medical Things (IoMT) paradigm is becoming mainstream in
multiple clinical trials and healthcare procedures. It relies on novel, very accurate
and compact sensing devices, network and communication infrastructures, opening
previously unmatched possibilities of implementing data collection and continuous
patient monitoring. Nevertheless, to fully exploit the potential of IoMT, some
steps forward are needed. First, the edge-computing paradigm must be added to
the picture. A certain level of near-sensor processing has to be enabled, to im-
prove the scalability, portability, reliability and responsiveness of the IoMT nodes.
Second, novel, increasingly accurate data analysis algorithms, such as those based
on artificial intelligence and deep learning, must be exploited. To reach these
objectives, designers, and programmers of IoMT nodes, have to face challenging
optimization tasks, in order to execute fairly complex computing processes on
low-power wearable and portable processing systems, with tight power and bat-
tery lifetime budgets. In this thesis, the implementation on resource-constrained
computing platforms of a cognitive data analysis algorithm based on a convolu-
tional neural network was explored. The treatment of cardiovascular disease and
fitness tracking were chosen as use cases within the IoMT context to validate our
approach. To minimize power consumption, an adaptivity layer has been added,
the latter dynamically manages the hardware and software configuration of the
device to adapt it at runtime to the required operating mode. The experimental
results show that adapting the node setup to the workload at runtime can save up
to 60% power consumption. The optimized and quantized neural network reaches
an accuracy value higher than 97% for arrhythmia disorders detection and more
than 97% for detecting some specific physical exercises on a wobble board.
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1
Introduction

T he Internet of Things (IoT) paradigm, declined in the so-called Internet
of Medical Things (IoMT), enables seamless collection of a wide range of
data streams, that can be analyzed to extract relevant information about

the patient’s condition. However, in order to make IoMT really ubiquitous and
effective, a step forward is needed to improve scalability, responsiveness, security
and privacy. Most of the efforts aiming in this direction focus on the adoption
of an edge-computing approach. Data streams, acquired by sensors, can be pro-
cessed, at least partially, at the edge, before being sent to the cloud, on adequate
portable/wearable processing platform. This provides several advantages. First,
it reduces bandwidth requirements. Near-sensor processing can extract from raw
data more compact information. In this way, less communication bandwidth is
required to the centralized server, and, at the same time, the energy consumption
related to wireless data transmission is drastically reduced. Second, near-sensor
processing can improve reliability. Monitoring must not rely necessarily on connec-
tion availability and, if immediate feedback to the user and/or local actuation is
needed, the delays through the network can be avoided. Moreover, pre-processed
information can be delivered to the cloud, preserving user privacy avoiding the
propagation of sensitive data.

An extremely important field of application of IoMT is related to the treat-
ment of Cardiovascular Diseases (CVD), a major public health problem that gen-
erates millions of deaths yearly and impacts significantly on health-related pub-

1



Introduction 2

lic costs. As an example, in 2016, ≈ 17.6 million (95% CI, 17.3−18.1 million)
deaths were attributed to CVD globally, representing an increase of 14.5% (95%
CI, 12.1%–17.1%) since 2006 [6]. In Europe, the CVD impact on the economy is
estimated to be around €210 billion [7]. It is commonly accepted that machine
learning and IoT are important for creating a novel assisted living methodology
[8], this is also true for CVD monitoring. In Maskeliūnas et al. [8], many aspects
regarding assisted living and how to improve the quality of this category of de-
vices are discussed, some of them are: the introduction of machine learning can
allow the device to adapt autonomously to the environment and reduces manual
interventions by an operator; the combination of Artificial Intelligence (AI) and
IoT leads to improvements from the point of view of comfort and energy saving,
allows constant monitoring of the environment and learning from its behavior.
CVD treatment with remote monitoring involves in most cases analysis of Elec-
trocardiogram (ECG) signals.

The World Health Organization (WHO) 2010 guidelines state that, excluding
special cases, an average adult should engage in moderate-intensity physical ac-
tivity for at least 150 minutes per week and high-intensity physical activity for
75 minutes per week. Due to their ease of use, accuracy, and portability, fitness
tracker devices have grown in popularity in recent years. In addition to the choice
of CVD treatment as the main use case, physical activity tracking is one of the
use cases chosen in this work to support our thesis.

Creating embedded platforms implementing such kind of analysis is promising,
but, at the same time, very challenging, for several reasons:

• Requires edge computing at low energy/cost budget: Sensor nodes
must be wearable and affordable to implement ubiquitous patient monitor-
ing. Given the high data rate produced by the sensors, wireless raw data
transmission requires an energy budget that cannot be negligible when the
task is implemented in a portable and inexpensive computing device.

• Requires cognitive computing: state-of-the-art events detection/track-
ing tasks are often based on the analysis of manually designed features with
are hard to craft and extract online from the original signal. Thus the com-
munity is shifting focus to techniques based on Neural Networks (NNs) and
Deep Learning (DL), that rely on automatically learned features. However,
existing approaches that use DL for the events recognition, rarely pay atten-
tion to energy consumption to be deployed on low-power processing systems.
Thus, pretty often do not take into account workload reduction and post-
deployment accuracy evaluation.

• Requires adaptivity: Intensity of the processing workload is very depen-
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dent on the needed level of detail and also intrinsically data-dependent. For
example, in the case of ECG analysis, the information to be analyzed is usu-
ally contained in waveform shape of peaks, thus the rate of sample frames to
be analyzed is directly dependent on the patient’s heartbeat rate. This paves
the way to energy consumption reduction by means of an adaptive manage-
ment of the system, that reconfigures itself on the basis of the detected data
and on the chosen Operating Mode (OM).

In this thesis, the implementation of a system for at-the-edge cognitive pro-
cessing of ECG data and fitness activity was explored. A hardware/software setup
for the processing system inside the IoMT node has been designed. Two ref-
erence platforms were selected in order to validate the implemented system on
both a single-core and a multi-core platform. For the single-core case SensorTile
platform was used, a compact processing microcontroller-based device developed
by STMicroelectronics. As a multi-core platform, Orlando board was chosen,
also developed by STMicroelectronics. The implemented system makes use of
a quantized Convolutional Neural Network (CNN), that has been validated in
post-deployment and recovers accuracy drops that arise in real online utilization.
Moreover, a step further in hardware/software optimization using adaptivity has
been taken, allowing the system to reconfigure itself, to suit different operating
modes and data processing rates. To this aim, besides executing the tasks that
implement sensor monitoring and on-board processing, the system includes a com-
ponent called ADAptive runtime Manager (ADAM), able to dynamically manage
the hardware/software configuration of the device optimizing power consumption
and performance. ADAM creates and manages a network of processes that com-
municate with each other via First In First Outs (FIFOs) queues. The morphology
of the process network varies to match the needs of the operating mode in execu-
tion. ADAM can be triggered by re-configuration messages sent by the external
environment or by specific workload-related variables in the sampled streams (e.g.
patient’s heartbeat pace). When triggered, ADAM changes the morphology of the
process network, switching on or off processes, and reconfigures the inter-process
FIFOs. Moreover, depending on the new configuration it changes the hardware
setup of the processing platform, adapting power-relevant settings such as clock
frequency, supply voltage, peripheral gating.

The remainder of this thesis is as follows: Chapter 2 shows what the current
IoT challenges are as applied to continuous monitoring devices in the health care
domain; in Chapter 3 the hardware platforms used and the tools exploited and
implemented to support our thesis are described. Additionally, the ADAM com-
ponent developed, capable of dynamically managing the device configuration, is
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explained; Chapter 4 presents the implementation case related to the detection of
anomalies in ECG trace, shows how the application model was adapted to this
use case, the techniques exploited and how the cognitive analysis was designed.
Finally, it is shown how the system handles post-deployment non-idealities; Chap-
ter 5 discusses how the system was designed to be able to identify the execution
of some simple sensorimotor exercises on a common wobble board; in Chapter 6
design changes are described to adapt the system seen in Chapter 4 to run on a
multi-core platform. A multi-core platform provides greater computational capac-
ity, but the ability of such devices to handle parallel computing and pipelining
capabilities must be managed; finally, Chapter 7 outlines our conclusions.



2
State of the art

T he IoT consists of a network containing a huge number of interconnected
devices, as a result, devices are becoming smarter and the quality of in-
formation available from the network is increasingly high. On the other

hand, the IoT network is still trying to take its own shape, however, its technolog-
ical development has already started to take giant steps. The real expansion will
presumably take place with the advent of the 5th Generation (5G) network, the
standards of this network allow the IoT to develop throughout the territory in a
widespread manner. In order to design a reference platform with the purpose of
exploiting it as an IoT node, it is necessary to study what the current technology
makes available, understand what are the advantages but also the limitations. This
chapter will mention some of the works proposed in literature that offer IoT solu-
tions for health care. Many of these solutions involve collecting and analyzing data
only on the cloud. The cognitive edge-computing paradigm on the other hand in-
troduces many advantages in terms of responsiveness, accuracy and data security.
We will focus on works dealing with ECG monitoring and anomalies detection but
also on sensorimotor exercise detection, showing how deep learning-based analysis
achieves detection accuracy values equal to or better than more traditional meth-
ods. Finally, we compare methodologies used in the literature to manage workload
and energy consumption in high computational capabilities edge-devices.

5
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2.1 IoT for healthcare solutions
Multiple solutions involving the use of sensor networks in hospitals or at home and
the IoMT are proposed in literature [9, 10, 11]. Most of these studies exploit a
cloud-based analysis: data is usually encapsulated in standard formats and sent to
remote servers for data mining. Most research work takes into account wearability
and portability as main objectives when developing IoMT-based data sensing ar-
chitectures, thus devices available on the market can guarantee autonomy for days
or weeks [12, 13].

Commercial devices such as Medtronic SEEQ Mobile Cardiac Telemetry (MCT)
System and ViSi Mobile System have been designed to fit non-invasively into the
skin and body, both devices allow vital sign monitoring, in particular, the first
one, focuses on cardiac activity. These devices provide for raw data streaming to
the cloud and arrhythmias recognition, however, power consumptions in different
operating modes are not specified, and no data relating to the detection accuracy
are available.

2.1.1 Integration of cognitive processing on IoMT devices
Cognitive IoT for domestic and hospital scenarios are adaptive, interactive and
contextual. Adaptive describes a system that can learn and adapt to diverse con-
texts without user involvement, since a home environment, user requests and needs
fluctuate in real time. Interactive references a system that can interact with hu-
mans, services, tools and devices; the system can also ask a user questions, if a
situation under analysis is still unclear. A contextual system can recognize time,
temperature, pollution, noise, human body language, requests and needs [8]. Al-
though AI is not a new concept, its application still has critical issues [14]. This
is due to the extremely dynamic nature of smart environments, as well as the
massive amounts of hard real-time data generated by residents and the environ-
ment itself [15]. On the other hand, IoT technologies provide a solid foundation
for distributed data collection and environment control via various actuators and
appliances. The combination of AI and IoT opens up new possibilities, allowing
for new types of intelligent pervasive systems and platforms [16, 17], providing the
highest level of comfort, energy savings, and new personalized services for residents
of intelligent environments. To really use cognitive computing at the edge, more
complex and accurate algorithms, such as those exploiting artificial intelligence or
deep learning, must be targeted. Their efficiency has been widely demonstrated on
high-performance computing platforms in medical and health care fields. Some ex-
amples are [18], where an NVIDIA GeForce GTX 1080 Ti (11 GB) is used [19], that



State of the art 7

uses a 3.5 GHz Intel Core i7-7800X CPU, RAM 32 GB, and a GPU NVIDIA Titan
X (Pascal, 12 GB), or [20], based on an i7-4790 CPU at 3.60 GHz. However, how
to map state-of-the-art cognitive computing on resource-constrained platforms is
still an open question. There is an ever-increasing number of approaches focusing
on machine learning and artificial intelligence to identify specific events in physi-
ological data. In Tabal et al. [21] and Magno et al. [22] authors exploit Artificial
Neural Network (ANN) to detect specific conditions from the proposed data. In
Magno et al. [22], an ANN is used to identify the emotional states (happiness or
sadness) of the patient. However, network topologies are still very basic, highly
tuned and customized to fit on the target device.

2.2 Sensory nodes for cardiovascular disease treat-
ment

As already described in Chapter 1, cardiovascular diseases are one of the most
frequent causes of death worldwide, which is why there is also a strong interest
among the scientific community to address this issue. There are several works that
implement ECG monitoring on customized chips, it is shown that with low energy
consumption it is possible to classify cardiac anomalies in real-time even using
AI methods. In Lee et al. [23] wavelet theory was adopted to perform features
extraction and classification, an accuracy of 97.25% was achieved on arrhythmias
recognition. In Chen et al. [24] an excellent job of researching the compromise
between complexity and performance on different classifiers with different lead
configurations was made. In particular, they obtained good results with a Linear
Discriminant Analysis (LDA) using the spectral energy of the PQRST complexes
as features. In Bayasi et al. [25] a Naive Bayes classifier is exploited, they ob-
tained an accuracy equal to 86% on arrhythmias recognition using the PQRST
points detected with a Pan-Tompkins algorithm as features. In Ince et al. [26] a
wavelet-based algorithm is used to extrapolate morphological and temporal fea-
tures, a Principal Component Analysis (PCA) is used to reduce the dimensionality
and redundancy of the features. An accuracy of 97.4% was obtained with an evo-
lutionary ANN. In Amirshahi and Hashemi [27] and Kolağasioğlu [28] possible
implementations of arrhythmia classification algorithms based on spiking neural
networks are shown.

Despite the choice of using Application Specific Integrated Circuits (ASICs)
leads to the development of ultra low-power devices, but is not a very versatile
solution. A large number of works focus on implementing efficient off-the-shelf
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commercial devices to facilitate easier community adoption of these techniques.
Several target technologies have been used in the literature, such as Field Pro-
grammable Gate Array (FPGA) or microcontroller-based boards. A substantial
number of research works are dedicated to studying IoT devices in the medical
field, in particular ECG monitoring and anomalies detection. In Deshmukh and
Chaskar [29] and Arun et al. [30], authors deal with simple ECG monitoring on
wearable devices. In Satija et al. [31] and Xu [32], authors treat with particular
attention the aspect of Signal Quality Assessment (SQA), identifying the signal
quality level is useful for knowing when to ignore the input data or even when to
put the device into a sleep state. In Natarajan and Vyas [33] a system that uses
Compressive Sensing (CS) to compress bio-signals in a power-efficient way is pro-
posed. In Spanò et al. [34], authors propose a monitoring device with a particular
focus on low energy consumption.

2.2.1 Cognitive approach for cardiovascular disease detec-
tion

In some works proposed in the literature dealing with ECG signal monitoring,
local processing is used only for implementing easy checks on raw data and/or
marshaling tasks for wrapping the sensed data inside standard communication
protocols [35, 36, 37, 38]. On the other hand, there are numerous works in the
literature that exploit cognitive computing for CVD detection, even at the edge. To
really use cognitive computing at the edge, more complex and accurate algorithms,
such as those exploiting artificial intelligence or deep learning, must be targeted.

The cognitive approach that involves the use of CNNs shows promise in terms
of accuracy in detecting ECG signal arrhythmias compared to other traditional
strategies based or not on artificial intelligence algorithms [39, 40], Moreover, in
most cases, the use of CNNs allows to classify an ECG signal even if not pre-
processed. The most common strategies present in many state-of-the-art works
that allow to improve the efficiency of these IoT nodes are: moving the inference
operations at the edge, choosing a low-power devic and quantization techniques to
speed up the network execution of the inference stage.

In Deshmane and Madhe [41] it’s shown how with CNNs approach it’s possible
to obtain higher accuracy values for patient ECG-based authentication (81.33%,
96.95%, 94.73% and 92.85% on MIT, FANTASIA, NSRDB and QT database re-
spectively) if compared with other traditional methods such as K-Nearest Neigh-
bors (KNN) and Support-Vector Machines (SVMs). Unlike our work, In Deshmane
and Madhe [41] signal filtering techniques are used to clean up noise and features
extraction, these techniques require a considerable amount of resources and lead
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to a consequent increase in power consumption. The CNN input signal we are
considering is a raw signal without any pre-processing.

In Walinjkar and Woods [42] the importance of real-time monitoring is dis-
cussed, they propose a system capable of recognizing anomalies on ECG, testing
their methodology with various machine learning techniques.

Another interesting work was presented In Rani Roopha Devi et al. [39], in
addition to the comparison with other techniques used to analyze the ECG trace,
Latent Semantic Analysis (LSA) techniques were used to improve the accuracy of
the network. Both training and inference take place on the cloud side, our aim is
to move the inference to the edge of a low-power device in order to reduce latency
times and reduce energy consumption due to wireless communication.

In Xitong et al. [43] excellent results were obtained for ventricular arrhythmias
and supraventricular arrhythmias classification: 99.6% and 99.3% for accuracy
value, 98.4% and 90.1% for sensitivity value, 99.2% and 94.7% for positive predic-
tive value, respectively. In Xitong et al. [43] a double CNN is used, one of them
takes as input the frequency domain information of the ECG signal (a fast Fourier
transform is performed). This methodology, despite the excellent results in terms
of accuracy, was not taken into consideration in our case because it’s particularly
expensive to perform on a microcontroller.

In Naz et al. [44], the authors obtain excellent results in terms of accuracy, they
used a method similar to the one used In Ma et al. [45] to combine the output
features of three independent neural networks (VGG19, AlexNet, and Inception-
v3) and then classify them as a single output. The methodology used allows a
significant increase in terms of accuracy (97.6%) compared to the use of neural
networks chosen individually, however, this method is too resource-expensive in
terms of memory and computational load to be executed in a microcontroller such
as the one we selected. In Sakib et al. [40], again, there is proof of how neural
networks obtain good results if compared with methods such as KNN and Random
Forest (RF) (95.98% on MIT-BIH Supraventricular Arrhythmia Database) and the
inference occurs directly from the IoT node but the power consumption remain
relatively high once again, they are used in fact non-low power devices such as
Raspberry Pi 4 or Jetson Nano. Always In Sakib et al. [40], a good job of research
has been done on the morphology of the CNN network that was more suitable for
inference on ECG signals, the network we used provides a structure very similar
to the one chosen In Sakib et al. [40].

In Azimi et al. [46], good results are obtained in terms of accuracy for arrhyth-
mia classification using the MIT Arrhythmia dataset (96% using MIT Arrhythmia
dataset), the inference does not occur on the cloud side, nor on the sensorial de-
vice at the edge, but from a device located within the same Wireless Body Area
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Network (WBAN) network. The sensory device, therefore, remains in constant
communication with the outside to send the raw data of the signal. An approach
similar to [47] was chosen, an embedded device was chosen that is able to perform
the inference directly on the node. In Burger et al. [47], a study was made on
the variation of accuracy as a function of different quantization levels, they choose
a precision of 12-bit with an accuracy of 97%, but it’s visible that already from
6-bit upwards the accuracy levels exceed the 90%. Power consumption is around
200 mW during computation and the node is based on FPGA technology.

In Yeh et al. [48] ResNet, AlexNet, and SqueezeNet neural network are used,
an accuracy of 97% is achieved. In addition to the use of much more expensive
computational neural networks, there is an overhead due to encoding the raw ECG
signal into a JPEG image. The platforms chosen are Arduino UNO for signal
acquisition and Raspberry Pi 3B+ to process the raw signal, making the power
consumption considerably higher than a solution based only on microcontroller.

Other works with which we are confronted are [49, 50, 51, 52]. Table 2.1 lists
and describes the main works we were confronted with.

2.3 Cognitive IoMT node for sensorimotor exer-
cise detection

The guidelines of the WHO in 2010 document state that an average adult should
engage in physical activity of moderate intensity for at least 150 minutes per week
and 75 minutes per week at high intensity, excluding special cases [53]. Tracking
and encouraging good levels of physical activity can improve people’s health [54].
Fitness tracker devices have had a rapid development in recent years, due to their
ease of use, accuracy, and portability. Events in a trackable signal, although
seemingly simple, can be difficult to identify and recognise within the data stream.

In our use case, a CNN is used to identify and recognize simple physical exer-
cises performed on a wobble board. In Nilsson et al. [4] and Blažica and Krivec [55],
the authors propose the use of a wobble board in creative way, to entice people to
its use, as it is very important in ankle rehabilitation. In a review of the concept of
patient motivation [56], the authors describe how motivation has been considered
in relation to rehabilitation associated with strokes, fractures, rheumatic disease,
aging, and cardiac and neurological issues. The limited motivation of some individ-
uals may, at least in part, be ascribed to the tedious nature of the ankle exercises
and the inability to monitor one’s improvement throughout the course of the train-
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Reference Node technology Processing
placement

Power con-
sumption

Accuracy and Dataset Classification
method

Xitong
et al. [43]

− − − MIT-BIH ventricular arrhythmias and
supraventricular arrhythmias classification:
99.6% and 99.3% for accuracy value, 98.4%
and 90.1% for sensitivity value, 99.2% and

94.7% for precision value, respectively

CNN

Rani
Roopha

Devi
et al. [39]

− training
and

inference
on cloud

− 94% for sensitivity vale, 99,3% for accuracy
value on custom dataset

CNN +
LSA

method

Mathews
et al. [49]

− − − accuracies of 93.63% for ventricular ectopic
beats and 95.57% for supraventricular

ectopic beats on MIT Arrhythmia dataset

RBM and
DBN

Sannino and
De

Pietro [50]

− − − MIT-BIH dataset, NSVFQ classes: 99,09%,
98,55% and 99,52% for accuracy, sensitivity

and specificity value, respectively

DNN

Naz
et al. [44]

− − − 97.6% accuracy on MIT-BIH dataset for
ventricular tachyarrhythmia desease

CNN

Kiranyaz
et al. [51]

Intel I7-4700MQ
at 2.4 GHz (eight

CPUs) and
16-Gb memory,
but designed to
run on cheaper

and less powerful
architectures

inference
on edge

− accuracy up to 99% for ventricular ectopic
beats and up to 97.6% for supraventricular
ectopic beats on MIT Arrhythmia dataset

adaptive
implemen-
tation of

1-D CNNs

Azimi
et al. [46]

hierarchical
structure

training on
cloud,

inference
on edge

− 96% for accuracy value on MIT Arrhythmia
dataset

CNN

Burger
et al. [47]

FPGA inference
on edge

200 mW I 97% accuracy value for NLRAV classes on
MIT Arrhythmia dataset

quantized
CNN

Sakib
et al. [40]

Jetson Nano
(Quad-core ARM
A57 @ 1.43GHz),

Raspberry Pi 4
(Quad-core

CortexA72 @
1.5GHz),

Raspberry Pi 3
(Quad-core

Cortex-A53 @
1.4GHz)

inference
on edge

− 95.27% accuracy value for NSVF classes on
MIT-BIH Supraventricular Arrhythmia

Database

CNN

Yeh
et al. [48]

Arduino UNO
and Raspberry Pi

3B+

inference
on edge

− 97% for accuracy value for: rhythm, QRS
widening, ST depression, and ST elevation

categories for detecting arrhythmia
disorders on MIT Arrhythmia dataset

DNN

Hou
et al. [52]

Raspberry Pi 3 training on
cloud,

inference
on edge

− 98% for accuracy value for: normal(NOR),
Left Bundle Brunch Block(LBB), Right

Bundle Brunch Block (RBB), Paced
beat(PAB), Premature Ventricular

Contraction(PVC), Atrial Premature
Contraction(APC), Ventricular Flutter

Wave(VFW) and Ventricular Escape
Beat(VEB) beats for detecting arrhythmia

disorders on MIT Arrhythmia dataset

CNN

Our work ST SensorTile inference
on edge

9 mW II MIT-BIH dataset, NLRAV and NSVFQ
classes: 97.42% and 96.98% for accuracy
value, 98.26% and 98.22% for sensitivity
value, 98.28% and 98.52% for precision

value, respectively

quantized
CNN

IWhen fully active.
IIThe device adapts itself to the workload and operating mode, the worst case is reported.

Table 2.1: Structure of some devices proposed in literature.
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ing process [3]. A similar approach is considered in our work, the implemented
system detects and identifies some simple sensorimotor exercises performed on the
wobble board, giving a percentage of correct execution at the end of the exer-
cise. As far as we know, our system is the only one that applies state-of-the-art
deep learning-based techniques to recognize some specific movements on a wobble
board, managing hardware and software dynamically in order to minimize power
consumption.

2.4 Edge-computing paradigm & runtime adap-
tivity on nodes with low or high computa-
tional capabilities

On the one hand, the community is working on the design of low-power devices ca-
pable of supporting processing that exploits artificial intelligence techniques, these
types of devices include accelerators, parallelization elements, and flexible power
management. In the market or in the literature there are devices based on System
on a Chip (SoC) or Systems on a Module (SoM) [57, 58, 59], embedded GPUs [60],
or FPGA-based accelerators [61]. Among the different solutions regarding hard-
ware accelerators, Adaptive Compute Acceleration Platform (ACAP) produced by
Xilinx [62] combines the potential of three types of engines: Arm cores (scalar en-
gines), the programmable logic (Adaptable Engines), and the new vector processor
cores (AI engines). This tightly coupled hybrid architecture allows more dramatic
customization and performance increase than any one implementation alone. In
Przybył [63], the author presents a new type of architecture based on fixed-point
arithmetic. The substantial difference compared to traditional solutions is the
choice of the representation scale, which in this case occurs during compilation,
while in the case of floating-point arithmetic it is done during execution. Other
distinctive features of the proposed method are universal superscalar architecture
and asymmetric structure of working registers.

On the other hand, there is a remarkable work of software development that
tries to optimize firmware, middleware or libraries that optimize the mathematical
tools used to implement solutions that exploit AI, some of them specifically cre-
ated to run on specific platforms. Among these, we find: CUDNN [64] for GPUs
ARM-NN for microcontrollers based on ARM Cortex processors [65]; Common Mi-
crocontroller Software Interface Standard (CMSIS). Other important techniques
are pruning and quantization, widely discussed in the literature and which lead
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to significant improvements in terms of energy efficiency. In Liang et al. [66], the
authors discuss very thoroughly both the pruning and quantization compression
techniques by testing them individually or simultaneously with different frame-
works that support them. They analyze their strengths and weaknesses and pro-
vide practical guidance for compressing networks. Google Brain has proposed a
new data format called Brain Float 16, it has gained wide adoption in AI acceler-
ators from Google, Intel, Arm, and many others. The purpose is to minimize the
prediction accuracy degradation due to a lowering of the data precision, with a
consequent increase in throughput. The main difference comes from truncating the
Floating Point 32 mantissa field from 23 bits to 7 bits [67]. In Dziwiński et al. [68],
the authors propose a hardware implementation method of MRBF-TS systems.

2.4.1 Runtime adaptivity
An embedded system is defined as reconfigurable if it has the ability to change
its software or hardware behaviour at runtime, this change may derive from an
autonomous decision of the system or an external imposition. Software component
reconfiguration corresponds to adding, removing or updating software tasks that
implement the system. An example may be the addition of data processing task
due to a user decision. Hardware reconfiguration, on the other hand, corresponds
to adding, removing or updating physical components of the system. An example
of this could be the variation of the system frequency imposed by an internal de-
cision, due to the variation of the workload and therefore the real time constraints
to be respected. In Boukhanoufa [69] the authors state that real-time systems
can be distributed and operate in a dynamic environment. Therefore, to ensure its
operation and maintainability, different operating modes and reliability techniques
must be introduced. According to Wang et al. [70], new generations of embedded
control systems are addressing new criteria such as flexibility and agility.

Introduced with International Business Machines (IBM)’s vision of autonomic
computing, dynamic adaptation has been a very active area since the late 1990s
and early 2000s [71]. Many of the existing techniques focus on adapting nodes
with high computational capabilities. Adaptation of low-power, low-capacity de-
vices has received less attention. With few resources available, the use of standard
operating systems, middleware and frameworks is more complicated, making it dif-
ficult to design adaptive software. Low-level programming languages and ad-hoc
manual solutions are often used. While this might be acceptable for building static
and dedicated applications, this is not an ideal solution for IoT or data-dependent
systems. One area where there is extensive study of runtime reconfiguration is cer-
tainly that of distributed systems. A distributed system is a collection of processes
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working together to accomplish some task. Each process is a deterministic program
unit able to execute separately from, and concurrently with, other processes [72].
In Fouquet et al. [73] the authors present a version of Kevoree called µ-Kevoree
aimed at use on microcontroller-based devices. Kevoree is an open source project
that aims at enabling the development of reconfigurable distributed systems [74].
Some points of Kevoree framework present in the authors implementation and of
inspiration to our methodologies are:

• Parametric adaptation. Dynamic update of parameter values, e.g. change
of sampling rate in a component that wraps a physical sensor (adaptation of
instance properties).

• Architectural adaptation. Dynamic addition or removal of bindings or com-
ponents, e.g. replication of software components and channels on different
nodes to perform load balancing (adaptation of instances graph).

As far as we know, our proposed reconfiguration component called ADAM is the
only one that deals with the above microcontroller reconfiguration aspects that can
simultaneously interact with an Real-Time Operating System (RTOS) in terms of
thread management and Dynamic Voltage and Frequency Scaling (DVFS). All the
functionalities of this component will be described later in Section 3.5.

Regarding high-capacity devices, there are many works in the literature on ar-
chitectural adaptation and specifically in the load balancing in multi-core devices.
In Tuveri et al. [75], authors present a runtime approach to reconfigure core-to-task
mapping and degree of parallelism of the application when the available resources
or the application workload change, targeting shared-memory platforms. This
work, however, focuses on fault tolerance and not on dynamically changing work-
load. Moreover, it’s not tested on a dynamically manageable processing chip. In
Jahn and Henkel [76], authors present an approach for workload self-organization
on multi-cores. However, differently from our approach, computing tasks are seen
as indivisible and only their mapping to the different cores is changed. In Choi
et al. [77], tasks can be duplicated on multiple cores in order to have more freedom
in pipeline organization, however, this is not tested on data-dependent workload
and on cognitive computing.

Section 2.4.2 and 2.4.3 summarise the main approaches in literature about
CNN workload partitioning and mapping and about dynamic voltage and fre-
quency scaling in CNN-based designs. To the best of our knowledge, our work is
complementary to both these kinds of strategies, being the first attempt to bring
together dynamic remapping of CNN operators and consequent dynamic man-
agement of the hardware setup. Both these aspects are managed by the ADAM
component.
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2.4.2 CNN workload partitioning and mapping
There are different ways of distributing the workload (convolutional layers) on
multiple cores, one of the possible strategies is called the “kernel-level”, it involves
the distribution of the kernels of a layer-nth, and therefore the output features
calculation of the layer-nth, in a balanced way across all cores. Many state-of-
the-art libraries adopt this solution, for example ARM-CL [78], tengine [79] or
NCNN [80]. In Wang et al. [81], the authors indicate two approaches for work-
load partitioning in CNNs: layer-level and kernel-level strategy. The “layer-level”
strategy involves assigning each layer to a group of cores, the number of cores
per group is variable and, since not all cores are used for the layer-ith, pipelining
techniques are used in order to maximize the throughput. The authors present
Pipe-it, a framework capable of estimating the computational load of all layers
and, using a layer-level strategy, very efficiently distributes the workload on the
available cores in heterogeneous multi-core platforms. The layer-level strategy is
equivalent to the method that we use in this work, however, In Wang et al. [81] it’s
not applied at runtime, but only during design time, design space exploration. In
Wu et al. [82], the authors exploit the layer-level strategy obtaining good results
as already demonstrated with the Pipe-it framework, in addition, they show the
importance of taking into account the cache resources per core. Distribution of the
workload that takes this fact into account minimizes the inter-core feature-map
data movement overhead, finally demonstrating how, in the use case they consid-
ered, there is a 73% performance improvement. Also In Wu et al. [82], strategies
are chosen only at design time. The reference platform that we used, Orlando
board, lends itself well to the optimizations proposed In Wu et al. [82], due to
the presence of intra-core memories that can reduce the features transfer, but the
complexity of a generic neural network may require a quantity of memory for fea-
tures that often exceed what is usually made available by data caches. In Table
2.2 the main features of the most important works in the literature concerning
CNN workload partitioning and mapping are shown.

2.4.3 Dynamic Voltage and Frequency Scaling
Another aspect dealt with in our work and already widely discussed in the lit-
erature, concerns Dynamic Voltage and Frequency Scaling (DVFS). It has been
discussed in the literature how to use the DVFS in order to better manage the
temperatures of the processing units. In Huang et al. [83], they tackle the prob-
lem of overheating in different ways: by judiciously selecting tasks with different
thermal characteristics as well as alternating the processor’s active/sleep mode or
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Work /
Framework

CNN workload partitioning and mapping Runtime

Kernel-level Layer-level

ARM-CL, Arm [78] ✓

tengine, OAID [79] ✓

NCNN, Tencent [80] ✓

Pipe-it, Wang et al. [81] ✓ ✓

Wu et al. [82] ✓ ✓

Our work ✓ ✓ ✓

Table 2.2: Qualitative comparison with CNN workload partitioning and mapping
studies.

by exploiting the DVFS potential offered by the platform. In Yu et al. [84] and Yu
et al. [85], the authors show how they dynamically choose the system output qual-
ity under temperature constraints, in the use cases they considered, the system
output quality is highly dependent on the application of DVFS. In Ma et al. [86],
on the other hand, the authors deepen the aspect linked to the reliability, the use
of DVFS takes into account the minimization of the thermal cycles that stress the
chip. In Weissel and Bellosa [87] and Vogeleer et al. [88], the authors exploit DVFS
techniques with the sole purpose of maximizing energy efficiency. In particular, the
first ones refer to general-purpose CPU systems while the second work focuses on
the CPUs of commercial smartphones and how much the system frequency plays
a fundamental role in them in terms of energy minimization.

Similarly to Weissel and Bellosa [87] and Vogeleer et al. [88], in our work DVFS
techniques will be used to maximize energy efficiency, furthermore, techniques to
respond to CNN-based workload variations by the use of task-mapping techniques
at runtime on a multi-core platform will be discussed. There are other works that
combine CNN applications with DVFS techniques on ASIC, CPU, or GPU based
devices. In Nabavinejad et al. [89], the authors show how through the DVFS
techniques and the choice of the precision of the Deep Neural Network (DNN) it
is possible to reach a certain level of inference accuracy and power consumption
under latency constraints. In Motamedi et al. [90], the authors develop a principled
approach and a data-driven analytical model to optimize the granularity of threads
during CNN software synthesis. In Bong et al. [91], the authors propose a CNN-
based low-power facial recognition system, the DVFS mechanism is the basis of
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Work DVFS constraints DVFS on CNN Dynamic partitioning
and mapping

Temperature Energy

Huang et al. [83] ✓

Yu et al. [84] ✓

Yu et al. [85] ✓

Ma et al. [86] ✓

Weissel and Bellosa [87] ✓

Vogeleer et al. [88] ✓

Nabavinejad et al. [89] ✓ ✓

Motamedi et al. [90] ✓ ✓

Bong et al. [91] ✓ ✓

Santoro et al. [92] ✓ ✓

Our work ✓ ✓ ✓

Table 2.3: Qualitative comparison of some works in literature using DVFS tech-
niques.

their method to increase energy efficiency. In Santoro et al. [92], authors use a
performance-power analytical model fitted on a parametrized implementation of a
DL accelerator in a 28-nm FDSOI technology to explore a large design space and
to obtain the Pareto points that maximize the effectiveness of DVFS in the sub-
space of throughput and energy efficiency. Finally, in Table 2.3 some of the main
works in the literature dealing with the dynamic voltage and frequency scaling and
our work are shown.

2.5 Current scenario summary and proposed nov-
elties

Of the aforementioned devices on the market that are proposed as health monitor-
ing solutions, the majority only provide data transmission to the cloud, thus not ex-
ploiting the potential of the edge-computing paradigm. However, edge-computing
is not a simple application solution from a design point of view, especially when a
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cognitive analysis is introduced. For example, the power consumption of resource-
limited devices performing on-edge analysis may be high compared to the same
system producing the data for cloud-side analysis. Or, moving the analysis on-edge
may lead to an unacceptable drop in the quality and performance of the analysis.
Therefore, it becomes important to exploit a model that better integrates with
the resources used both from a software and hardware point of view. Cognitive
analysis has been extensively validated in the literature by exploiting the com-
putational potential of high-capacity devices based on floating-point architecture
without often considering power consumption. In the previous sections, several
examples are given of models based on artificial intelligence able to detect anoma-
lies in the patient’s ECG but evaluated on high-performance hardware. Today,
there are few devices able to efficiently analyze patient’s data by exploiting deep
learning techniques on portable devices with limited resources. In this context,
the term efficiency refers to a device capable of achieving high detection accuracy
through deep learning techniques while maintaining low power consumption. To
remedy some of these shortcomings, this thesis proposes:

• The definition of a hardware/software/firmware architectural template for
the implementation of a remotely-controlled sensory node, allowing for near-
sensor cognitive data processing for cardiac anomalies detection and physical
exercises.

• Its validation on a state-of-the-art data analysis based on a Convolutional
Neural Network.

• The evaluation of the effectiveness of in-place computing and operating mode
dynamic optimization on ARM microcontroller platform and multi-core plat-
form, as a method to reduce the power consumption of the node.



3
Methodologies, techniques and

architectures

A n overview of the system architecture as provided in this thesis is shown in
Figure 3.1, it is divided into three levels. The lower level is composed of the
sensor nodes, which acquire information from the environment. They are

connected to the upper level using Bluetooth Low Energy (BLE) technology. The
nodes are capable of reacting, reconfiguring their operating mode, to commands
sent from higher levels, or to workload changes that can be detected near-sensor,
thanks to the internal component called ADAM which will be described later. The
intermediate level consists of several gateways, in charge of collecting the data from
the sensor nodes and send them to the upper level. To test the approach presented
in this work, the gateway was implemented with a Raspberry Pi 3 running a Linux
operating system. For the same purpose, the cloud-based infrastructure, on top of
the stack, has been implemented using Google App Engine. Data is stored securely
on the cloud, and can be used for analysis or simply visualized by a healthcare
professional. Such kind of user, accessing a web-based interface, can also send
downstream commands to the nodes, to communicate a required change of the
operating mode, e.g. changing the needed detail of acquisition of the patient’s

19
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Figure 3.1: General overview of the proposed system.

parameters. In this thesis, attention will be focused only on the sensor node. The
sensor node architecture itself can be seen as a layered structure, schematized in
Figure 3.2. In the following sections, a description of each level and of the main
instruments and methodologies used is provided.

The bottom layer is the hardware platform, which may be any kind of pro-
grammable microcontroller, that integrates sensors to take care of data acquisition,
one or more processing elements, to manage housekeeping and pre-processing, and
an adequate set of communication peripherals, implementing transmission to the
gateway.

The hardware platform is managed at runtime by a firmware/middleware level,
potentially including some Operating System (OS) support, to enable the man-
agement and scheduling of software threads. Moreover, this level must expose a
set of low-level primitives to control hardware architecture details (e.g. access to
peripherals, frequency, power operating mode, performance counting, etc.), and a
set of monitoring Application Programming Interfaces (APIs) to continuously con-
trol the status of the hardware platform (e.g. energy and power status, remaining
battery lifetime) and to characterize the performance of the different application
tasks on it.

At the top of the node structure, there is the software application level, which
executes tasks designed according to an adequate application model based on pro-
cess networks, to be easily characterized and dynamically changed at runtime. To
implement adaptivity, we add to the application an additional software agent, that
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Figure 3.2: IoMT node architecture overview.

we call ADAM, which is in charge of monitoring all the events that may trigger
operating mode changes (workload changes, battery status, commands from the
cloud) and reconfigures the process network accordingly, to minimize power/energy
consumption. Reconfiguration actions may involve changes in the processes net-
work topology (activation/deactivation of tasks and restructuring of the inter-task
connectivity) and play with the power-relevant knobs exposed by the architecture
(e.g. clock frequency, power supply, supply voltage).

3.1 Hardware platform
As mentioned, to assess the feasibility of our approach based on dynamic reconfigu-
ration, we have used a single-core microcontroller, namely an off-the-shelf platform
designed by STMicroelectronics named SensorTile and a muli-core platform de-
signed by STMicroelectronics named Orlando as node with higher computational
capabilities. In the following, we will describe the main features of such platforms,
exploited in this work.

3.1.1 SensorTile
The SensorTile measures 13.5× 13.5mm and is shown in Figure 3.3. It’s equipped
with an ARM Cortex-M4 32-bit low-power microcontroller. The small size and
low power consumption allow the device to be powered also by the battery and to
obtain good results in terms of autonomy without having to give up portability.
The components included in the SensorTile are:
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Figure 3.3: SensorTile.

• MP34DT05-A: Micro Electro-Mechanical Systems (MEMS) audio sensor
omnidirectional stereo digital microphone;

• LD39115J18R: 150 mA low quiescent current low noise voltage regulator;

• STM32L476: Ultra-low-power with Floating-Point Unit (FPU) Arm Cortex-
M4 MCU 80 MHz with 1 Mbyte of Flash memory, Liquid Crystal Display
(LCD) controller, Universal Serial Bus (USB) On-The-Go (OTG), Digital
Filters for external Sigma-Delta Modulators (DFSDM);

• LSM6DSM: iNEMO 6DoF Inertial Measurement Unit (IMU), for smart
phones with Optical Image Stabilization (OIS)/Electronic Image Stabiliza-
tion (EIS) and Augmented Reality (AR)/Virtual Reality (VR) systems.
Ultra-low power, high accuracy and stability;

• LSM303AGR: Ultra-compact high-performance eCompass module: ultra-
low power 3D accelerometer and 3D magnetometer;

• LPS22HB: MEMS nano pressure sensor: 260-1260 hPa absolute digital
output barometer;

• BlueNRG-MS: BLE Network Processor supporting Bluetooth 4.2 core
specification;

• BALF-NRG-02D3: 50 Ω / conjugate match balun to BlueNRG transceiver,
with integrated harmonic filter.

https://www.st.com/en/product/mp34dt05-a
https://www.st.com/en/product/ld39115j
https://www.st.com/en/product/stm32l476jg
https://www.st.com/en/product/lsm6dsm
https://www.st.com/en/product/lsm303agr
https://www.st.com/en/product/lps22hb
https://www.st.com/en/product/bluenrg-ms
https://www.st.com/en/product/balf-nrg-02d3
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Several architectural knobs can be used to adapt the platform to different
conditions. SensorTile can work in two main modalities: run mode and sleep mode,
in which different subsets of the hardware components are active. Moreover, in
each mode, the chip can be set to a different system frequency (from 0.1 MHz
to 80 MHz). Depending on the chosen system frequency and operating state, the
device uses different voltage regulators to power the chip. In Table 3.1, we list
some mode configurations, and associated current consumption, selectable using
the mode-management APIs offered by the platform vendor. For our experiments,

RUN (Range 1) at 80 MHz 120 µA/ MHz

RUN (Range 2) at 26 MHz 100 µA/ MHz

LPRUN at 2 MHz 112 µA/ MHz

SLEEP at 26 MHz 35 µA/ MHz

LPSLEEP at 2 MHz 48 µA/ MHz

Table 3.1: SensorTile current consumption in different operating states.

we have chosen to use two approaches to dynamically reduce power consumption:

• to change system frequency (and consequently voltage regulator settings)
over time according to the workload.

• to use the sleep mode of the microcontroller whenever possible. The operat-
ing system automatically sets a sleep state when there are no computational
tasks queued to be performed and a timer-based awakening can be used to
restart the run mode when needed.

The block diagram of the SensorTile board is shown in Figure 3.4. SensorTile is
also equipped with programming/debugging circuitry. In fact, two of the microcon-
troller’s General Purpose Input/Output (GPIO) pins can be used to implement the
Serial Wire Debug (SWD) interface commonly adopted to program/debug ARM
processors. The SWD interface is connected to a programmer, which in this case
is STM32 Nucleo board and through the software System Workbench for STM32
it was possible to write the source code and program the board.

Together with the SensorTile, STMicroelectronics provides a solderable inter-
face base to allocate the chip (Figure 3.5). The latter also provides:

• STBC08PMR: 800mA STANDALONE LINEAR Li-Ion Battery charger
with thermal regulation;

https://www.st.com/en/evaluation-tools/stm32-mcu-nucleo.html?querycriteria=productId=LN1847
http://www.openstm32.org/System+Workbench+for+STM32
http://www.st.com/en/product/stbc08
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Figure 3.4: Block diagram of the SensorTile board.

• HTS221: Capacitive digital sensor for relative humidity and temperature;

• LDK120M-R: 200 mA low quiescent current very low noise Low-DropOut
(LDO) regulator;

• STC3115: Gas gauge Inter Integrated Circuit (I2C) with alarm output for
handheld applications;

• USBLC6-2P6: ElectroStatic Discharge (ESD) Protection for USB 2.0 High
Speed;

• Mini-B USB connector for power and communication;

• micro Secure Digital (microSD) card slot;

• SWD connectors for programming and debugging.

3.1.2 Orlando
The hardware architecture of the Orlando chip is represented in Figure 3.6. The
chip is very flexible and it integrates:

• An on-chip reconfigurable data-transfer fabric to improve data reuse and
reduce on-chip and off-chip memory traffic.

http://www.st.com/en/product/hts221
http://www.st.com/en/product/ldk120
http://www.st.com/en/product/stc3115
http://www.st.com/en/product/usblc6-2
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Figure 3.5: Additional board.

Figure 3.6: SoC top-level block diagram.
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• An ARM-based host subsystem with peripherals.

• A range of high-speed Input/Output (IO) interfaces for imaging and other
types of sensors.

• A chip-to-chip multi-link to pair multiple devices together.

• A power-efficient array of Digital Signal Processors (DSPs) to support com-
plete real-world computer vision applications. Eight DSP clusters are present,
each composed by 2 DSPs, 4-way 16 kB instruction caches, 64 kB local RAMs
and a 64 kB shared DSP.

• 4× 1 MB Static Random Access Memory (SRAM) banks.

As far as our work is concerned, attention will be focused on DSP cores. As archi-
tecture knobs available for dynamically changing the platform setup, we consider
activation and de-activation of processing elements (DSP cores), and changes to
system frequency and supply voltage. Being still in the prototyping phase, the
Orlando board has not been subjected to normal post-production testing. There-
fore, under the guidance of the manufacturer, we made an empirical investigation
to characterize the device. Several experimental tests have been made to charac-
terize the relationship between the supply voltage of the chip Vdd and the system
frequency. Therefore, a lookup table has been obtained that can be consulted
at any time by the ADAM, in order to correctly set the minimum power supply
voltage necessary for the required system frequency. The characterisation process
therefore involves finding the minimum voltage for each selected system frequency
during an intense and prolonged workload. Figure 3.7 shows the output of the
characterization process, for illustration purposes, the curve that approximates
the trend of the supply voltage in relation to the system frequency is also shown.
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Figure 3.7: Vdd measurement and approximation for each system frequency.

3.2 Middleware & Operating System
In addition to the APIs offered by the manufacturer, we used other middleware
components to manage multiple computation tasks at runtime and to execute
CNN-based near-sensor processing with an adequate performance level.

3.2.1 Common Microcontroller Software Interface Stan-
dard

In order to be capable of executing in-place processing of the sensed data, we have
exploited the CMSIS libreries, an optimized library specifically targeting Cortex-
M processor cores1. It includes several modules having many libraries capable

1https://github.com/ARM-software/CMSIS_5

https://github.com/ARM-software/CMSIS_5
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4.3 Convolution

A convolution layer extracts a new feature map by computing a dot product between filter weights
and a small receptive field in the input feature map. Typically, a CPU-based implementation of
convolution is decomposed into input reordering and expanding (i.e. im2col, image-to-column)
and matrix multiplication operations. im2col is a process of transforming the image-like input into
columns that represent the data required by each convolution filter. An example of im2col is shown
in Fig.8.

Figure 8: Example of im2col on a 2D image with a 3x3 kernel, padding size of 1 and stride size of 2.

One of the main challenges with im2col is the increased memory footprint, since the pixels in the
input image are repeated in the im2col output matrix. To alleviate the memory footprint issue while
retaining the performance benefits from im2col, we implemented a partial im2col for our convolution
kernels. The kernel will only expand a limited number of columns (e.g. 2), sufficient to get the
maximum performance boost from the matrix-multiplication kernels while keeping memory overhead
minimal.

The image data format can also affect the performance of convolution, especially im2col effi-
ciency [10]. With a batch size of one, the convolution operation is a 2D convolution (i.e. the
convolution window can move in two directions) on 3D data, as shown in Fig. 9. The two most
common image data formats are Channel-Width-Height (CHW), i.e. channel last, and Height-Width-
Channel (HWC), i.e. channel first. The dimension ordering is the same as that of the data stride. In
an HWC format, the data along the channel is stored with a stride of 1, data along the width is stored
with a stride of the channel count, and data along the height is stored with a stride of (channel count
× image width).
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Figure 9: Convolution on 3D data. The image has three dimensions: height, width and channel.

The data layout has no impact on the matrix-multiplication operations, as long as the dimension order
of both weights and images is the same. The im2col operations are performed along the width and
height dimensions only. The HWC-style layout enables efficient data movement, as data for each
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Figure 3.8: Example of im2col on a 2D image with a 3x3 kernel, padding size of 1
and stride size of 2 [1].

of optimizing mathematical functions based on the type of architecture used. Of
particular interest is the CMSIS-NN module, inside there are various optimized
functions that allow cognitive computational implementations.

NN models are traditionally trained using 32-bit floating point data representa-
tion. However, such precision is not usually required during inference. According
to research, NNs perform well even with low-precision fixed-point representation
[93, 94]. Quantization greatly reduces both network execution time and memory
footprint, which is very important when the network is executed on resource-
constrained devices.

A CPU-based convolution implementation is typically decomposed into input
reordering and expanding (i.e. im2col, image-to-column) and matrix multiplica-
tion operations. im2col is a method for converting image-like input into columns
that represent the data required by each convolution filter. Figure 3.8 shows an
example. Since the pixels in the input image are repeated in the im2col output
matrix, one of the main challenges with im2col is the increased memory footprint.
CMSIS implement a partial im2col for convolution kernels to alleviate the memory
footprint issue while retaining the performance benefits of im2col. The kernel will
only expand a limited number of columns (e.g. 2), which is sufficient to obtain the
maximum performance boost from matrix-multiplication kernels while minimizing
memory overhead.

The image data format can also have an impact on convolution performance,
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The data layout has no impact on the matrix-multiplication operations, as long as the dimension order
of both weights and images is the same. The im2col operations are performed along the width and
height dimensions only. The HWC-style layout enables efficient data movement, as data for each
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Figure 3.9: Convolution of three-dimensional (height, width, and channel) data
[1].

particularly im2col efficiency [95]. The convolution operation is a 2-Dimensional
(2D) convolution on 3-Dimensional (3D) data with a batch size of one, as shown in
Figure 3.9. Channel-Width-Height (CHW), which means channel last, and Height-
Width-Channel (HWC), which means channel first, are the two most common im-
age data formats. The dimension ordering is the same as the data stride ordering.
The data along the channel is stored with a stride of 1, the data along the width
with a stride of the channel count, and the data along the height with a stride of
(channel count × image width). As long as the dimension order of both weights
and images is the same, the data layout has no effect on matrix-multiplication
operations. Only the width and height dimensions are used for im2col operations.
Because data for each pixel is stored contiguously and can be copied efficiently
with Single Instruction Multiple Data (SIMD) support, the HWC-style layout al-
lows for efficient data movement. In Lai et al. [1], the authors implement both
CHW and HWC versions and compare the runtime on a Cortex-M7 processor-core
to validate this. The results are shown in Figure 3.10, where the HWC input was
fixed at 16 × 16 × 16 and the number of output channels was swept. When the
output channel value is zero, the software performs only im2col operations and
no matrix-multiplication operations. In comparison to the CHW layout, HWC
has a shorter im2col runtime while maintaining the same matrix-multiplication
performance. With this result, the authors justify the choice of integrating the
HWC-style into the CMSIS libraries.

In addition to optimizations concerning convolutional layers, In Lai et al. [1]
the authors show software optimizations in CMSIS that are implemented for ma-
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pixel (i.e. at the same x,y location) is stored contiguously and can be copied efficiently with SIMD
instructions. To validate this, we implemented both CHW and HWC versions and compared the
runtime on a Cortex-M7. The results are highlighted in Fig. 10, where we fixed the HWC input to be
16x16x16 and swept the number of output channels. When the output channel value is zero, it means
that the software performs only im2col and no matrix-multiplication operation. Compared to CHW
layout, HWC has less im2col runtime with the same matrix-multiplication performance. Therefore,
we implement the convolution kernels assuming that the data layout is in HWC format.
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Figure 10: Experiment results with CHW and HWC data layout. Both data layout styles have the
same matrix-multiplication runtime. HWC has less im2col runtime.

Recently, MobileNets using depthwise separable convolution have been proposed as an efficient
alternative to the standard 3D convolution operation [11]. Depthwise separable convolution has been
used to achieve compact network architectures, which are particularly useful for resource-constrained
devices [12]. CMSIS-NN kernels also include support for a depthwise separable convolution layer.

4.4 Pooling

Pooling layers are typically inserted in between convolution layers to reduce the feature dimensions
and thus the number of parameters and computations in the network. Similar to convolution, pooling
is a window-based operation with a given kernel size, stride and padding. Unlike convolution, pooling
typically operates within the same channel, and is independent of data in the other channels. Pooling
is usually performed with a stride size greater than 1, so the output features will have smaller width
and height.

There are two common types of pooling layers: average pooling, which calculates the average value
of all pixels within the window, and max pooling, which calculates the maximum value. Pooling
can be implemented as a nested for-loop over each window, e.g. pooling layers in Caffe [13]. One
efficient alternative is to split the pooling operation into x-pooling (i.e. along the width) and then
y-pooling (i.e. along the height). This way, the max/average operations along the x-direction can
be reused along the y-direction, allowing the total number of operations to be reduced. We call this
approach split x-y pooling. One potential issue with split x-y pooling is the data arrangement, as
additional memory may be required to store the intermediate results after x-pooling.

Our pooling kernels are implemented with split x-y pooling as, based on our experiments, the split x-y
pooling is significantly faster than the window-based pooling. To eliminate the need for additional
memory, the kernels perform the pooling operations in situ. This makes the pooling layer a destructive
operation on the input. An example of an in situ max pooling implementation on a 1D array is
illustrated in Fig. 11. The same operation can be extended for high dimensional data where each
element can represent an array. For example, when performing x-pooling with HWC image data,
each element block in Fig. 11 can represent an array of size equal to the number of channels, i.e.
all the channel data for one pixel. If each block represents an entire image row, this will effectively
perform y-pooling. Compared to window-based pooling, the in situ split x-y pooling achieves 4.5X
speed-up with no additional memory overhead.

7

Figure 3.10: Experiment with different data layouts, CHW and HWC. The matrix-
multiplication runtime is the same for both data layout styles. HWC has a shorter
im2col runtime [1].

trix multiplication, layer pooling and the Rectified Linear Unit (ReLU) activation
function. While CMSIS provides quite extensive support for neural network exe-
cution, we had to add some changes to support the use cases that are described
in the following, namely to enable 1-Dimensional (1D) convolutions on 1D sensor
data streams.

3.2.1.1 CMSIS modifications

This shows in detail the software modifications made to the CMSIS libraries in
order to use them correctly with our system. In particular, four functions were
modified, the function that multiplies inputs with kernels, the convolution layer,
the fully connected layer and the max pooling layer. The first three functions have
been modified, given the lack of support for scaling the output of the layers by any
floating number. CMSIS in fact supports output calculation with a shift of n bits,
in other words, the division of the output by 2n. The max pooling layer has been
modified as it is impossible to manage non-square kernels and therefore unusable
in the case of one-dimensional input. Regarding the support of one-dimensional
inputs, no modification was necessary for the matrix calculation, convolution and
fully connected functions since one of the two input dimensions can be fixed at a
value of 1.
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arm_nn_mat_mult_kernel_q7_q15(). This function executes a matrix
calculation between the inputs and the kernels. The original source code can be
found at the link2. The parts of the code we have rewritten are shown in Listing
3.1.

51 q7_t ∗arm_nn_mat_mult_kernel_q7_q15_div ( const q7_t ∗ pA,
52 const q15_t ∗ pInBuffer ,
53 const uint16_t ch_im_out ,
54 const uint16_t numCol_A,
55 const uint16_t b ia s_sh i f t ,
56 const f l o a t out_div ,
57 const q7_t ∗ bias ,
58 q7_t ∗ pOut)

. . .
77 q31_t sum = ( q31_t ) (∗ pBias ) << b i a s _ s h i f t ;
78 q31_t sum2 = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;
79 q31_t sum3 = ( q31_t ) (∗ pBias ) << b i a s _ s h i f t ;
80 q31_t sum4 = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;

. . .
122 ∗pOut++ = ( q7_t ) __SSAT( ( sum / out_div ) + 0 . 5 , 8) ;
123 ∗pOut++ = ( q7_t ) __SSAT( ( sum3 / out_div ) + 0 . 5 , 8) ;
124 ∗pOut2++ = ( q7_t ) __SSAT( ( sum2 / out_div ) + 0 . 5 , 8) ;
125 ∗pOut2++ = ( q7_t ) __SSAT( ( sum4 / out_div ) + 0 . 5 , 8) ;

. . .
140 q31_t sum = ( ( q31_t ) (∗ pBias ) << b i a s _ s h i f t ) ;
141 q31_t sum2 = ( ( q31_t ) (∗ pBias++) << b i a s _ s h i f t )

. . .
174 ∗pOut++ = ( q7_t ) __SSAT( ( sum / out_div ) + 0 . 5 , 8) ;
175 ∗pOut2++ = ( q7_t ) __SSAT( ( sum2 / out_div ) + 0 . 5 , 8) ;

Listing 3.1: arm_nn_mat_mult_kernel_q7_q15() source code with our
modification.

In Listing 3.1, the changes described below have been made.
In Line 56 the input out_div of type const float has been added, replacing

the old input out_shift of type const uint16_t (16-bit unsigned constant). This
new input represents the scaling to be applied to the output.

Form Line 77 to 80 and from Line 140 to 141, the NN_ROUND(out_shift)
2https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344

3f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_nn_mat_mul
t_kernel_q7_q15.c#L51-L187

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_nn_mat_mult_kernel_q7_q15.c#L51-L187
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_nn_mat_mult_kernel_q7_q15.c#L51-L187
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_nn_mat_mult_kernel_q7_q15.c#L51-L187
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operand has been removed from the sum, its task is to compensate for the error
due to the n-bit shifting of the output. The compensation value is equal to 2n−1

and is added to the sum(i) variable which is of type q31_t (32-bit signed). sum(i)
accumulates the results of the multiplications between input and kernel that occur
during convolution and, after each individual kernel overlap, represents a single
output not yet scaled.

Form Line 122 to 125 and from Line 174 to 175, the shifting operation equal
to the out_shift-bit was replaced and a division equal to the out_div value
was introduced. The __SSAT function has the task of avoiding any overflow
or underflow phenomena, possibly saturating the value at −128 in the case of
underflow or 127 in the case of an overflow. The value of *pOut (8-bit signed)
corresponds to the single scaled quantized output.

arm_status arm_convolve_HWC_q7_basic_nonsquare() It is an op-
timized two-dimensional convolutional layer, the input is HWC-style, as discussed
in the previous paragraphs, is the best choice in Cortex-M processors in terms of
execution time. The original source code can be found at the link3. The parts of
the code we have rewritten are shown in Listing 3.2.

67 arm_status arm_convolve_HWC_q7_basic_nonsquare ( const q7_t ∗ Im_in ,
. . .

71 const q7_t ∗ wt ,
. . .

79 const q7_t ∗ bias ,
. . .

81 const f l o a t out_div ,

. . .
86 q7_t ∗ buf ferB )

. . .
128 pOut =
129 arm_nn_mat_mult_kernel_q7_q15 (wt , bufferA ,
130 ch_im_out ,
131 ch_im_in ∗
132 dim_kernel_y ∗

dim_kernel_x , b i a s_sh i f t , out_div , b ias , pOut) ;

3https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_convolve_H
WC_q7_basic_nonsquare.c#L67-L224

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_convolve_HWC_q7_basic_nonsquare.c#L67-L224
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_convolve_HWC_q7_basic_nonsquare.c#L67-L224
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/ConvolutionFunctions/arm_convolve_HWC_q7_basic_nonsquare.c#L67-L224
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. . .
149 q31_t sum = ( q31_t ) b i a s [ i ] << b i a s _ s h i f t ;

. . .
179 ∗pOut++ = ( q7_t ) __SSAT( ( sum / out_div ) + 0 . 5 , 8) ;

Listing 3.2: arm_convolve_HWC_q7_basic_nonsquare() source code with our
modification.

In Listing 3.2, the changes described below have been made.
In Line 132 the previously modified arm_nn_mat_mult_kernel_q7_q15() func-

tion is called up and the input out_shift is changed to out_div as well.
Modifications have been made in Lines 81, 149 and 179 similar to those seen

for the arm_nn_mat_mult_kernel_q7_q15() function.

arm_fully_connected_q7_opt() It is a fully connected layer, the original
source code can be found at the link4. The parts of the code we have rewritten
are shown in Listing 3.3.

128 arm_status
129 arm_fully_connected_q7_opt ( const q7_t ∗ pV,
130 const q7_t ∗ pM,

. . .
134 const f l o a t out_div ,
135 const q7_t ∗ bias ,

. . .
154 q31_t sum = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;
155 q31_t sum2 = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;
156 q31_t sum3 = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;
157 q31_t sum4 = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;

. . .
323 ∗pO++ = ( q7_t ) (__SSAT( ( sum / out_div ) + 0 . 5 , 8) ) ;
324 ∗pO++ = ( q7_t ) (__SSAT( ( sum2 / out_div ) + 0 . 5 , 8) ) ;
325 ∗pO++ = ( q7_t ) (__SSAT( ( sum3 / out_div ) + 0 . 5 , 8) ) ;
326 ∗pO++ = ( q7_t ) (__SSAT( ( sum4 / out_div ) + 0 . 5 , 8) ) ;

. . .
337 q31_t sum = ( q31_t ) (∗ pBias++) << b i a s _ s h i f t ;

. . .

4https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/FullyConnectedFunctions/arm_fully_c
onnected_q7_opt.c#L128-L480

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/FullyConnectedFunctions/arm_fully_connected_q7_opt.c#L128-L480
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/FullyConnectedFunctions/arm_fully_connected_q7_opt.c#L128-L480
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/FullyConnectedFunctions/arm_fully_connected_q7_opt.c#L128-L480
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367 ∗pO++ = ( q7_t ) (__SSAT( ( sum / out_div ) + 0 . 5 , 8) ) ;

Listing 3.3: arm_fully_connected_q7_opt() source code with our modification.

In Listing 3.3, the changes described below have been made.
Modifications have been made in Lines 134, 154−157, 323−326, 337 and 367

similar to those seen for the arm_nn_mat_mult_kernel_q7_q15() function.

arm_maxpool_q7_HWC() This is a max pooling function, the original
source code can be found at the link5. For consistency, an HWC-style input has
also been chosen here. The parts of the code we have rewritten are shown in
Listing 3.4.

163 void
164 arm_maxpool_q7_HWC_1D( q7_t ∗ Im_in ,
165 const uint16_t dim_im_in ,
166 const uint16_t ch_im_in ,
167 const uint16_t dim_kernel ,
168 const uint16_t padding ,
169 const uint16_t s t r i d e , const uint16_t dim_im_out )

170 {

172 /∗ Run the f o l l o w i n g code f o r Cortex−M4 and Cortex−M7 ∗/

174 int16_t i_x ;

176 f o r ( i_x = 0 ; i_x < dim_im_out ; i_x++)
177 {
178 /∗ f o r each output p i x e l ∗/
179 q7_t ∗ t a r g e t = Im_in + i_x ∗ ch_im_in ;
180 q7_t ∗ win_start ;
181 q7_t ∗win_stop ;

183 i f ( i_x ∗ s t r i d e − padding < 0)
184 {
185 win_start = t a r g e t ;
186 } e l s e

5https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c
#L163-L314

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L163-L314
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L163-L314
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L163-L314
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187 {
188 win_start = Im_in + ( i_x ∗ s t r i d e − padding ) ∗ ch_im_in ;

189 }

191 i f ( i_x ∗ s t r i d e − padding + dim_kernel >= dim_im_in)
192 {
193 win_stop = Im_in + dim_im_in ∗ ch_im_in ;
194 } e l s e
195 {
196 win_stop = Im_in + ( i_x ∗ s t r i d e − padding + dim_kernel )

∗ ch_im_in ;

197 }

199 memmove( target , win_start , ch_im_in ) ;

201 /∗ s t a r t the max opera t i on from the second part ∗/
202 win_start += ch_im_in ;
203 f o r ( ; win_start < win_stop ; win_start += ch_im_in )
204 {
205 compare_and_replace_if_larger_q7_fixed ( target , win_start ,

ch_im_in ) ;

206 }
207 }
208 }

Listing 3.4: arm_maxpool_q7_HWC_1D() source code with our modification.

The code in Listing 3.4 has been almost completely rewritten to support one-
dimensional input.

In Line 205 the function compare_and_replace_if_larger_q7_fixed(), it is
a modified version of function compare_and_replace_if_larger_q7(), the source
code of the original function can be found at the following link6. For example, if
an input vector has a size of 6 and the max pooling kernel size is 2, the original
function will only parse the first four elements of the vector and not all 6 and the
output will have a size of 2 elements instead of 3. The code in Listing 3.5 has

6https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c
#L52-L82

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L52-L82
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L52-L82
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Drivers/CMSIS/NN/Source/PoolingFunctions/arm_pool_q7_HWC.c#L52-L82
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been added to the end of the original function to solve the problem, in this way
the whole input vector can be filtered.

83 cnt = length & 0b11 ;

85 whi le ( cnt > 0u)
86 {
87 i f ( t a r g e t [ l ength − cnt ] > base [ l ength − cnt ] )
88 base [ l ength − cnt ] = ta r g e t [ l ength − cnt ] ;
89 cnt −−;
90 }

Listing 3.5: compare_and_replace_if_larger_q7() source code with our
modification.

Given the optimisation on Cortex M processors, the implementation of CMSIS-NN
functions leads to considerable benefits in terms of performance. These libraries
exploit the SIMD capabilities of the microcontroller in the best possible way with a
little impact on memory resources. However, a very important aspect to be taken
into accountis the attention to the management of RAM or flash memory resources,
that the target device makes, available according to the chosen convolutional neural
network model.

3.2.2 FreeRTOS
SensorTile runs Free Real-Time Operating System (FreeRTOS) as Real-Time Op-
erating System (RTOS). This firmware component is aimed at developers who
intend to have a real-time operating system without too much impact on the mem-
ory footprint of the application. The size of the operating system is between 4 kB

and 9 kB. Some features offered by the operating system are real-time scheduling
functionality, communication between processes, synchronization, time measure-
ments. One of the most important aspects that led us to choose FreeRTOS is that
of having the possibility to enable thread-level abstraction to represent processing
tasks to be executed on the platform and to timely manage their scheduling at
runtime. FreeRTOS creates a system task called idle task, which is set with the
lowest possible execution priority. When this task is executed, the system tick
counter is deactivated and the microcontroller is put in a sleep state. Due to the
priority setting, the idle task is only executed if there are no other tasks waiting
to be called by the scheduler.
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3.2.2.1 FreeRTOS modifications

FreeRTOS does not support a change of system frequency at runtime. Changing
the operating frequency at runtime results in the incorrect operation of timers
used, for example, to wake up the system from a sleep period or to execute a
previously scheduled task. For example, if the frequency is doubled at runtime,
the duration time of a timer is halved. Before sleeping, an RTOS task will specify a
time after which it requires “waking”. The FreeRTOS kernel measures time using
a tick count variable. A timer interrupt (the RTOS tick interrupt) increments the
tick count with strict temporal accuracy, allowing the real time kernel to measure
time to a resolution that derives from the chosen timer interrupt frequency. The
tick frequency of the FreeRTOS system is set at operating system start-up through
the define in Listing 3.6, the original code can be seen at the following link7.

62 #d e f i n e configTICK_RATE_HZ ( ( TickType_t ) 1000)

Listing 3.6: FreeRTOSConfig.h file. FreeRTOS original source code.

The tick duration depends on the operating frequency of the system and is set at
the start of the operating system.

We had to modify part of the OS in order to enable system frequency changes
without impact on the rest of the functionality. To support dynamic frequency scal-
ing, we added a dynamic update of the variable which expresses the duration of a
single tick. When frequency changes dynamically, this parameter must be adapted
according to any new value of clock cycle time. The variable in question is called
ulTimerCountsForOneTick, the source code that manages the timings based on
this variable can be found at this link8. Listing 3.7 shows the original source code,
only the lines relating to the operation of variable ulTimerCountsForOneTick will
be shown and commented.

151 #i f ( configUSE_TICKLESS_IDLE == 1 )
152 s t a t i c uint32_t ulTimerCountsForOneTick = 0 ;
153 #e n d i f /∗ configUSE_TICKLESS_IDLE ∗/

. . .
530 ulReloadValue = portNVIC_SYSTICK_CURRENT_VALUE_REG + (

ulTimerCountsForOneTick ∗ ( xExpectedIdleTime − 1UL ) ) ;

7https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/include/FreeRTOSCon
fig_template.h#L62

8https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b344
3f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/portable/GCC/ARM_C
M4F/port.c

https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/include/FreeRTOSConfig_template.h#L62
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/include/FreeRTOSConfig_template.h#L62
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/include/FreeRTOSConfig_template.h#L62
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/portable/GCC/ARM_CM4F/port.c
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/portable/GCC/ARM_CM4F/port.c
https://github.com/STMicroelectronics/STM32CubeL4/blob/f6877af03b5c8b666b3443f5295cf95ec9c0b15d/Middlewares/Third_Party/FreeRTOS/Source/portable/GCC/ARM_CM4F/port.c


Methodologies, techniques and architectures 38

. . .
684 ulTimerCountsForOneTick = ( configSYSTICK_CLOCK_HZ /

configTICK_RATE_HZ ) ;

Listing 3.7: port.c file. FreeRTOS original source code.

The following comments will refer to the lines of code in Listing 3.7. In Line 152 the
variable ulTimerCountsForOneTick is declared. In Line 530 there is an example of
the use of the variable ulTimerCountsForOneTick. ulReloadValue is calculated,
which corresponds to the time a task or the system goes into sleep before being
woken up by an interrupt. xExpectedIdleTime corresponds to the number of idle
ticks. In Line 684 shows how the ulTimerCountsForOneTick variable is set when
the operating system starts up.

3.2.3 Orlando middleware
With the selected hardware platform it’s not currently possible to exploit the sup-
port of a RTOS. We need to consider tasks in the same chain to be prospectively
executed by independent hardware cores communicating through a set/hierarchy of
shared memories. The overall management is implemented using platform-specific
low-level primitives provided by STMicroelectronics, named Remote Procedure
Call (RPC) APIs. We have used them to manage communication and synchro-
nization between the DSPs in the platform and to manage the operating state of
the processing elements, setting to sleep mode those that are stalled on input (no
input data from FIFO) or output channels (the output FIFO is full), or that are
not assigned with a task. We present the RPC APIs that we have used in Ta-
ble 3.2, concerning functions to turn on and off DSPs, and Table 3.3, concerning
functions adopted for synchronizing DSPs while accessing FIFOs in a mutually
exclusive way.

When idle, a DSP executes a rpc_serve() function. In this way, the core
waits from an activation message from other cores, and it is set into a sleep state
(through sleep() function) until a request is received, activating it again (through
wakeup() function). The requests are stored in a queue, one per DSPs, stored in
the main shared memory (4× 1 MB SRAM banks) and served with a round-robin
priority scheme.

In Table 3.4, we show the functions usable to send activation messages and to
check the execution of the assigned tasks on a remote DSPs.
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Function name Description

sleep()
It’s invoked by the DSP that intends to go to sleep, once invoked the DSP is placed
in a low-power state and will remain in this state until it receives a wake-up signal.

wakeup(...) Once this function is invoked, a wake-up signal is sent to the specified core.

Table 3.2: Core activation and deactivation functions.

Function name Description

mutex_init(...) Initialization of the mutual exclusion.

mutex_lock(...) Request mutual exclusion.

mutex_unlock(...) Release mutual exclusion.

Table 3.3: Synchronization functions, which are mainly used to read/write on the
same FIFO in a mutually exclusive way.

Function name Description

rpc_call(...)
Execute a function passed as an input on a remote processor. From the
inputs, it’s possible to choose whether rpc_call is blocking or non-blocking.

rpc_check(...) Check the execution status of a certain function call on a specific core (non-blocking).

rpc_wait(...) Wait for the conclusion of a function on a specific core (blocking).

Table 3.4: Call functions, used by the ADAM system to manage the execution of
tasks on the cores.
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3.3 PyTorch framework & quantization
PyTorch is an open source machine learning library based on the Torch library,
primarily developed by Facebook’s Artificial Intelligence Research (FAIR) labs for
applications such as computer vision and natural language processing. It is open-
source software distributed under the Modified Berkeley Software Distribution
(BSD) license. PyTorch offers various quantization tools, which, as we have seen
in Section 2.2.1, 2.4 and 3.2.1, lead to advantages in terms of execution time and
memory footprint.

Compared to typical Floating-Point 32 models, PyTorch supports Integer 8
quantization, which allows for a 4x reduction in model size and a 4x reduction in
memory bandwidth requirements. When compared to FP32 computations, hard-
ware support for INT8 computations is typically 2 to 4 times faster. PyTorch
supports a variety of methods for quantizing a deep learning model. In most
cases, the model is trained in Floating-Point 32 before being converted to Inte-
ger 8 (quantization post-training). Furthermore, PyTorch supports quantization
aware-training, which uses fake-quantization modules to model quantization errors
in both forward and backward passes9.

The method we have chosen is a post-training quantization called static quanti-
zation10. Post-training static quantization entails not only converting the weights
from float to int, as in dynamic quantization, but also running batches of data
through the network and computing the resulting distributions of the various acti-
vations (specifically, this is done by inserting observer modules at different points
that record this data). These distributions are then used to determine how the
various activations should be quantized at inference time. We have chosen to in-
sert a MinMax observer11. This observer uses the min/max statistics of the tensor
for each layer to calculate scale and zero-point values, used for weights and bias
conversion from float to int precision. the quantization parameters, minimum/-
maximum xmin/max is computed in Equation 3.1 where X is the observed tensor.

9https://pytorch.org/docs/stable/quantization.html
10https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
11https://github.com/pytorch/pytorch/blob/master/torch/ao/quantization/observe

r.py#334

https://pytorch.org/docs/stable/quantization.html
https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
https://github.com/pytorch/pytorch/blob/master/torch/ao/quantization/observer.py#334
https://github.com/pytorch/pytorch/blob/master/torch/ao/quantization/observer.py#334
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xmin =

min(X) if xmin = None
min (xmin, min(X)) otherwise

xmax =

max(X) if xmax = None
max (xmax, max(X)) otherwise

(3.1)

Once the X value is calculated, scale and zero point values are computed in Equa-
tion 3.2 where Qmin and Qmax are the minimum and maximum of the quantized
data type. The symmetrical case has been chosen, so the zero point value is forced
to zero.

scale = 2 max(|xmin|, xmax)/ (Qmax −Qmin)

zero point =

0 if dtype is qint8
128 if dtype is quint8

(3.2)

In addition, activations were also forced to zero during the procedure.
Referring to the Listing 3.2 shown in Section 3.2.1.1, in Line 71 wt are the

quantized weights, in Line 79 bias is equivalent to a vector of zeros since the
activations are all null and in Line 81 out_div is equivalent to a scale value.

Referring to the Listing 3.3 shown in Section 3.2.1.1, in Line 130 *pM is the
pointer to quantized weights, in Line 134 out_div is equivalent to a scale value
and in Line 135 bias is equivalent to a vector of zeros since the activations are all
null.

3.4 Electrocardiogram configuration
The heart is actually two separate pumps: a right heart that circulates blood
through the lungs and a left heart that circulates blood through the peripheral
organs. Each of these hearts, in turn, is a pulsatile two-chamber pump made up
of an atrium and a ventricle. Each atrium functions as a weak primer pump for
the ventricle, assisting in the movement of blood into the ventricle. The ventricles
then provide the primary pumping force that propels blood either through the
pulmonary circulation (right ventricle) or through the peripheral circulation (left
ventricle). Special mechanisms in the heart cause a continuous succession of heart
contractions known as cardiac rhythmicity, which is caused by action potentials
transmitted throughout the cardiac muscle and results in the heart’s rhythmical
beat. When the cardiac impulse passes through the heart, an electrical current also
spreads from the heart into the adjacent tissues surrounding the heart. A small
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portion of the current spreads all the way to the surface of the body. If electrodes
are placed on the skin on opposite sides of the heart, electrical potentials generated
by the current can be recorded; the recording is known as an ECG [96].

The electrocardiogram is a special graph that represents the electrical activity
of the heart from one instant to the next. Thus, the ECG provides a time-voltage
chart of the heartbeat. For many patients, this test is a key component of clinical
diagnosis and management in both inpatient and outpatient settings. The device
used to obtain and display the conventional ECG is called the electrocardiograph,
or ECG machine. It records cardiac electrical currents (voltages or potentials)
by means of conductive electrodes selectively positioned on the surface of the
body. For the standard ECG recording, electrodes are placed on the arms, legs,
and chest wall (precordium). In certain settings (emergency departments, cardiac
and intensive care units, and ambulatory monitoring), only one or two “rhythm
strip” leads may be recorded, usually by means of a few chest electrodes. The
12 standard ECG leads (connections or derivations) are commonly used to record
these voltages from the heart. The leads actually show the differences in voltage
(potential) between electrodes placed on the body’s surface [97].

The leads are divided into two groups: limb (extremity) leads and chest (pre-
cordial) leads. The six limb leads I, II, III, aVR, aVL, and aVF use electrodes on
the extremities to record voltage differences. Based on their evolutionary history,
they can be divided into two subgroups: three standard bipolar limb leads (I, II,
and III) and three augmented unipolar limb leads (aVR, aVL, and aVF). The six
chest leads V1, V2, V3, V4, V5, and V6 use electrodes placed at various locations
on the chest wall to record voltage differences [97].

Named after the theorist and father of modern electrocardiography, the Einthoven
Triangle (shown in Figure 3.1112) is based on the imaginary arrangement of an in-
verted equilateral triangle on the patient’s chest, the center of which coincides
with the heart. Each corner of the geometric figure is electrically coincident with
a point on a specific limb which is given a name: Right Arm (RA), Left Arm (LA)
and Left Leg (LL). The calculation of leads I, II and III is shown in Equations 3.3,
3.4 and 3.5 respectively.

Lead I = LA− RA , (3.3)
Lead II = LL− RA , (3.4)

Lead III = LL− LA . (3.5)

There are different types of electrode placement, the method we have chosen
12https://www.nottingham.ac.uk/nursing/practice/resources/cardiology/function/

bipolar_leads.php

https://www.nottingham.ac.uk/nursing/practice/resources/cardiology/function/bipolar_leads.php
https://www.nottingham.ac.uk/nursing/practice/resources/cardiology/function/bipolar_leads.php
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Figure 3.11: Einthoven Triangle.

is called Modified Limb Lead (MLL), Figure 3.12 shows the consistent placement
of electrodes according to this method. As we will see later, only lead II will be
taken into consideration in the thesis work and we will call it Modified Limb Lead
II (MLLII). This lead is the same one used to generate the signals contained in
the dataset we have chosen for our studies, Section 3.4.1 will describe the dataset
in more detail.

3.4.1 MIT−BIH Arrhythmia Database
Since 1975, research on arrhythmia analysis and related subjects has been con-
ducted in the laboratories at Beth Israel Hospital (BIH) in Boston (now Beth Is-
rael Deaconess Medical Center) and Massachusetts Institute of Technology (MIT).
The MIT−BIH Arrhythmia Database [98], which was completed and distributed
in 1980, was one of the first major products of this effort. The database was the
first widely available set of standardized test material for evaluating arrhythmia
detectors, and it has been used for this purpose, as well as basic cardiac dynamics
research, at over 500 sites around the world. The ECGs in the MIT−BIH Ar-
rhythmia Database were obtained from a collection of over 4000 long-term Holter
recordings obtained by the Beth Israel Hospital Arrhythmia Laboratory between
1975 and 1979. Around 60% of these recordings were obtained from inpatients.
The database includes 23 records (numbered 100 to 124 inclusive, with some num-
bers missing) chosen at random from this set, as well as 25 records (numbered
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Figure 3.12: Electrodes placement according to the modified limb lead method [2].

200 to 234 inclusive, with some numbers missing) chosen from the same set to
include a variety of rare but clinically important phenomena that would not be
well-represented by a small random sample of Holter recordings. Figure 3.13 shows
an example of an ECG trace taken from the dataset. Each of the 48 records lasts
slightly more than 30 minutes. The full database has been available since February
2005 on PhysioNet [99].

The subjects were 25 men aged 32 to 89 years, and 22 women aged 23 to
89 years. In most records, the upper signal is a MLLII, obtained by placing the
electrodes on the chest. The lower signal is usually a modified lead V1 (occasionally
V2 or V5, and in one instance V4); as for the upper signal, the electrodes are also
placed on the chest. This configuration is routinely used by the BIH Arrhythmia
Laboratory.

3.5 Application model & ADAptive runtime Man-
ager

We selected an application structure based on process networks. Tasks are repre-
sented as independent processes, communicating with each other via FIFO struc-
tures, using blocking read and write communication primitives to avoid data loss
in case of busy pipeline stages. Processes may be potentially executed in parallel,
in case of available processing resources, potentially improving performance using
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Figure 3.13: 10-second ECG trace, recording number 108 in the MIT−BIH Ar-
rhythmia dataset. In the upper part is present the MLLII trace, in the middle
part the notes and in the lower part the modified lead V1 trace.

a software pipeline.
In particular, for each sensed variable to be monitored, we build a chain of

tasks that operate on the sensed data (Figure 3.14).

Get data Process Threshold Send

Figure 3.14: Simple task chain.

A chain of processes is generated for each sensor node, so that, if required by
changes in the operating mode, it’s possible to dynamically turn on and off the
useful and non-useful components.

For each sensor, we envision four types of general tasks:

• Get data task: takes care of taking data from the sensing hardware integrated
into the node.

• Process task: it’s possible to have multiple tasks of this type, representing
multiple stages of in-place data analysis algorithm. Having more than one
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task of this type allows a prospective user to select, for example, a certain
depth of analysis, which determines an impact on the required communi-
cation bandwidth, detail of the extracted information, and power/energy
consumption.

• Threshold task: this task allows to filter data depending on the results of the
in-place analysis. For example, a threshold task may be used to send data
to the cloud only when specific events or alert conditions are detected. Its
purpose is to limit data transfers from the node.

• Send task: is the task in charge of outwards communication to the gateway.

Considering the selected process network model, activation/deactivation of
tasks or entire chains corresponding to sensors can be implemented by:

• enabling/stopping the periodic execution of the involved task;

• reconfiguring the FIFOs to reshape the process chain accordingly.

In this way, it’s possible to select multiple application configurations, correspond-
ing to operating modes characterized by different levels of in-place computing
effort, bandwidth requirements, monitoring precision.

Within the process network, a task was exclusively dedicated to the manage-
ment of dynamic hardware and software reconfiguration of the platform. We have
implemented such reconfiguration in a software agent called ADAptive runtime
Manager. ADAM can be activated periodically by means of an internal timer. It
evaluates the status of the system, monitoring:

• reconfiguration commands from the gateway;

• changes in the workload, e.g. rate of events to be processed. For example,
a task may have to be executed periodically, with a rate that depends on
the frequency of certain events in the sensor data. This poses real-time
constraints that may be varying over time in a data-dependent manner.

• other relevant variables (e.g. battery status).

Depending on such input, ADAM can react to change the platform settings,
performing different operations:

• Enable or disable the individual tasks of the sensor task chain or the entire
chain;
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Get data Process Threshold Send

Get data Process Threshold Send

Figure 3.15: Two possible configurations of a generic system.

• Choose whether to set the microcontroller in a sleep mode or not;

• Set the operating frequency of the microcontroller to increase/reduce perfor-
mance level;

• Reroute the data-flow managed by the FIFOs according to the active tasks.

Figure 3.15 shows an example of the reconfiguration of the system that may be
applied by ADAM, deactivating a process task, to switch from an operating mode
that sends pre-processed information to the cloud to another sending raw data.

This proposed application model can be easily declined in different use cases
and application domains involving sensor monitoring and near-sensor processing.
Adapting to new scenarios could require for example to add different or additional
process data tasks and/or connecting them in a different order. Nevertheless,
the possibility of switching between different configurations by reconfiguring the
process network would be preserved.

3.5.1 ADAptive runtime Manager algorithm
This section will describe in detail what the ADAptive runtime Manager algorithm
does during its execution. Algorithm 3.1 is easily adaptable to single-core devices
such as the one we use. In Chapter 6 we will explain how ADAM features have
been integrated in order to better manage workloads based on neural network
processing on multi-core platforms.
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initialise & suspend all threads, Line 1. All the threads associated with the
different tasks at the operating system level are defined. The main parameters to
be set for each thread during this phase are: assigning a job, giving a higher or
lower execution priority and allocating a certain amount of stack memory. Once
all the threads have been initialised, ADAM preventively blocks the execution of
all the threads while waiting for a configuration message. It is executed only once
at system start-up.

send message (parameters setup), Line 2. As described above, all threads
have a dedicated input FIFO and are in a phase of waiting for data to be processed.
With this command, ADAM sends a message to itself regarding the configuration
of generic components. This configuration is carried out only once at system start-
up and is predefined by the user.

send message (task), Line 3. Similar to Line 2, ADAM sends a message to
itself with regard to the configuration of the threads. The configuration is strictly
dependent on the operating mode decided at run time by the user, either directly
or, as in this case, indirectly. In fact, the user establishes an initial configuration
determining which operating mode is to be executed at start-up. Obviously, a
possible configuration is equivalent to a quiescent system, which does not perform
any work but waits for an external reconfiguration message.

This configuration is carried out only once at system start-up and is predefined
by the user.

wait internal or external message, Line 5. At this point, the system has
entered an infinite loop in order to handle internal or external messages. The
first action that ADAM takes once it has entered the loop is to remain dormant,
waiting for a reconfiguration message to be input to its FIFO.

The first time this command is reached there are already two incoming mes-
sages, namely those described in Lines 2 and 3.

switch message, Line 6. The system sorts incoming messages and makes re-
lated decisions. Messages can have three different labels: parameters setup, task
setup and periodic check.

A “parameters setup” message involves updating the tabulated configurations,
for all operating mode/sensor pair, of SoC peripherals, sensor configuration, general-
purpose timers timing and thread wake-up timers timing if present.
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A “task setup” message involves reading the tabulated configurations, for the
operating mode (specified in the reconfiguration message) of the ith sensor. The
reconfiguration concerns the SoC peripherals, the sensor configuration, the timing
of the general purpose timers and those that wake up the threads if present. On
the basis of the tabulated configuration read, the system is correctly reconfigured
and the operating mode is changed.

A “periodic check” message is a message that the ADAM system receives pe-
riodically through the use of one of the general purpose timers set at Line 9. This
message allows the ADAM system to monitor the status of the system and possibly
make changes to it.

SoC peripherals setup, Line 8 and 20. Reading/writing parameters of a
generic nature regarding the devices integrated in the SoC, e.g. changing specifi-
cations of the BLE stack.

timers setup, Line 9, 21, 14 and 26. Reading/writing the timing parameters
of general purpose timers (Line 9, 21), e.g. the timer that manages the periodic
wake-up of ADAM or the timer that wakes up the BLE routine that manages the
service. Or, reading/writing the timing parameters of threads timers (Line 14,
26), e.g. the timer that periodically runs the thread dealing with the sampling of
ith sensor data.

sensors setup, Line 11 and 24. Reading/writing of sensor parameters. This
function initiates user-specified routines, such as an Serial Peripheral Interface
(SPI) read/write to the configuration registers of the nth sensor according to the
user or operating mode requirements.

check operating mode, Line 22. Check whether a change of operating mode
has been requested. If not, do not proceed with the case statement. However, if
the operating mode change is requested, an “operating mode index” is specified
for each sensor involved.

threads setup, Line 27. Consistent with the initialization in Line 1, this func-
tion enables or disables threads as required by the operating mode of the ith
sensor.

FIFOs setup, Line 28. Once the topology of the process network has been
changed, the data exchanged between the various threads must be routed. That
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is, each thread has to route the produced data to the right FIFO of the next
thread, according to the selected operating mode of the ith sensor.

custom action, Line 34. If defined, custom actions are executed under custom
conditions.

check workload, Line 40. The workload is calculated as a percentage. When
the system starts up, two timers are triggered, the first timer advances uncondi-
tionally, the second timer advances only if the system is not in sleep mode. Based
on a user-defined time window, the workload percentage is calculated as the ratio
of the second timer to the first one.

frequency & voltage regulator, Line 41. The system frequency and power
supply voltage change depends on the workload and real time constraints. The
real time constraints are set so as to avoid overlapping tasks during a succession of
events that trigger the process chain, even though FIFOs would be able to handle
these cases without data loss. The possible values of frequency and voltage are
tabulated and their variation is sensitive to ranges of workload and not to any
minimum variation of it. This is done for two reasons: firstly, to avoid overloads
due to numerous system demands related to changing system frequency/supply
voltage; secondly, not all devices support fine-grained operating frequency tuning.
In addition to the workload ranges, the user must also set a parameter called pa-
tience, which determines how long the system will not accept any further requests
for frequency and voltage changes after it has just received one. It will again be
at the user’s discretion to choose intervals that are first of all usable and do not
create constant, short-term changes in the system configuration.
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1 initialise & suspend all threads;
2 send message (parameters setup);
3 send message (task setup);
4 while true do
5 wait internal or external message;
6 switch message do
7 case parameters setup
8 SoC peripherals setup;
9 timers setup;

10 for s← 1 to number of sensors do
11 sensors setup [ s ];
12 for o← 1 to number of operating mode do
13 for t← 1 to number of threads do
14 timers setup [ s ][ o ][ t ];
15 end for
16 end for
17 end for
18 end case
19 case task setup
20 SoC peripherals setup;
21 timers setup;
22 check operating mode;
23 for s← 1 to number of sensors do
24 sensors setup [ s ][ operating mode index ];
25 for t← 1 to number of threads do
26 timers setup [ s ][ operating mode index ][ t ];
27 threads setup [ s ][ operating mode index ][ t ];
28 FIFOs setup [ s ][ operating mode index ][ t ];
29 end for
30 end for
31 end case
32 case periodic check
33 if custom condition then
34 custom action;
35 end if
36 check battery level;
37 if battery level < threshold then
38 send message (task setup)
39 end if
40 check workload;
41 frequency & voltage regulator [ workload range (workload) ];
42 end case
43 end switch
44 end while

Algorithm 3.1: ADAM algorithm.



4
Cardiovascular disease detection on

electrocardiogram

T o implement detection of cardiac abnormalities on ECGs, we have ap-
plied the previously described application model to deploy an adequate
waveform analysis application on SensorTile. A single-lead configuration

was chosen due to the practical convenience of not having too many electrodes
attached to the skin. Lead II is often read individually and therefore adequate in
case that as little data as possible needs to be processed. In particular, the ML-
LII configuration was chosen, the same configuration present in the records of the
MIT−BIH arrhythmia database, these recordings will be taken into consideration
during the training. We built a prototype using an AD82321 sensor module from
Analog Devices, connected to the Analog to Digital Converter (ADC) integrated
into the reference platform. The device supports a single-lead configuration, with
two or three electrodes. The official documentation proposes different solutions to
manage the signal noise, the compromise is between signal distortion and rejection
of motion artifacts. The chosen configuration assumes that the patient remains
relatively still during the measurement, and therefore, motion artifacts are less of
an issue. The AD8232 is configured with a 0.5 Hz two-pole high-pass filter fol-

1https://www.analog.com/media/en/technical-documentation/data-sheets/ad8232.p
df
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AD8232 Data Sheet 
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The overall narrow-band nature of this filter combination 
distorts the ECG waveform significantly. Therefore, it is only 
suitable to determine the heart rate, and not to analyze the ECG 
signal characteristics.  

The low-pass filter stage also includes a gain of 11, to bring the 
total system gain close to 1100 (note that the filter roll off 
prevents the maximum gain from reaching this value). Because 
the ECG signal is measured at the hands, it is weaker than when 
measured closer to the heart. 

The RLD circuit drives to the third electrode, which can also be 
located at the hands, to cancel common-mode interference. 

CARDIAC MONITOR CONFIGURATION 
This configuration is designed for monitoring the shape of the 
ECG waveform. It assumes that the patient remains relatively 
still during the measurement, and therefore, motion artifacts 
are less of an issue. 
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Figure 66. Circuit for ECG Waveform Monitoring 

To obtain an ECG waveform with minimal distortion, the 
AD8232 is configured with a 0.5 Hz two-pole high-pass filter 
followed by a two-pole, 40 Hz, low-pass filter. A third electrode 
is driven for optimum common-mode rejection. 
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Figure 67. Frequency Response of Cardiac Monitor Circuit 

In addition to 40 Hz filtering, the op amp stage is configured 
for a gain of 11, resulting in a total system gain of 1100. To 
optimize the dynamic range of the system, the gain level is 
adjustable, depending on the input signal amplitude (which 
may vary with electrode placement) and ADC input range. 

PORTABLE CARDIAC MONITOR WITH ELIMINA-
TION OF MOTION ARTIFACTS 
The circuit in Figure 68 shows an implementation of a battery-
powered embedded system for monitoring heart rate in 
applications where the patient engages in moderate activity, 
such as with a Holter monitor. The AD8232 uses a three-
electrode patient interface and implements a two-pole high-
pass filter with a cutoff at 0.3 Hz, and a two-pole low-pass filter 
with a cutoff frequency of 37 Hz. The total signal gain in the 
pass band is 400. The fully conditioned signal is sampled by the 
sigma-delta ADC integrated on the low power microcontroller, 
ADuCM360. The wide dynamic range of this ADC provides 
flexibility to reduce the signal gain to avoid saturation, depending 
on electrode placement. 

Because the pass band is relatively wide for ambulatory applica-
tions, the ADXL346 accelerometer signal can be used to further 
minimize the noise introduced by the motion of the patient. 
Moreover, the microcontroller can use the motion information 
to monitor inactivity and to issue a system shutdown to save 
battery power.  

The low dropout regulator ensures that the maximum of 3 V is 
not exceeded, especially during charge cycles of the battery, 
which can be a lithium-ion cell.  

In this application, the ADuCM360 uses its Port 0 to perform 
DMA transfers to the host communication interface or to an 
on-board memory, if recording the waveform for later transfer. 
However, in any particular application, this port should be used 
for the busiest interface to minimize CPU cycles and maintain 
low power operation. 

Note that this circuit is shown to demonstrate the capabilities 
of AD8232 and other system components. It is not a complete 
system design and additional effort must be made to ensure 
compliance with medical safety guidelines from regulatory 
agencies. 

Figure 4.1: Frequency response of the circuit configuration chosen for the AD8232.

lowed by a two-pole, 40 Hz, low-pass filter. A third electrode is driven for optimum
common-mode rejection.

In this section, we describe the supported operating modes, that can be selected
at runtime, and the processing tasks coexisting in the different operating modes.
It is also possible to find the original project in the repository2.

4.1 Operating modes
We have enabled three different operating modes to be selectable by the user, by
sending adequate commands from the cloud. Operating modes are shown in Figure
4.2.

4.1.1 Operating mode: Raw data
The first operating mode envisions sending the entire data stream acquired by
the sensor node to the gateway. There is therefore no near-sensor data analysis
enabled, and it poses fairly high requirements in terms of bandwidth. In this
operating mode are:

• Multiple samples are been grouped and inserted into a packet of 20 Bytes (8
ECG data 16 bit, 1 timestamp 32 bit).

2https://github.com/matteoscrugli/adam-iot-node-on-stm32l4

https://github.com/matteoscrugli/adam-iot-node-on-stm32l4
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Get data Peak CNN Threshold Send

Operating mode: Raw data.

Get data Peak CNN Threshold Send

Operating mode: Peak detection.

Get data Peak CNN Threshold Send

Operating mode: CNN processing.

Figure 4.2: ECG application model.
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• The sample rate of the ADC is set to 330 Hz, considering sending multiple
samples at a time, one Bluetooth packet is sent every 24 ms.

4.1.2 Operating mode: Peak detection
This operating mode does not provide visual access to the whole ECG wave-
form. A healthcare practitioner, when selecting this mode when accessing the
data, can select to monitor only heartbeat rate, requiring a lower level of detail in
the information sent to the cloud. As a common technique to reduce the power
consumption related to communication when sampled values are not interesting,
a healthcare practitioner could also set thresholds and receive a notification only
when thresholds are exceeded. In this operating mode, four tasks are active:

• Get data task

• Process data (peak detection)

• Threshold task (alert heartbeat rate evaluation)

• Send task

This operating mode processes samples to search for signal peaks and consequently
computes the heartbeat rate. The first task (Figure 4.2) collects data from the
sensor (as in raw data operating mode), the second analyzes the signal analysis and
calculates the heart rate, and the fourth allows data transmission. The threshold
task is used to determine if data must be sent to the cloud. For example, no data
is sent if the heartbeat rate is controlled between two high and low alert values.
The peak detection algorithm it’s not very critical in terms of time and power
consumption, it will be better discussed in Section 4.2. The size of the package
sent is 5 Bytes packet (1 heartbeat rate value, represented on 8 bit, 1 time-stamp
32 bit). The transmission rate is given dependent, in the worst case a package is
sent for each peak detected. Thanks to the threshold task, the communication-
related power consumption is heartbeat-dependent, since the execution of the send
task is triggered only when the heartbeat exceeds the preset threshold defined by
the medical staff.

4.1.3 Operating mode: CNN processing
In the latter operating mode, a further level of analysis is introduced. An additional
task implements a convolutional neural network, classifying the ECG waveform to
recognize physically relevant conditions. Using such classification technique, the
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practitioner can monitor the morphology of the signal without the need of sending
the entire data stream to the cloud, saving transmission-related power/energy
consumption. The neural network implemented recognizes anomalous occurrences
in the ECG tracing, in this case, communications with the gateway occur only in
case of anomaly detection. The enabled tasks are:

• Get data task

• Process data 1 task (peak detection)

• Process data 2 task (CNN)

• Threshold task (anomalous shapes in the ECG waveform)

• Send task

The required communication bandwidth is more similar to peak detection OM
than raw data OM, however, with respect to peak detection OM, computing effort
is higher. The node executes the 1D convolution neural network similar to the
one described in [100]. We have designed the system to be capable of classifying
ECG peaks according to alternative sets of categories, each composed by 5 classes,
named NLRAV and NSVFQ (see Figure 4.5). The design process used to select,
train and deploy the specific neural network topology is explained in Section 4.3.

The size of the data transferred to the cloud is 6 Bytes (1 heartbeat data 8
bit, 1 label data 8 bit, 1 timestamp 32 bit). The CNN, threshold and send tasks
are executed only if a peak is detected, the activation frequency of these tasks,
therefore, depends directly on the heart rate value.

4.2 The peak detection algorithm
The processing of the ECG signal is activated in peak detection and CNN OM, in
both operating modes it’s necessary to identify the R peaks in the signal, therefore
a simplified version of the Pan Tompkins algorithm was used in order to obtain
the position of the R peaks during data acquisition from the sensor. The reference
study to implement the R peak recognition algorithm is [101].

An exploration was made with different combinations of filters and mathemat-
ical functions blocks in order to reduce the computational load as much as possible
and at the same time obtain a good level of peak detection accuracy. The accuracy
on the MIT−BIH Arrhythmia dataset was validated for each step of the explo-
ration. The Figure 4.3 shows the block diagram representing the signal processing
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DC filter LP filter Derivative Squared

Raw
signal

Filtered
signal

Figure 4.3: Filtering block diagram.

Figure 4.4: Raw signal and filtered one from two different recordings.

algorithm chosen after the exploration, composed by: Direct Current (DC) filter,
Low Pass (LP) filter (fc = 11Hz), derivative and squared block. If CNN OM is
enabled, the signal is segmented, a number of samples equal to the input size of
the neural network are considered to generate a frame and the detected peak is
centered in it.

Figure 4.4 shows the raw signal in blue color and the filtered one in red from two
different recordings. A peak is detected when a filtered signal exceeds a predefined
threshold, then returns to a local minimum point and the delay introduced by
the filter is taken into account, the threshold value may be set differently for each
recording.

A detected peak is considered a true positive when it is associated with a
dataset peak in a neighborhood of 50 samples within the track under analysis.
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Equation 4.1 and 4.2 shows the sensitivity/True Positive Rate (TPR) and preci-
sion/Positive Predictive Value (PPV) data of the peak detection algorithm on the
MIT−BIH arrhythmia database. In Equation 4.1, Equation 4.2 and in successive
equations, the following operands are used: True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN)

TPR = TP
TP + FN = 0.99674 , (4.1)

PPV = TP
TP + FP = 0.99421 . (4.2)

Table 4.1 shows true positive, false positive, false negative of the peak detection
algorithm with a tolerance of 50 samples.

False positives are the peaks detected by the algorithm that cannot be matched
to any in the dataset. False negatives are the peaks in the dataset that are not
detected by the detection algorithm. We report in Table 4.2 the distribution of the
type of peaks present in the dataset and in the false positives subset, the NSVFQ
labels are reported since they cover all useful types of classes present in the dataset.
The extreme case corresponds to analyze an ECG trace containing only V peaks, in
this case, 0.97% of peaks are not detected. In literature, there are more advanced
real-time algorithms that obtain sensitivity and precision values similar or higher
than those obtained with our algorithm, such as in Gupta et al. [102] and Laitala
et al. [103]. In Laitala et al. [103], more offline algorithms are shown with higher
sensitivity and precision values, the authors state that it is easy to address the same
results in the real-time case for their method. Our aim is to find an algorithm that
achieves high sensitivity and accuracy values and, at the same time, provided a
low computational load and easy integration on the microcontroller.

4.3 Designing the CNN: training and optimiza-
tion

As seen in Chapter 2, introducing deep learning into this type of device brings
numerous benefits. Beyond that, we chose the neural network described in this
section for its high accuracy, low computational load, latency, and power consump-
tion. These results will be better described in the dedicated Section 4.4.

We have exploited a training procedure using and comprising a static quan-
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File TP FP FN File TP FP FN

100 2273 0 0 201 1957 5 6
101 1865 7 0 202 2135 3 1
102 2187 0 0 203 2929 75 51
103 2084 0 0 205 2653 0 3
104 2219 27 11 207 1832 192 28
105 2559 61 14 208 2936 47 19
106 2025 6 2 209 3003 9 2
107 2134 1 3 210 2639 24 11
108 1639 30 118 212 2746 0 2
109 2531 5 1 213 3248 1 3
111 2123 3 1 214 2256 6 6
112 2538 4 1 215 3363 2 0
113 1794 0 1 217 2202 2 6
114 1877 2 2 219 2153 0 1
115 1953 0 0 220 2048 0 0
116 2391 7 21 221 2426 4 1
117 1535 6 0 222 2482 3 1
118 2278 6 0 223 2605 6 0
119 1987 1 0 228 2033 53 21
121 1861 2 2 230 2256 3 0
122 2476 1 0 231 1571 0 0
123 1518 3 0 232 1778 4 2
124 1619 0 0 233 3072 1 7
200 2599 10 2 234 2753 0 0

Table 4.1: True positives, false positives, and false negatives of our peak detection
algorithm with a tolerance of 50 samples for each ECG recording on MIT−BIH
arrhythmia database.
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Classes Classes distribution

Dataset FN subset FN subset / Dataset

N 90369 255 0,28 %
S 2781 8 0,29 %
V 7230 70 0,97 %
F 803 4 0,5 %
Q 3895 7 0,18 %

Table 4.2: Classes distribution over the dataset or the false negative subset.

tization3 step, the source code is available at our public repository4. This pro-
cess enables the conversion of weights and activations from floating-point to in-
tegers and allows to implementation of the CNN using the CMSIS-NN optimized
function library, which expects inputs represented with 8-bit precision. In static
quantization2, which takes place right after quantization, float values are converted
to qint8 format. We set the procedure to force bias values to be null, while, to
quantize weights, MinMax observers5 are inserted inside the network to detect the
output values dynamics in each layer. On the basis of the reported distribution,
scale and zero-point values are selected and used to convert effectively and prevent
data saturation.

The functions implementing convolution and fully connected layers in the CM-
SIS-NN library provide for output shifting operations to apply the scale factor on
the outputs, allowing for scaling values ranging from -128 to 127. The quantization
procedure in PyTorch, on the other hand, requires a scale value that is not neces-
sarily a power of 2. For this reason, we slightly modified the CMSIS functions to
support arbitrary scale values. Such modifications have led to a limited increase in
the inference execution time. As an example of such performance degradation, we
report here the execution time increase for two examples CNN topologies, named
20_20_100 and 4_4_100 networks (network name indicates the main topology
parameters as conv1OutputFeatures_ conv2OutputFeatures_ fc1Outputs), corre-
sponding to respectively 2,87% and 10.52%.

3https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
4https://github.com/matteoscrugli/ecg-classification-quantized-cnn
5https://pytorch.org/docs/stable/_modules/torch/quantization/observer.html

https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
https://github.com/matteoscrugli/ecg-classification-quantized-cnn
https://pytorch.org/docs/stable/_modules/torch/quantization/observer.html
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Hyperparameter Value Hyperparameter Value

Epochs 200 Optimizer SGD
Batch size 32 Learning rate 0.01

Loss criterion Cross Entropy Momentum 0.9
ES patience 5 ES evaluation Every epoch

Table 4.3: Hyperparameters used during the training phase.

4.3.1 Model exploration
In order to select an optimized CNN topology implementing the classification task
required for the system, we have carried out a design space exploration process,
comparing tens of neural network topologies in terms of accuracy reached after
training and in terms of computing workload associated with executing the infer-
ence task on SensorTile. We have explored multiple topologies composed by two
convolution layers, two down-sampling layers, and two fully connected layers, as
represented in Figure 4.5, the size of the input sample frame is equal to 198.

Explored topologies feature different numbers of output channels from each
layer. The results are reported in Figure 4.6, showing the most interesting re-
sults for both the NLRAV and NSVFQ classes. Models NLRAV_20_20_100
and NSVFQ_20_20_100 achieve the highest Accuracy (ACC) value as shown in
Equation 4.3 and 4.4. The training set is composed by 70% of the elements of the
entire dataset and they are chosen randomly. Figure 4.7 shows the trend of the
accuracy value during the training stage. As shown in Table 4.3, a maximum num-
ber of epochs has been set equal to 200 and, to avoid overfitting effects, the Early
Stopping (ES) algorithm was chosen. This algorithm stops the training phase if
it detects an increase in the loss value [104], the loss is evaluated every epoch and
a patience value of 5 is chosen, i.e. the training stops only if a loss increment
is detected for 5 consecutive epochs. The loss values for each epoch during the
training phase are reported in Figure 4.7.

ACCNLRAV_20_20_100 = TP + TN
TP + TN + FP + FN = 0.9922, (4.3)

ACCNSVFQ_20_20_100 = TP + TN
TP + TN + FP + FN = 0.9889. (4.4)

Figure 4.8 shows a Pareto plot representing accuracy and energy consumption
for the most accurate topologies identified by the exploration.
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Figure 4.5: CNN structure and two possible classes of labels.
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Figure 4.6: Exploration of the chosen neural network model, the name comes from
labels_ conv1OutputFeatures_ conv2OutputFeatures_ fc1Outputs.
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(a) NLRAV classes training results.

(b) NSVFQ classes training results.

Figure 4.7: Results obtained from the training of the model having: 20 output
features for Conv1, 20 output features for Conv2 and 100 output for Fc1.
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Figure 4.8: For the most accurate models, the energy consumption for a single
CNN task call is shown. The dotted line represents the maximum allowable drop
in accuracy (0.5% with respect to the most accurate model) for NLRAV (red line)
and NSVFQ (blue line) classes. The models marked with an “×” do not respect
the constraints imposed on the minimum necessary accuracy value.

For both classes NLRAV and NSVFQ, only one neural network model must
be selected which allows to reduce power consumption as much as possible but,
at the same time, does not lead to an excessive drop in accuracy. A maximum
accuracy drop equal to 0.5% with respect to the most accurate model (represented
in Figure 4.8 by the dotted lines) was chosen. The reported energy consumption is
associated with a single CNN inference task execution on SensorTile. Models that
are above the 0.5% threshold are considered to be valid, and, for each set of labels,
the valid model that consumes less energy is chosen to be refined in the next steps
and deployed on the board. Eventually, we have selected NLRAV_4_4_100 and
NSVFQ_4_4_100. The accuracy values are reported in Equation 4.5 and 4.6.

ACCNLRAV = 0.9908 , (4.5)
ACCNSVFQ = 0.9869 . (4.6)
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4.3.2 Post-deployment degradation and refinement with
Augmentation

The ECG peaks in the reference dataset are perfectly centered in the frame of
samples that is received in input by the CNN during the training stage. As a
consequence, the network is trained to recognize the chosen classes as long as
the peak is centered in the signal frame. The peak detection algorithm on the
SensorTile, on the other hand, operates online on the incoming signals and would
not always detect the peak in the same position specified in the dataset.

To assess the accuracy degradation after the deployment, we calculated post-
deployment accuracy values by:

• considering false positive and false negative peaks produced by the peak
detection algorithm, which need to be accounted for in Equation 4.5 and
4.6.

• using a post-deployment validation dataset, composed by the same samples
in the original one, but modified to be centered as dictated by the peak
detection algorithm during online analysis.

In these conditions, there is a degradation in accuracy, the results will be shown
and discussed in Section 4.4. Pre-deployment accuracy, therefore, does not consider
the aforementioned non-idealities.

To overcome the deriving inaccuracy, the chosen networks have been retrained
for refining their precision in case of imperfectly centered input frames. We have
used a data augmentation technique to create a larger dataset that contains not
only perfectly centered peaks in the frame but also off-center ones. Operations
like translating the training signal for a few samples in each direction can often
greatly improve generalization [104]. We have chosen to create a dataset that
contained peaks translated (with respect to those contained in the starting dataset)
to the left or to the right by a number of samples multiple of 3, with a maximum
translation of 48 samples. Figure 4.9 shows qualitatively how the peak translation
technique was applied as augmentation technique. Once the dataset augmentation
has been generated (larger than the one initially used), during the training phase,
a number of elements equal to the size of the dataset initially used are taken into
consideration, these elements are chosen randomly for each epoch.
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Figure 4.9: Qualitative example of augmentation.

4.4 Experimental results
In this section, we show our main experimental results. We first show a detailed
accuracy evaluation to show the effectiveness of the data augmentation procedure
and the class-level classification capabilities of the designed CNNs. Moreover, we
present measures of the energy consumption of the entire system and we highlight
the energy contributions of each task. To estimate power consumption in each op-
erating mode, we have performed a thorough set of experiments measuring energy
consumption in different setup conditions. The results were used to create a model
highlighting the contribution of each task to the energy consumption of the node.

4.4.1 Pre-deployment CNN accuracy
As anticipated in Section 4.3.1, after the topological exploration on neural net-
works, we selected the NLRAV_4_4_100 and NSVFQ_4_4_100 models. A pre-
deployment accuracy of 99.08% and 98.69% was obtained for classes NLRAV and
NSVFQ respectively. Table 4.4 summarizes the layer parameters used during the
training phase. Figure 4.10a and 4.10b, show the Receiver Operating Charac-
teristic (ROC) curve and Area Under Curve (AUC) value for NLRAV_4_4_100
and NSVFQ_4_4_100 with augmentation. Eventually, Figure 4.11 shows the
confusion matrix for the two selected networks.
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Layer Input
dimension

Output
dimension

Input
features

Output
features

Kernel
size

Convolutional 198 192 1 4 7
Max pooling 192 96 4 4 2

Convolutional 96 90 4 4 7
Max pooling 90 45 4 4 2

Fully connected 180 100 − − −
Fully connected 100 5 − − −

Table 4.4: Parameters used for NLRAV_4_4_100 and NSVFQ_4_4_100 train-
ing phase.
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Figure 4.10: ROC curve and AUC value for NLRAV_4_4_100 and
NSVFQ_4_4_100 models with augmentation support.
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Figure 4.11: Confusion matrix for NLRAV_4_4_100 and NSVFQ_4_4_100.

4.4.2 Post-deployment CNN accuracy
As mentioned above, when considering the ideally centered samples in the dataset,
the selected CNNs are very accurate. The precision of the classification, however,
decreases significantly when peaks are detected online and imperfectly centered. In
fact, for the selected neural network models, a post-deployment accuracy equals to
94.52% and 94.09% for NLRAV_4_4_100 and NSVFQ_4_4_100 respectively is
obtained. As a solution to such accuracy degradation, we have enriched the train-
ing set with samples derived from the original ones by applying some artificial
shifting as described in Section 4.3.2. Data augmentation techniques reduce the
specialization of the CNN on the perfectly centered validation set, sightly drop-
ping the accuracy to a value of 98.37% and 97.76% for NLRAV and NSVFQ
respectively. On the other hand, ECG recordings with anomalous peaks, that are
difficult to be perfectly centered by the peak detection algorithm, are expected
to be classified much more accurately. To prove the obtained improvements, we
report a detailed classification analysis. In Figure 4.12, we report the number of
false positives and false negatives cases resulting from the peak detection algo-
rithm, and we classify the remaining cases, true positives, with the neural network
selected for NLRAV and NSVFQ classes. Such classification is executed on the
post-deployment validation set mentioned in Section 4.3.
The improvement in post-deployment accuracy after data augmentation is shown
in Equations 4.7 and 4.8.

ACCNLRAV_post = 0.9742 , (4.7)
ACCNSVFQ_post = 0.9698 . (4.8)

Data augmentation techniques allow recovering most (around 2.9%) of the
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Figure 4.12: False positives and false negatives cases resulting from the peak de-
tection algorithm and classification with remaining true positive cases for NLRAV
and NSVFQ classes using CNNs trained with augmentation techniques.

drop due to imperfect centering of the input ECG peaks. Data augmentation has
obviously no effect on the drop due to misdetections, which still determine 1.7%
degradation with respect to the pre-deployment phase.

Figure 4.13 shows a more detailed view of the effects of the quantization proce-
dure and of the augmentation on the accuracy, focusing on the classification of the
peaks detected online. The two leftmost plots represent the accuracy levels when
no augmentation is exploited. The accuracy, as can be noticed in the leftmost bar
of each plot is very high, with small variability over the different tracks, and is
only slightly decreased when quantization is applied to obtain a fixed-point imple-
mentation. However, when considering the positioning of the peak as identified
by the online detection, as shown in the two rightmost bars of each plot, precision
degrades on some of the tracks, as can be noticed by the presence of multiple out-
lier tracks with very bad classification accuracy. This happens independently on
the data representation format since the behavior is similar for both the fixed- and
floating-point implementations. The two graphs on the right show the impact of
data augmentation. As may be noticed by the rightmost bars in these two plots,
general accuracy is significantly improved: classification works correctly for all the
tracks and even the outliers show an accuracy higher than 90%.
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Figure 4.13: Taking into consideration the true positive peaks obtained with a
tolerance equal to 50 samples, the statistical distribution of the accuracy values
for each ECG recording, obtained from the classification on the validation set, is
represented. The floating-point and fixed point models are tested, inference with
centered and non-centered peaks is also tested. In orange, the median value.
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Figure 4.14: Circuit used to measure power consumption.

4.4.3 Power consumption measures
With the purpose of measuring the power consumption of our reference platform,
the SensorTile board, we monitored the current absorption through an oscilloscope
and a Shunt resistor. We used ANALOG Discovery 2 to measure the voltage on
the shunt resistor, Figure 4.14 shows the circuit schematic used to measure the
power consumption, in particular: VUSB is equal to 5V , R1 is the shunt resistor,
LD39115J186 (SensorTile component) is a voltage regulator, VDD is the power
supply voltage of the entire chip. The voltage regulator holds VDD at a stable
voltage of 1.8V . As input, it accepts a voltage between 1.5 and 5.5V , then voltage
drops on R1 are expected. The Figure 4.15 shows some data on power consumption
experimental results for different operating modes at different heart beats per
minute (bpm), the individual cases will then be taken and discussed.

4.4.3.1 Case: 50 bpm

With low heart rates values, considerable energy savings are obtained even without
adapting the system frequency to the workload. In fact, peak detection OM and
CNN processing OM are workload-dependent, which in this case is low. For the
latter reason, they consume less than the raw data OM, which constantly sends
data to the cloud. There is a further energy saving given by the reduction of the
system frequency according to the workload, in this case, the peak detection OM
is set to 2 MHz and the CNN processing OM is set to 4 MHz. The raw data OM,
the worst case, works always at 8 MHz. The Figure 4.15 also shows the power
consumption values if data transmission to the cloud is present or not (Tx, No tx),

6https://www.st.com/resource/en/datasheet/ld39115j.pdf

https://www.st.com/resource/en/datasheet/ld39115j.pdf


Cardiovascular disease detection on electrocardiogram 73

Raw

Po
we

r
co

ns
um

pt
io

n
(m

W
)

N
o

tx Tx
N

o
tx Tx

N
o

tx Tx
N

o
tx Tx

N
o

tx Tx
N

o
tx Tx

0

2

4

6

8

10

Peak Peak PeakCNN CNN CNN
50 bpm 100 bpm 200 bpm

Op. mode
Heartbeat

With frequency optimization
Without frequency optimization
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on heartbeat nor on the threshold settings and the threshold task is disabled, so
only one value is shown.
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as already said, the decision is up to the threshold task.

4.4.3.2 Case: 100 bpm

Peak detection OM and CNN processing OM keep the same operating frequency
of the previous case. Thus there is a slight increase in power consumption for
such modes, only due to the more intense data-dependent workload. Obviously,
no change in raw data OM in terms of power consumption.

4.4.3.3 Case: 200 bpm

Compared to the previous cases, again, there are no changes in the raw data OM.
An increase of the working frequency to 8 MHz is required to sustain the CNN
processing OM. The role of the threshold task, that implies the difference between
the Tx and the No Tx bar for the CNN processing OM, is more important. Even
with this very high rate, the CNN-based monitoring is still convenient with respect
to the raw data OM, confirming the usefulness of near-sensor processing.

4.4.4 Power model & operating mode power consumption
estimation

We have performed a thorough set of experiments measuring energy consumption
in different setup conditions. The results were used to create a model highlighting
the contribution of each task to the energy consumption of the node. By inter-
polating the experimental results on power consumption in the different use cases
and knowing the duration of each task, we were able to build a model capable
of estimating the energy consumption of the device under each possible use case.
Table 4.5 shows the energy values for each task in the process network. Table
4.6 instead shows the power consumption of the platform in idle state and ECG
sensor.

At this point it’s possible to easily estimate the power consumption relative to
each operating mode, the Equations 4.9, 4.10 and 4.11 the power consumption for
each operating mode are calculated.

Praw data OM = (Eg + αEs) · fs + Pidle + Psensor , (4.9)
Ppeak detection OM = Egp · fs + (Et + Es) · fp + Pidle + Psensor , (4.10)
Pcnn processing OM = Egp · fs + (Ec + Et + Es) · fhr + Pidle + Psensor . (4.11)

In Equations 4.9, 4.10 and 4.11, the following operators are used:



Cardiovascular disease detection on electrocardiogram 75

Task type Number of cycle Execution time
(8 MHz)

Energy
contribution

Get data 841 105 µs Eg = 2.96 µJ

Get data + peak 1 550 + 841 300 µs Egp = 3.76 µJ

CNN 4_4_100 361 360 45 ms Ec = 148.78 µJ

CNN 20_20_100 1 719 582 215 ms Ec = 660.37 µJ

Threshold 910 114 µs Et = 2.73 µJ

Send data ∼ 25 000 ∼ 3 ms Es = 83.96 µJ

Table 4.5: Summary of consumption and execution time for each task.

Device Power consumption

2 MHz 4 MHz 8 MHz

Platform in idle state 2.609 mW 3.101 mW 4.546 mW

ECG sensor 237 uW 237 uW 237 uW

Table 4.6: Summary of consumption of peripherals.

• fs is the sampling frequency,

• fhr is the heart rate,

• fp is the peak data sanding frequency,

• α−1 it’s the number of samples inserted in a BLE package,

• Pidle power consumption of the platform in idle state, depends on the system
frequency,

• Psensor energy consumption of the ECG sensor.

Figure 4.16 shows the estimate of the power consumption of the device and the
contributions of each task in case the heart rate is around 60 bpm. The purpose
of Figure 4.16 is to graphically show the power consumption contributions of the
tasks for each operating mode.

The following list shows the estimated battery life (600 mAh, 3.7 V Li-Ion) for
each operating mode:

• Raw data OM: 10.29 days
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Figure 4.16: Estimation of energy consumption for each task of each operating
modes at 60 bpm.
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• Peak detection OM: 23.49 days

• CNN processing OM: 20.20 days

Considering the results in terms of battery life just reported, it is possible to
assert that the different optimizations have made possible higher energy efficiency
for enabling on-edge processing OMs compared to raw OM. To summarize, the in-
crease in efficiency is mainly due to the introduction of the ADAM component and
various optimizations in the design and development phase. ADAM, to this aim,
sets the microcontroller in sleep/active mode and selects, at runtime, optimal clock
frequency, and power supply to respect the real-time constraints. These hardware-
related settings are also optimized at runtime to exploit the data-dependent nature
of the workload (based on the heart rate). Finally, we have considered power opti-
mization as the main objective when taking all the design and development choices.
We have used a simplified peak detection algorithm. Moreover, we have explored
a large number of neural network models to obtain good results in terms of ac-
curacy values with smaller computational resources, with respect to those used in
literature. Thanks to quantization and CMSIS APIs, the SIMD microcontroller’s
capabilities have been exploited as much as possible, significantly increasing the
performance of neural network inference and reducing the memory footprint.

4.5 Work comparison
In this section we compare to the works discussed in Section ?? that deals with
inference at-the-edge. Table 4.7 summarizes the results in terms of neural network
accuracy on MIT-BIH dataset. As may be noticed, our system gets results higher
or very close compared to the alternatives, despite being, to the best of our knowl-
edge, the only work actually evaluating post-deployment accuracy, and considering
all the contributions to errors deriving by all the steps in the online processing sys-
tem. Only for the precision metric, there are works that report higher values, but
exploiting platforms with much higher computational capabilities than those of a
microcontroller and more complex neural networks.

In Sakib et al. [40] a good results in terms of accuracy and precision is ob-
tained, the F-score value is not reported and was therefore calculated from the
reported confusion matrix. Power consumption is not provided but a higher value
is expected compared to our as their methodology is tested on platforms such as
Jetson Nano and RaspberryPi.
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In Azimi et al. [46] the inference does not occur in the Cloud side but from an
intermediate device placed in the same WBAN network as the sensory node, the
latter will have the task of transmitting all the data acquired in raw format thus
leading to a possible excessive power consumption of the node. Also in this case
the F-score parameter was calculated from the results proposed within the paper.

In Burger et al. [47], a good result in terms of accuracy has been obtained,
however, they report far higher power consumption than our methodology. The
higher consumption is due to the fact that they used an FPGA-based platform
and their system is capable of classifying 335 beats per second.

In Hou et al. [52] they obtain good results in terms of accuracy, although in the
work there are not many references to how they were calculated and there are no
supporting confusing matrix, making the calculation of the remaining parameters
not possible. Here too, a Raspberry is used as a reference platform, which leads
to a significantly increasing of power consumption if compared to those obtained
in our work.

Work Accuracy Sensitivity Precision F-score Diseases

Sakib et al. [40] 95.98% − 95.9% 93.5% NSVF
Azimi et al. [46] 96% 76.18% 44, 51% 61, 6% NSVFQ
Burger et al. [47] 97% − − − NLRAV

Hou et al. [52] 98% − − − [1]
Our work 99.08% 98% 96, 31% 98, 12% NLRAV
Our work 98.69% 95, 52% 92, 6% 96, 16% NSVFQ

Post-deployment results

Our work 97.42% 96, 92% 91, 50% 94, 89% NLRAV
Our work 96.98% 95, 35% 85, 17% 91, 12% NSVFQ

[1] Normal (NOR), Left Bundle Brunch Block (LBB), Right Bundle Brunch Block (RBB),
Paced beat (PAB), Premature Ventricular Contraction(PVC), Atrial Premature Contraction

(APC), Ventricular Flutter Wave (VFW) and Ventricular Escape Beat (VEB).

Table 4.7: Results in terms of accuracy value on MIT-BIH dataset (see classes
names in Figure 5.4).



5
Sensorimotor exercise detection using a

wobble board

W e used a wobble board capable of 360° rotation (Figure 5.1), the sen-
sory node is fixed in the upper-middle part. Since the device is bat-
tery powered and communication is via a BLE module, no cable is

used to interface with the sensor node. We chose STMicroelectronics SensorTile
microcontroller-based platform, which is equipped with an ARM Cortex-M4 32-bit
low-power microcontroller. It takes advantage of the LSM303AGR1 accelerometer
sensor integrated into the Sensortile, only the two axes X and Y parallel to the
floor are taken into account. It was chosen to run FreeRTOS on the node, to
have more control over the running tasks due to its ability to create a thread-level
abstraction.

This chapter describes the implementation of a system able to recognize typi-
cal movements in exercises that involve the use of a conventional wobble board or,
more simply, the wireless transmission of raw data acquired from the sensor.

1https://www.st.com/resource/en/datasheet/lsm303agr.pdf
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Figure 5.1: Wobble board used to validate our approach.

5.1 Operating modes
The application model chosen for this use case provides two possible levels of
processing able to evaluate the nature of the movement. The OMs chosen for the
selected use case are shown in Figure 5.2 and described below.

5.1.1 Operating mode: raw data
This is the simplest OM, using only two tasks. It is possible to acquire data from
the sensor and send it via Bluetooth, with a sampling frequency of 100 Hz. In
order to reduce the power consumption related to the transmission, it was decided
to encapsulate four samples taken from the sensor in a single low energy Bluetooth
packet. The Bluetooth packet has a size of 20 bytes, 4 bytes the timestamp, and
four pairs of data taken from the sensor at different instants of time, the data pair
is formed by the values relative to the accelerometer’s X and Y axis, each with a
size of 2 bytes.
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Get data Balance CNN Threshold Send

Operating mode: Raw data.

Get data Balance CNN Threshold Send

Operating mode: basic balance.

Get data Balance CNN Threshold Send

Operating mode: CNN.

Figure 5.2: Application model. Top raw OM, middle balance OM, bottom CNN
OM.
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5.1.2 Operating mode: basic balance
This OM enables the first level of processing. The sampling rate is lowered to 100/7
Hz, which is more than sufficient to perform the analysis in this OM. A simple
algorithm calculates how much, in percentage, the wobble board is in a balanced
position. The extreme cases, the analysis returns a value of 100% if the board
remains horizontal within a certain tolerance and 0% when the board remains in
constant contact with the ground. The result of the analysis is transmitted every
second, this leads to a significant energy saving due to the decrease of information
that has to be sent via Bluetooth, which is no longer used to transmit raw data.

5.1.3 Operating mode: CNN
Some exercises were selected which were not too complicated to be recognized by
deep learning techniques. Also in this case, a frequency of 100/7 Hz is ideal to
obtain good results with the neural network and have a not excessive workload.
The raw data related to the two X and Y axes of the accelerometer are used as two
different input features as input to the neural network. The balance task remains
active so that if a total stop of the table is detected, no CNN is executed. Again,
the result of the analysis is transmitted every second. Some typical exercises
recommended by Anders Heckmann [3] are those shown in Figure 5.3.

(a) (b) (c) (d)

Figure 5.3: The four common wobble board exercises recommended by physiother-
apist Anders Heckmann [3]. (a) Balance while keeping as steady as possible. (b)
Move the board back and forth. (c) Move the board from sideto side. (d) Clockwise
and counterclockwise circular movement. The Figure was extracted from Nilsson
et al. [4].

The correct execution of the exercise involves:

• Basic stance balance (Figure 5.3.a): Stand on the board with the edges
of your feet on the outer edges of the board. Maintain a neutral spine and
keep your torso upright. Balance on the board by shifting your weight to
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prevent any of the board’s edges from touching the floor. The goal is to
maintain the balance for 60 seconds.

• Forward/backward tilt (Figure 5.3.b): Stand on the wobble board with
your feet on the outer edges. Stand upright in a neutral spine position. Tilt
the board to the front to touch the floor. Tilt it back onto the heels to touch
the floor behind you. Continue tilting forward and back in a slow, steady,
controlled motion for 60 seconds.

• Side tilt (Figure 5.3.c): Stand on the wobble board with your feet on the
outer edges. Stand upright in a neutral spine position. Tilt the board from
left to right by transferring your weight from your left leg to your right leg.
Moving in a slow and controlled manner, keeping an upright torso and tight
core. The duration of the exercise is 60 seconds.

• Two leg tilts (Figure 5.3.d): Stand on the wobble board with your feet on
the outer edges. Stand upright in a neutral spine position. In a combination
of the two previous exercises, you will roll the board in a 360-degree motion.
Begin by tilting the board to the left. When the board touches the ground
on the left, transfer your weight to the front to touch the floor. Now transfer
your weight to touch the floor to the right side. Complete the revolution
by tilting the board to the floor behind you. Keep your body centralized
throughout. You may need to balance with your arms as you get used to the
movement. Reverse the motion to move in the other direction. Continue for
60 seconds.

• Other: there is a fifth class that represents everything that is not foreseen
by the previous exercises, for example, the fall from the table or the absolute
absence of movement.

5.2 Neural network design
We used a training procedure that included a static quantization2 step, the source
code is available in our public repository3. This process converts floating-point
weights and activations to integers, allowing the CNN to be implemented using
the CMSIS-NN optimized function library, which expects inputs with 8-bit preci-
sion. We have chosen to force the value of the bias to zero, while for the conversion

2https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
3https://github.com/matteoscrugli/deepwobbleboard

https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html
https://github.com/matteoscrugli/deepwobbleboard
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Hyperparameter Value Hyperparameter Value

Epochs 30 Optimizer Adadelta
Batch size 32 Learning rate 1.0

Loss criterion Cross Entropy Rho 0.9
ES patience 5 ES evaluation Every epoch

Table 5.1: Hyperparameters used during the training phase.
of the weights we have inserted MinMax observers4, who have the task of study-
ing the outputs of each layer. Evaluating the distribution of the output values of
each layer allows the observer to establish a value of scale and zero-point in order
not to saturate these values using a quantized network. The CMSIS-NN library’s
functions for implementing convolution and fully connected layers include output
shifting operations for applying the Scale factor to the outputs, with scaling values
ranging from -128 to 127. In PyTorch, however, the quantization procedure re-
quires a Scale value that is not always a power of two. As a result, we modified the
CMSIS functions slightly to support arbitrary scale values. This change resulted
in a minor increase in inference execution time. After testing inference with and
without this modification, we calculated an increase in execution time of 2.87%.

We used a design space exploration process to compare tens of neural network
topologies in terms of accuracy achieved after training and computing workload
associated with executing the inference task on SensorTile. Figure 5.4 shows the
selected convolutional network and the five selected output classes.
All exercises are one minute in length, each movement performed during the four
different exercises has a different duration. Generally, the longest exercise is the
two leg tilts. CNN does not analyze the exercise for its entire duration (60 seconds)
at once, the signal is divided into windows of 15 seconds duration, a good com-
promise between temporal precision and distinction between the movements to be
evaluated. The maximum number of epochs was set to 30 and the ES algorithm
was chosen to avoid overfitting effects. This algorithm terminates the training
phase if it detects an increase in the loss value [104]; the loss is evaluated every
epoch, and a Patience value of 5 is selected, implying that the training terminates
only if a loss increment is detected for 5 consecutive epochs. Table 5.1 summarizes
the parameters chosen for training, while Table 5.2, shows the dimensions of the
various layers chosen.

4https://pytorch.org/docs/stable/_modules/torch/quantization/observer.html

https://pytorch.org/docs/stable/_modules/torch/quantization/observer.html


Sensorimotor exercise detection using a wobble board 85

21
5

X
-a
xi
s

Y
-a
xi
s

2 20
7

Conv 1

10
3

20 95

Conv 2

47

20 10
0

Fc 1

1

Fc 2

5

Input
Convolution
+ ReLU

Max
pooling

Fully con-
nected
+ ReLU

Softmax

(B) Basic stance balance (FB) Forward/backward tilt
(S) Side tilt (R) Two leg tilts
(G) Other

Figure 5.4: CNN structure and classes description.

Layer Input
dimension

Output
dimension

Input
features

Output
features

Kernel
size

Convolutional 215 207 2 20 9
Max pooling 207 103 20 20 2

Convolutional 103 95 20 20 9
Max pooling 95 47 20 20 2

Fully connected 940 100 − − −
Fully connected 100 5 − − −

Table 5.2: Model parameters.
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Figure 5.5: Example graph of single acquisition of the “two leg tilts” exercise. The
two axes in the lower plane represent the raw data acquired by the sensor. The
vertical axis represents time in milliseconds.

5.2.1 Data augmentation & generalization
Unfortunately, no datasets already used in the literature containing the selected
exercises were found. Therefore, a dataset was created with 12 one-minute record-
ings for each type of exercise (including class “other”), Figure 5.5 shows an example
graph of single acquisition of the “two leg tilts” exercise. A random split of the
dataset was chosen in order to use 0.8% of the data for the training set and 0.2%
for the validation set. Operations such as translation, rotation and time dilation
of the signal in each direction can often greatly improve generalization [104].

In more detail, augmentation techniques are (also summarized in Table 5.3):

• Translation: During training, the window to the entire signal is shifted by
0.25 s per frame. For example, a 60-second recording with a translation of
0.25 generates a number of frames of (60− 15)/0.25 + 1 = 181.

• Rotation: A rotation transformation was applied to the X and Y axes of
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Parameter Value

Traslation, temporal distance between frames 0.25 s
Rotation, X and Y axis rotation ∠−4, ∠0, ∠4

Time dilation, downsampling 6, 7, 8

Table 5.3: Augmentation parameters.

the sensor data, in our case we chose two rotations of ∠−4 and ∠4 degrees.
For each record, two more are then generated.

• Dilation: The sampling frequency of the signals in the dataset is 100 Hz,
but the neural network is trained with 100/7 Hz signals. The size of the
input signal is therefore equal to ⌊(15×100+7−1)/7⌋ = 215. Time dilation
can be obtained by increasing or decreasing the downsampling while keeping
the input size to the neural network constant, in this case, two additional
downsampling values of 6 and 8 were chosen. For each recording, two more
are generated with different time dilations.

5.3 Experimental results
In this section, we will show the results obtained after the neural network training
and we will make a detailed analysis of the power consumption for each OMs.

5.3.1 Neural network accuracy
After the training phase, an accuracy of 97.652% was measured on the validation
set. Figure 5.6 shows the results of the training, showing how the windows ex-
tracted from the validation set are classified. It is possible to notice that the major
difficulty for the network is to recognize in a correct way when the wobble board
is used with movements that do not match the four proposed ones.

5.3.2 Power consumption measures
We measured the power consumption for each OMs, for this purpose the digital
oscilloscope ANALOG Discovery 2 was used to measure the voltage on the shunt
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Figure 5.6: Validation set confusion matrix, to the left the model with floating
point weights and to the right fixed point weights.

resistor placed in series to the power cable of the SensorTile node. Figure 5.7
shows the result of the measurement.

5.3.2.1 Operating mode raw

This is the OM with the highest amount of data to be sent via Bluetooth, the mini-
mum system frequency to handle data traffic with the Bluetooth module present in
the SensorTile module is 8 MHz. In order to optimize data sending via Bluetooth,
four sensor acquisitions are merged for each packet, reducing the data sending
frequency from 100 Hz to 25 Hz.

5.3.2.2 Operating mode balance

In contrast to the previous one, this is the OM where there is less data transmission,
in fact, the evaluation of the exercise is done every one second, invoking Bluetooth
transmission at the same frequency. It has been tested that a system frequency of
2 MHz is sufficient to meet the real-time constraints, Figure 5.7 shows the savings
due to dynamic optimization of the system frequency.

5.3.2.3 Operating mode CNN

It was chosen to send the information about the classification result of the exercise
every time the neural network inference is performed. In order to correctly execute
the neural network and at the same time respect the real-time constraints, a system
frequency of 4 MHz has been set. The length of the input frame is obviously
the same as that used during training, while the distance between frames in this
evaluation phase, as for operating mode Balance, is one second. For this reason, the
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Figure 5.7: Power consumption for each OM.

power consumption is data-dependent and the worst case will thus be taken into
account for the calculation of power consumption. The maximum number of times
a single data item is sent via the Bluetooth module is equal to (60−15)/1+1 = 46.

5.3.3 Power model & operating mode power consumption
estimation

We conducted a comprehensive set of experiments measuring energy consump-
tion in various setup conditions. The results were used to create a model that
highlighted the contribution of each task to the node’s energy consumption. The
energy values for each task in the process network are shown in Table 5.4, Table 5.5
instead shows the power consumption of the platform as a function of the chosen
system frequency

Task type Number of
cycles

Execution time
(8 MHz)

Energy
contribution

Get data 841 105 µs Eg = 2.96 µJ

Get data + balance 1 550 + 841 300 µs Egb = 3.76 µJ

CNN 2 219 582 277 ms Ec = 852.38 µJ

Threshold 910 114 µs Et = 2.73 µJ

Send data ∼ 25 000 ∼ 3 ms Es = 83.96 µJ

Table 5.4: Summary of consumption and execution time for each task.

At this point, Equations 5.1, 5.2 and 5.3 representing the estimated power
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Device Power consumption

2 MHz 4 MHz 8 MHz

Platform in idle state 2.609 mW 3.101 mW 4.546 mW

Table 5.5: Summary of consumption of peripherals.
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Figure 5.8: Estimation of energy consumption for each task of each OM.

consumption for each OMs have been obtained:

Praw data OM = (Eg + αEs) · fs + Pidle , (5.1)
Pbasic balance OM = Egb · fs + (Et + Es) · fb + Pidle , (5.2)

Pcnn processing OM = Egb · fs + (Ec + Et + Es) · fc + Pidle . (5.3)

In Equations 5.1, 5.2 and 5.3, the following operators are used:

• fs is the sampling frequency,

• fc frequency of convolutional neural network activation,

• fb is the basic balance data sanding frequency,

• α−1 is the number of samples inserted in a BLE package,

• Pidle power consumption of the platform in idle state, depends on the system
frequency.

Figure 5.8 shows graphically the contribution of each task to the power consump-
tion of each OMs.



6
Runtime reconfiguration on multi-core

platforms

I n this chapter we extend ADAptive runtime Manager to target multi-core ad-
vanced IoT platforms capable of executing more complex applications, thus
enhancing near-sensor processing possibilities. This exposes additional chal-

lenges when it comes to the dynamic runtime management of the platform. First
aspect, modern multi-processor IoT nodes, especially the plethora of prototype
solutions currently designed by the community to support AI-related workloads
and optimized for low-power, have limited OS support. To try our approach on
Orlando, we had to implement adaptivity on a bare-metal system, exploiting the
platform-specific set of APIs to manage the application model, the process net-
work, and the related operating modes. As a second aspect, the availability of
more cores requires, when switching operating mode, the adaptation of the par-
allelism level exploitable within the application structure. The workload imposed
by a given mode must be optimally partitioned between the available processing
elements, using splitting/merging and pipeline methods.

91
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6.1 Adaptivity in Advanced Multi-core Hardware
Platforms

Modern data analysis algorithms, such as those relying on neural networks and
deep learning, are characterized by critical demands in terms of computing power.
They are composed of multiple layers and each layer is usually processing tensors.
Thus, such algorithms intrinsically expose additional parallelism to be exploited
when more processing elements are available.

To comply with this complexity, we extended the application model described
in Section 3.5, enabling representation of lower-level building components of the
Process tasks. For example, individual layers composing a Process task represent-
ing a CNN, can be represented themselves as single tasks and communicate with
each other through FIFOs. In this way, tasks can be independently mapped to
physical cores and throughput can be improved.

Figure 6.1 shows an example where each layer in a CNN is mapped to an
independent core. The lower part of the figure shows a legend explaining how
layers, cores, and FIFOs are represented. In this case, the throughput is obviously
determined by the layer with a longer execution time, which limits the pipeline
rate.

Layer 1

Core 1

Layer 2

Core 2

Layer 3

Core 3

Layer nLegend:

Core n FIFO

Figure 6.1: One core for each convolutional layer.

6.1.1 ADAM for Multi-Cores
When multi-core platforms are enabled, ADAM can act to change the mapping
and partitioning of the software tasks, to create a software pipeline configuration
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that optimally fits with the required workload. The objective is to balance pipeline
stages and to set up an optimal frequency-voltage operating point for the platform.

We have defined a workload-partitioning mechanism, called splitting, that en-
ables to divide a single task to be executed in parallel on several cores, as depicted
in Figure 6.2, to reduce the duration of a limiting pipeline stage and to improve
the overall throughput. In this case, ADAM, depending on a selected optimization
policy, is in charge to activate, when needed, a set of supporting cores sharing the
initial workload, called helpers. ADAM activates and deactivates the core helpers
in total autonomy, so it knows at all times how many cores are available and how
many are occupied. The lower part of the figure shows a legend explaining how
blocks, cores, and FIFOs are represented.

Block 1

Core 1

Block 2

Core 2

Block helper

Core 4

Block 3

Core 3

Block 1

Core 1

Block 2

Core 2

Block helper

Core 4

Block 3

Core 3

Block nLegend:

Core n FIFO

Figure 6.2: Subdivision of the workload given by the blocks into several cores.

At the moment, we have tested the splitting technique on Orlando, referring
to the typical structure of neural network layers as a specific application use case.
The splitting of a layer with one or more helpers is operated asking the helpers to
compute part (half in case of one single helper) of the layer’s output features.
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6.2 Splitting policies
ADAM can implement different policies that may be used to combine splitting and
frequency/voltage scaling to dynamically adapt to changing workloads.

In this work, we have implemented two policies:

• a first policy, that we call ADAM Frequency First (FF), which tries to min-
imize the working system frequency as the main objective,

• a second policy, that we call ADAM Idle First (IF), which is more indicated
for systems that have less reactive frequency management, which tries to set
as many processing elements as possible in sleep mode.

Both policies envision the system to be set, at the start-up, in a mapping config-
uration, called hereafter baseline setup, that balances pipeline stages as much as
possible. To this aim, we merge tasks (layers in our CNN-related experiments)
in blocks, until we obtain groups that are as similar as possible to each other in
terms of execution time. The merging of the operators in one single block is done
at design time. The merged block is represented as a single process network, thus
there is no performance degradation due to the scheduling of multiple nodes on
the same processing element. Figure 6.3 shows an example of a balanced pipeline:
the first and second layers are processed by core 1, the third layer is processed
by core 2, and core 3 instead processes layers 4 and 5, merged together in one
single block. As can be seen from Figure 6.3 and for all subsequent figures, the
first layer, belonging to the first block, is not clearly visible on core 1, due to the
computational complexity, the execution time is extremely reduced compared to
the other layers. Again, Figure 6.3 and the figures representing the timing of the
pipeline, highlight the first stage of the pipeline of each core. What each core does
after the first pipeline stage is nothing more than the same work repeated for all
the other stages. In Figure 6.3 (and similar ones) the pipeline stages following the
first one are shown in grey, in order to make the graph more readable, while the
empty spaces indicate the sleep state of the cores.

We envision the definition of the baseline setup to be identified offline, at design
time, by manual profiling or using adequate existing system-level design tools, such
as those described in Pimentel [105] and Meloni et al. [106].

At this point, thanks to the splitting mechanism, it’s possible to divide the
workload of each task (being an independently mapped layer or a block) between
several cores, activating one or more helpers. Figure 6.4 shows an example of how
this is used to reduce the execution time of the three stages of the pipeline (the
first stage is shared by three cores, the second and third stages by two cores each).
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Figure 6.3: Example of balanced pipeline (grey shadows show the potential exe-
cution of successive pipelined computations of the same application).

Reducing the limiting length of the stages the pipeline can switch at a higher rate,
thus the throughput is improved.

ADAM-FF policy is outlined in Algorithm 6.1. In this policy, the system
starts from the baseline setup and, independently from the actual workload to
be supported, applies splitting iteratively to throughput-limiting tasks until all
available processing elements are used as helpers. After this phase ADAM enters
in a routine, that may be triggered by a timer (as in the pseudo-code) or by other
external events. It monitors the workload and increases the system frequency
(adapting the voltage accordingly) when a higher performance level is required to
support real-time constraints or reduces it when constraints are more relaxed.

ADAM-IF is outlined in Algorithm 6.2. Again, the system starts from the base-
line. It sets the system frequency to be capable of respecting worst-case real-time
constraints, corresponding to the highest workload, when the maximum splitting
of the tasks is applied. At this point, ADAM keeps monitoring the workload and
adds or removes helpers to meet the needs posed by real-time at any monitoring
step. When constraints are relaxed, the system uses the minimum number of cores,
leaving the others to wait when to be activated as helpers, moving them from idle
to active state only when more performance is needed.

6.2.1 Splitting model on Orlando
As already described in the Section 3.1.2 and as visible in Figure 3.6, Orlando
chip mounts 8 clusters containing: 2 DSPs, 2 instruction cache memories (each
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1 setup baseline;
2 while there are cores available do
3 locate the bottleneck;
4 apply the splitting mechanism on the bottleneck;
5 end while
6 while true do
7 wait trigger from periodic timer;
8 check workload;
9 if real-time constraints are not respected then

10 Increase system frequency;
11 Increase supply voltage;
12 else
13 Decrease system frequency;
14 Decrease supply voltage;
15 end if
16 end while

Algorithm 6.1: ADAM-FF policy algorithm.

1 setup baseline;
2 set system frequency and supply voltage in worst-case;
3 while true do
4 wait trigger from periodic timer;
5 check workload;
6 if real-time constraints are not respected then
7 enable helper cores;
8 else
9 disable helper cores;

10 end if
11 end while

Algorithm 6.2: ADAM-IF policy algorithm
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Figure 6.4: Example of redistribution of the workload over multiple cores (grey
shadows show the potential execution of successive pipelined computations of the
same application).

of 16 kB) 2 local 64 kB memories, and a memory of 64 kB shared between the
two DSPs. In general, it’s possible to exploit these local cluster memories in order
to optimize access to memory using the layer-level strategy mentioned in Wang
et al. [81]. This optimization has not been possible in this case due to the size of
data (CNN weights) which forces the adoption of the 4× 1 MB SRAM banks.

In order to better explain the splitting method adopted on Orlando, the func-
tion rpc_call() seen in the Table 3.4 will be better described. The Table 6.1
describes the input parameters associated with the aforementioned function.

Each block is associated with one or more rpc_call() functions, generally
one for each layer of the neural network. For example, in *func a convolutional
function pointer is specified. In varargs the structure containing all the data
pointers useful for the convolution is provided. If the n-th core is in a sleep state,
once an RPC function is executed, by assigning the value n to the core_helper
variable, the n-th core is awakened from the sleep state and performs the function
specified in *func.

The steps to enable core helper activation and workload splitting will be de-
scribed in the following list:

1. The ADAM system constantly calculates how many helper cores must be
enabled for each i-th block.

2. The core dedicated to the i-th block is constantly informed by the ADAM
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Input parameter Description

int flags

The first parameter specifies how the function is executed. Between the
two mainpossibilities we find:
- RPC_SYNC, request will be blocking until completion.
- RPC_ASYNC, request will be executing asynchronously.

void *func It’s the pointer to the function to be executed on the specified core.

int core_caller Indication of the core that executed the rpc_call function.

int core_helper Core on which the pointed function will be executed.

int n_parameters Number of parameters that the pointed function takes as input.

int *ret Pointer to the return variable of the specified function.

varargs Input parameters to the previously specified function.

Table 6.1: rpc_call(...) function arguments.

system on how many helper cores are assigned to its block. Within this
core, as many rpc_call() functions are performed as there are helper cores
specified by ADAM on the i-th block.

3. Furthermore, the core dedicated to the i-th block will take care of pass-
ing data in a coherent way to the helper core. For example, if two helper
cores are assigned for the i-th block, the convolutional kernel pointer of each
rpc_call() function that awakens a core helper will be changed, in par-
ticular, a third of the kernels will be associated with each core helper (so
that each core helper calculates one-third of the output features) and the
remaining third is used within the calling core.

6.3 Operating mode
In order to test the effectiveness of our system, we propose an architecture that
allows constant monitoring of a patient’s ECG signal, capable of detecting cardiac
anomalies, by exploiting artificial intelligence techniques. Connected to the ADC
of the reference platform, Orlando, there is the AD82321 sensor module developed
by Analog Devices. For the considered application model, several operating modes

1https://www.analog.com/en/products/ad8232.html

https://www.analog.com/en/products/ad8232.html
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have been originally envisioned [5]. In this work, besides targeting an advanced
multi-core hardware platform, for which ADAM has been extended, we focus on
the CNN processing operating mode.

Get data Peak CNN Threshold Send

Figure 6.5: ECG application model for the CNN processing operating mode [5]

We identified five different task types with respect to the selected use case:

• Get data: takes care of acquiring the signal from the AD8232 module.

• Peak: analyzes the ECG signal to detect peaks and calculate the heart rate,
the amount of information sent to the server is greatly reduced.

• CNN: using cognitive analysis based on concurrent neural networks, cardiac
abnormalities are detected in the ECG tracing. Signal frames around the
peaks detected by the previous processing task are considered. Also in this
case, the amount of information sent to the server is greatly reduced.

• Threshold: decides whether or not the results from the enabled processing
levels should be sent to the cloud, for example, if the heart rate is within a
normal range there is no need to transmit the data.

• Send: packages and sends the data to the server.

The Process data tasks, according to the application model presented in Sec-
tion 3.5, are two: Peak and CNN. The peak detection algorithm on the ECG signal
is based on a derivative filter, it was chosen for its simplicity of implementation and
the low computational capacity it requires. The adopted CNN recognizes anoma-
lies on the ECG signal with an accuracy of 88%, and the inference process leads
to 3 different output classes: Normal Sinus Rhythm, Atrial Fibrillation, or Other
Rhythm [107]. The neural network is shown in Figure 6.6 and consists of 13 layers,
each involving a one-dimensional convolution, a batch normalization, a ReLU, and
a dropout stage. Only 3 layers have also a max pooling stage with a pooling size
of 2 between ReLU and dropout. The overall size of the data transferred to the
cloud is 6 Bytes (1 heartbeat data represented with 8 bit, 1 classification label
data represented with 8 bit, 1 timestamp represented with 32 bit). This network
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Figure 6.6: Neural network structure.
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Figure 6.7: The baseline setup for the selected use case on Orlando.

requires a huge computational power, thus deeply stressing the capabilities of the
adopted hardware platform. It constitutes a proper test bench for the proposed
approach, which adapts the exploited level of parallelism to changing workload
and operating conditions.

6.4 Experimental results
In this section, we are going to show the results obtained with the proposed ex-
tension of ADAM for multi-core platforms considering the Orlando board from
STMicroelectronics [58]. To show the potential of the proposed approach, we eval-
uated on the target hardware platform two different conditions: single channel,
considering one sensor connected to the sensing node and whose results are shown
in Section 6.4.2, and multi-channel, where multiple sensors are connected to the
sensing node and whose results are shown in Section 6.4.3.

6.4.1 Experimental setup
We have executed the CNN described in Section 6.3 on the Orlando multi-core
platform, adopting ADAM for the dynamic adaptation of the processing, as dis-
cussed in Section 6.1.1. The baseline has been chosen manually at design time and
is shown in Figure 6.7. Two layers are mapped on core 1, core 2, 3 and 4 execute
one layer each, while in core 5 eight layers have been merged and mapped together.
The Orlando prototyping board provides pins to measure all the device current
supply, was therefore used a digital oscilloscope and a hall effect probe to evaluate
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power consumption corresponding to different workload conditions. We forced the
system to sustain three different workloads in order to show how the system reacts
and dynamically adapts itself to this variation. For this purpose, we have adopted
three workload conditions by fixing the average heart rate respectively to 50, 100,
200 bpm. Such values are chosen to represent the low, moderate, and high cardiac
activity of a healthy individual. We have considered 200 bpm as the overall maxi-
mum workload to be supported by the system. For testing purposes, dummy data
has been adopted in order to activate the CNN, evaluate the execution times and
measure the related power consumption.

To assess the benefits of the proposed splitting technique and of its combi-
nation with dynamic voltage and frequency scaling, we have compared ADAM
solutions with two more static policies, namely Fixed Topology (FT) and Static
System Frequency (SSF). Overall, four policies are then considered in the reported
experiments:

• FT: splitting support is not available, the application is split according to
the baseline setup and, to meet real-time constraints for the maximum heart
rate (200 bpm) a starting system frequency is also selected. The resulting
mapping is kept equal during execution, while the frequency can be tuned
to optimize consumption.

• SSF: no frequency scaling neither splitting support are available. The base-
line setup is used for splitting application and the system frequency is then
selected in order to meet real-time constraints for the given maximum heart
rate (200 bpm). The resulting mapping and frequency are kept equal during
execution.

• ADAM-FF: the proposed ADAM approach for runtime adaptation is enabled
and the frequency-first policy is considered, with the main goal of minimizing
the system operating frequency while meeting real-time constraints.

• ADAM-IF: the proposed ADAM approach for runtime adaptation is enabled
and the idle-first policy is considered, with the main goal of minimizing the
number of idle cores while meeting real-time constraints.

Please consider that the supply voltage Vdd is not directly considered by the
proposed approach, rather it is set according to the adopted frequency, as resulting
from the preliminary study shown in Section 3.1.2 which led to the frequency-
voltage pairing depicted in Figure 3.7.
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6.4.2 Single Channel
In ADAM-FF, splitting is used at the start-up to balance the pipeline as much as
possible using all cores. At 50 bpm, ADAM-FF minimizes the system frequency
and, to comply with real-time constraints in this condition, it is settled around
9 MHz2. When the workload increases to 100 bpm, ADAM-FF compensates by
increasing the frequency, doubling it to around 18 MHz. The same happens when
moving to 200 bpm, requiring a frequency increase to 36 MHz.

Thus, 36 MHz corresponds to the frequency required to support the worst-case
workload with complete splitting. When using ADAM-IF, this value is set for
all the workload levels. At 50 bpm the system uses the baseline mapping setup
represented in Figure 6.7. 5 out of 16 processors (DSPs) are in active mode while
the others are in idle state. When passing to 100 bpm, 6 helpers are activated,
to create the pipeline configuration represented in Figure 6.8. Obviously, for 200
bpm, all cores are activated.
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Figure 6.8: Dataflow on cores with a balanced pipeline and medium workload
(ADAM-IF with maximum 100 bpm).

In FT, frequency is the only knob usable to comply with varying workloads.
Five cores are always used, while frequency is set to 33 MHz for 50 bpm, 66 MHz
for 100 bpm, and 132 MHz for the worst case.

Finally, in SSF, the system uses five cores and is always clocked to 132 MHz.
2Frequency numbers are rounded to consider that available precision in clock generation is 1

MHz.
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Figure 6.9: Comparison of power consumption considering different adaptation
policies (with or without ADAM) and different workloads.

The results for single-channel power consumption are presented in Figure 6.9.
For 50 bpm, ADAM-IF consumes slightly more than FT. In fact, the two policies
lead, for a different system frequency, which in the ADAM-IF case is higher, to
the use of the same number of cores. As may be noticed, in Orlando, in this
case, ADAM-FF is the best solution for every workload condition. It saves around
5% on average when compared with ADAM-IF and up to 15% with respect to
more static policies (SSF, FT). This is basically due to the amount of power that
depends on the system frequency: by dividing the workload into several cores it’s
possible to achieve a significant system frequency reduction. In devices where some
components cannot be completely shut down, this method can be very effective
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for energy saving. When targeting devices that do not provide effective support
for rapid and low-overhead frequency adaptation, changing the system frequency
at runtime can be impossible. In this case, ADAM-IF can still be a good policy
to save power consumption. It’s possible to save up to 15% power with respect
to SSF, by changing the partitioning and using splitting instead of frequency to
improve performance.

Savings appear to be overall limited in the proposed experimental results. This
is mainly due to the fact that for the considered use case Orlando works in a
frequency region that is lower than 300 MHz. In this region, Vdd is always set to
675 mV , as depicted in Figure 3.7. Lower frequencies do not enable to use lower
voltages, thus using splitting instead of increasing clock speed does not provide
maximum benefits.

6.4.3 Multi-Channel
In order to explore the full potential of the proposed approach, we compare the
proposed ADAM adaptation policies on a prospective benchmark that requires
heavier workloads to be supported. For example, we can envision using Orlando
to implement an embedded microserver analyzing multiple ECG channels (e.g. a
single data collector in a hospital room, performing in-place analysis for all the
patients). For this purpose, 6 different signals coming from 6 AD8232, each mon-
itoring a different patient, are considered. These signals are computed by the
hardware platform concurrently, stressing the available 16 cores and forcing the
system to move to frequencies that imply a modification of the supply voltage. In
this case, always considering the baseline setup depicted in Figure 6.7 as initial
splitting for the application, the starting frequency necessary to meet real-time
constraints with the maximum workload (200 bpm) is 789 MHz, which requires
increasing Vdd to 843 mV with respect to the 675 mV of the single-channel experi-
ments. This baseline setup and 789 MHz operating frequency are, as occurred for
single-channel, the configuration adopted with the SSF policy for all the tests.

Figure 6.10 shows the results for the multi-channel experiments. ADAM-FF
resulting frequencies are now equal to 52 MHz for 50 bpm, 108 MHz for 100 bpm,
and 216 MHz for 50 bpm, all requiring the minimum supply voltage (675 mV ) and
employing the whole 16 available cores. This is, again, the best policy for power
consumption, reaching a saving which is more than 80% with respect to SSF in
the 50 bpm case.

ADAM-IF, instead of minimizing frequency aims at minimizing active cores.
For this reason, it employs only 5 cores for 50 bpm, 10 cores for 100 bpm, and all
the 16 cores for 200 bpm, with an operating frequency equal to 216 MHz, requiring
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Figure 6.10: Comparison of power consumption in different ADAM configurations
with high workloads (processing of six ECG streams).

the minimum supply voltage (675 mV ). The overall power saving of the ADAM-IF
policy with respect to SSF is slightly lower than ADAM-FF, but still consistent
and close to 80% in the best case. By using always the same amount of cores,
5, the FT policy is instead adopting a frequency which is 198, 395, and 789 MHz
respectively for 50, 100, and 200 bpm, and requiring in turn a Vdd equal to 675 mV ,
767 mV , and 843 mV . This, again, leads to a saving of the FT policy with respect
to the ADAM-IF one for 50 bpm due to the overhead of running the same ADAM
task. In any case, with higher workloads (100 and 200 bpm) ADAM-IF saves
always more than 50% power with respect to FT.

Increasing the overall computing load within the hardware platform, for all the
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considered workloads (50, 100, and 200 bpm), both ADAM-based policies provide
much more significant savings with respect to non-splitting policies. This is true
especially considering the highest workload cases: up to 60% power reduction is
achieved when higher performance is required.



7
Conclusion

A hardware/software template for the development of a dynamically man-
ageable IoMT node has been defined. It has been designed to execute
in-place analysis of the sensed physiological and sensorimotor data. Its

implementation has been tested on a low-power platform, able to exploit a CNN-
based data analysis to recognize anomalies on ECG traces and to detect some
specific physical exercises on a wobble board. The device is able to reconfigure
itself according to the required operating modes and workload. The ADAM com-
ponent, able to manage the reconfiguration of the device, plays a substantial role in
energy saving. A quantized neural network reaches an accuracy value higher than
97% on MIT-BIH Arrhythmia dataset for NLRAV and NSVFQ diseases classifi-
cation. An energy-saving up to 50% was measured by activating in-place analysis
and managing the hardware and software components of the device. Very similar
results were also obtained using fitness tracking on a wobble board. On a custom
dataset, the quantized neural network achieves an accuracy value equal to 97.652%.
Also in this case, in-place analysis and runtime reconfiguration leads to good re-
sults in terms of energy consumption, saving up to 60%. This approach has also
been validated in multi-core platforms, dynamic workload management is based on
pipelining techniques and parallelization of computation across the available cores.
Once again, runtime management of reconfiguration leads to energy-saving bene-
fits of at least 15%. In this thesis a proof of concept systems are presented. One
of the main limitations of our system comes from the movement artifacts, since

108
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we have chosen an acquisition configuration having a filtering that allows a low
distortion of the signal, our system is therefore addressable in a hospital environ-
ment, where the patient remains relatively still during monitoring. An interesting
future work is to make the most of the capabilities of the neural network to be
able to recognize motion artifacts in the signal without having to manually search
for the features that need to be monitored. Another step forward can be the
validation our methodology with that provided by the ANSI/AAMI EC57:2012
or BHD standards for recognition of arrhythmias on ECGs. In conclusion, this
thesis demonstrates how to increase battery life with near-sensor processing and
highlights the importance of runtime management on data-dependent systems.



Repositories

Firmware integrating ADAM component for arrhythmias detection:
https://github.com/matteoscrugli/adam-iot-node-on-stm32l4

CNN training using static quantization for arrhythmias detection:
https://github.com/matteoscrugli/ecg-classification-quantized-cnn

CNN training using static quantization for sensorimotor exercises detection:
https://github.com/matteoscrugli/deepwobbleboard
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