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ABSTRACT 

The specific effects of salts (strong electrolytes) on biomolecular properties have been investigated 

for more than a century. By contrast, the specific role of pH buffers (weak electrolytes and their 

salts) has usually been ignored. Here, specific buffer effects on DNA thermal stability were 

evaluated by measuring the melting curve of calf thymus DNA through UV-Vis spectroscopy. The 

study was carried out using phosphate, Tris, citrate and cacodylate buffers at fixed pH 7.4 with 

concentration varying systematically in the range 1-600 mM. DNA stability increases with buffer 

concentration and is influenced specifically by buffer type. To interpret empirical data, a 

theoretical model was applied with parameters quantifying the impact of buffer on the DNA 

backbone charge. Comparing the buffer effects via buffer ionic strength rather than buffer 

concentration, we find DNA is stabilised by buffer in the order Tris > cacodylate > phosphate > 

citrate. 
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1. INTRODUCTION 

Buffers are important in chemistry and biology for their role in pH regulation. 

However, it is mostly neglected that buffer species can interact specifically at interfaces [1] 

in the same way that strong electrolytes are known to do [2–8]. According to the Henderson-

Hasselbalch equation [1], the desired pH can be determined solely through the pKa and the 

concentrations of the weak electrolyte and its conjugated acid/base with the buffer species 

assumed to have no, or minimal, influence on the system [9,10]. Recently, specific buffer 

effects have emerged in various biochemical systems including enzymes [11,12],  proteins 

[13–16], and nucleotides [17–19]. Previous studies showed that increasing sodium phosphate 

buffer concentration (0.05 – 1.0 M) increased lysozyme, stem bromelain protease and 

human serum albumin stability [15]. The thermal stability of lysozyme and hemoglobin 

decreased along the series TRIS (tris(hydroxymethyl)aminomethane) > TES (N-[tris 

(hydroxymethyl) methyl]-2-aminoethanesulfonic acid) ~ TAPS (N-

[tris(hydroxymethyl)methyl] 3-aminopropanesulfonic acid) buffer [20]. The diffusion 

coefficient of monoclonal antibodies was buffer specific, decreasing in the order: citrate > 

succinate > phosphate > histidine ≈ acetate [21]. It is emerging that, besides controlling pH, 

buffers species can interact specifically with bio-interfaces, affecting the surface charge 

[22]. Repulsive and attractive interactions among biomolecules, or between biomolecules 

and solid surfaces, can thus be modulated either avoiding or favouring aggregation and 

adsorption [23].  

Deoxyribonucleic acid (DNA) is the carrier of genetic information in living 

organisms as well as a promising molecule in nanotechnology [24], chemical sensing [25] and 

biomedical applications.15,16 DNA presents high polymorphism and a variety of 
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conformations [28] which are affected by hydration and ion interactions [29,30]. DNA 

stability is strongly influenced by temperature [31], ionic strength [32,33], and pH [34], 

Hence, DNA-related experiments require the strict control of pH through the use of buffers 

[35]. Several studies showed that buffers do affect DNA properties [36–44]. For example, 

the electrophoretic mobility of DNA, usually considered to be dependent on pH only, was 

found to decrease in amine-based buffers following the order: tricine (N-tris[hydroxy-

methyl]methylglycine) > MOPS (3-[N-morpho-lino]propanesulfonic acid) ~ HEPES (N-[2-

hydroxy-ethyl]piperazine-N’-[2-ethanesulfonic acid]) > TES > BES (N,N-bis[2-

hydroxyethyl]-2-aminoethanesulfonic acid) [45]. Another specific buffer effect involving 

Tris, Bis-Tris propane (BTP), TES, HEPES, and cacodylate was observed in DNA 

digestion kinetics by EcoRV endonuclease [46]. Recently, changing from Tris to CAPS (3-

(cyclohexylamino)propane-1-sulfonic acid) buffers, a better sedimentation of DNA was 

obtained [35]. Buffer choice needs also to be considered in nucleotide formulation stability 

[17]. For instance, recently DNA storage was found to be favoured in Tris buffer 15 and 

used for the formulation of Moderna mRNA COVID-19 vaccines [47], while phosphate 

buffer was used for Pfizer-BioNTech mRNA COVID-19 vaccines [48].  

The helical double strand structure of DNA is held together by hydrogen bonds 

between complementary hydrophobic adenine-thymine (AT) and guanine-cytosine (GC) 

base pairs, [49] which requires heat to be broken [50]. DNA thermal stability can be evaluated 

through melting temperatures (Tm) [51]: the higher the Tm, the more thermodynamically stable is 

the DNA structure [31]. Studies on the effects of electrolytes on DNA thermal stability have shown  

an increase of Tm with increasing salt concentration up to 0.5 M, before decreasing at higher 

concentrations (KBr, (GuH)2SO4, GuHCl, NaClO4) or staying constant (Na2SO4, KF, KCl, NaCl) 
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[52]. Typically buffers are used at lower concentrations (5-100 mM, considered negligible) 

than other electrolytes in the solution [1]. Schildkraut and Lifson were the first to 

investigate salt concentration effects on DNA stability by measuring the melting 

temperature of bacterial DNA [53]. In that study, DNA Tm increased  from 78.6 °C in 0.01 

M KCl to 98.7 °C in 0.60 M KCl. Melting curves carried out in 150 mM citrate buffer and 

450 mM phosphate buffer showed that Tm increased with increasing buffer concentration 

[53]. A recent model predicted  the Tm of DNA accounting for the length of the DNA 

molecule and the  content of GC base pairs, but without considering any salt effect [54]. 

Another model described the process of DNA melting considering a simplified double helix 

described as a continuum model of two interacting elastic strands [55–57]. By using Poisson-

Boltzmann equation coupled with a micromechanical simulation based polyelectrolyte 

DNA model, it was shown that melting temperature increases with increasing ion 

concentration [56]. However, a systematic experimental study of the effect of buffer type 

and concentration on DNA stability has not been reported yet. 

Here we studied the specific effect of four buffers commonly used in biochemical 

systems – namely, Tris-HCl, sodium phosphate, sodium citrate and sodium cacodylate 

(Table 1) – on the thermal stability of calf thymus DNA at the nominal pH = 7.4. Thermal 

melting curves were registered through UV-Vis spectroscopy at buffer concentrations 

ranging from 1 to 100 mM. We introduce a theoretical model to describe and predict the 

experimental buffer specific dependence of Tm. The model uses a specific buffer parameter 

“b”, which depends on the average distance between DNA polyion charges in solution, thus 

quantifying buffer specific interactions. We fine that it is important to compare buffers by 

ionic strength rather than (total) buffer concentration. By combining theory and 
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experiments, this work demonstrates that buffers (at the same ionic strength) affect DNA 

thermal stability following the order Tris > cacodylate > phosphate > citrate.  

  

Table 1. Buffers used in this work and their pKa values at 25°C [58]. 

Buffer name Acid/base equilibrium pKa 

Tris 

 

 

8.06 

Phosphate 

 

7.22 

Citrate 

 

6.40 

Cacodylate 

 

6.30 

 

 

2. EXPERIMENTAL 

2.1 Chemicals 

Sodium citrate dihydrate (99%), citric acid monohydrate (99%), cacodylic acid (98%), monobasic 

sodium phosphate (99%), disodium hydrogen phosphate (99%), hydrochloric acid (37%), sodium 

hydroxide (97%), lyophilized calf-thymus DNA were purchased from Sigma Aldrich. 

Tris(hydroxymethyl)aminomethane) (TRIS) was from Bio-Rad.  
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2.2 Preparation of the Buffer solutions and DNA samples 

Buffer solutions were prepared by dissolving salts in appropriate volume of distilled water purified 

through a Millipore system (Simplicity 185). The pH was adjusted at 7.4 with HCl 2 M or NaOH 

2 M. The glass electrode was calibrated using a three-points calibration procedure and standard 

buffer solutions (with nominal pH of 4.00, 7.00, and 9,00). Calf-thymus DNA in concentration 1 

mg mL-1 was dissolved in the different buffer solutions (Tris-HCl, sodium phosphate, sodium 

cacodylate, or sodium citrate) at 4 °C and gently stirred overnight. Then, the solution was diluted 

to 25 g mL-1 DNA in the same buffer and used for the melting curve determination.  

2.3 Determination of DNA melting curves through UV-Vis spectroscopy  

Double helix DNA thermal melting curves were performed at 260 nm through a Cary 60 UV-Vis 

spectrophotometer equipped with a thermoelectrically controlled Peltier accessory holding cells of 

1 cm path length, magnetically stirring the samples during measurement, and controlling the 

temperature with an error of ± 0.1 K. A temperature ramp was made manually over the range 

303.0 - 373.0 K, acquiring a data point at every 0.5 K. The quartz cuvette was sealed to avoid 

sample evaporation. All UV-melting profiles, spectra and difference spectra were measured 

against a solvent blank. Each melting curve was made in triplicate, and the Tm value was 

determined graphically using the following method: linear fits were made over the first and the 

last parts of the melting curve (before and after degradation where absorbance is stable with no 

great change in DNA structures); then a median is calculated between the two lines and plotted on 

the melting profile. The melting temperature Tm is determined as the point of intersection between 

the melting curve (in the hyperchromicity region) and the median line [59]. The Tm average value 

and standard deviation are reported for each melting experiment. 
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3. EXPERIMENTAL RESULTS 

Buffer effects on DNA thermal stability were investigated by determining melting curves through 

UV-visible spectroscopy. Melting curves were obtained by recording DNA absorbance at 260 nm 

as a function of temperature. DNA absorbance is due to nitrogen bases that have different UV 

spectra depending on whether they are coupled (native form) or uncoupled (denatured form). 

Compared to native DNA, uncoupled bases have a higher absorbance at 260 nm because of the 

hyperchromic effect [59] due to breaking of hydrogen bonds between complementary nucleobases 

[60]. 

 

 

Fig. 1. Melting curves at 260 nm for DNA (25 g mL-1) at pH 7.4 in cacodylate (A), Tris (B), 

phosphate (C) and citrate (D) buffers in the concentration range 1-100 mM.  

DNA melting temperature Tm, defined as the temperature where 50% of the biopolymer is 

denatured [53], was obtained through a graphical method explained in par. 2.3 and shown in Fig. 
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S1 (supporting information file).[59] For the sake of comparison, Tm was also measured in MilliQ 

water at pH = 7.4 (buffer free), obtaining a value  of  32 ± 5 °C (305.05 ± 5 K). Fig. 1 shows the 

DNA melting curves measured in cacodylate, Tris, phosphate, and citrate buffers at 5 different 

concentrations (1, 10, 25, 50 and 100 mM) and at physiological pH (7.4). DNA Tm values 

measured in different buffers and at different concentrations are listed in Table S1. All 

buffers showed the same general behaviour: DNA thermal stability increased as  the buffer 

concentration increased. However, Tm increased to a different extent depending on the buffer 

nature, according to the order: cacodylate < Tris < phosphate < citrate (Fig. 2).  

       

Fig. 2. DNA melting temperature dependence on buffer concentration (A) and buffer type (B).  

Fig. 2a shows that in MilliQ water (no buffer) the melting temperature of DNA is Tm (= T*) 

= 32 ± 5 °C. Even at very low buffer concentrations (1 mM), DNA stability highly increased, for 

example, to 55.7 ± 0.1 °C and 58.0 ± 0.1 °C in citrate and phosphate buffers, respectively (Fig. 

2a). Compared to the Tm value measured in MilliQ water (no buffer effect), the variation in 

the melting temperature (Tm  = Tm -T*) measured at 100 mM buffer concentration was Tm = 

48.5 °C for cacodylate, Tm = 50.0 °C for Tris-HCl, Tm = 50.8 °C for phosphate, and Tm = 54.5 

°C for citrate (Fig 2b). Thermal melting curves acquired at buffer concentration 100 mM showed 
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that Tm values varied in a range of 81.0 – 87.0 °C (354.1 – 360.1 K) with a difference in Tm of 6.0 

°C between cacodylate and citrate (Fig. S2). Minimal differences in DNA thermal stability (1.7 

°C) at 1 mM buffer concentration (Fig.S2a) are found, but at only slightly higher buffer 

concentrations (10 mM) (Fig. S2b) buffer dependence increased significantly (4.3 °C).  

Results in Fig. 2 show that buffer specificity on DNA Tm increases with increasing buffer 

concentration. However, the comparison by buffer concentration may be misleading since the 

effect of buffer solution depends on the specific concentrations of protonated and deprotonated 

species and thus it is more consistently characterised via ionic strength rather than total buffer 

concentration  [61]. Indeed, each buffer solution at the same concentration presents a different 

ionic strength because of the different charges of conjugated acid/base species (Table 1). Divalent 

charged phosphate and trivalent charged citrate species have higher ionic strength than monovalent 

Tris and cacodylate. In addition, cacodylate has a higher ionic strength than Tris since, due to their 

respective pKa values, at pH 7.4 the concentration of the ionic species of the former is higher than 

that of the latter. Hence, the experimental data would be better characterised by the ionic strength 

rather than buffer concentration. This prompts us to develop a thermodynamic model to describe 

specific buffer effects on DNA thermal stability as a function of ionic strength. 

4. THEORY OF SPECIFIC BUFFER EFFECTS ON DNA MELTING 

We propose a model which treats the melting temperature Tm as the equilibrium point between two 

states of DNA in solution: double helix DNA and coil DNA. The transition between the two states 

requires a specific amount of energy in the form of heat. This energy is affected by medium 

composition (solvent polarity, pH, ionic strength, salt/buffer type). Here, the solvent (MilliQ 

water) and pH (= 7.4) are fixed, so buffer type and ionic strength are the only variables. At 
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physiological pH and ionic strength (about 150 mM), DNA is a polyelectrolyte whose 

behavior has been described by Poisson-Boltzmann and counterion-condensation theories 

[62,63]. DNA charges are shielded by counterions [35], thus limiting its expansion due to 

repulsive interactions between charged strands [63]. Polyelectrolyte theory provides a good 

description for the dependence of Tm on ionic strength [64]. According to the molecular theory 

of polyelectrolyte solutions [65], the coil-form electrostatic free energy is lower than the helix-

form because of a lower charge density. The two states have a different number of counterions 

locally bound to the phosphate backbones. Following the approach of Rouzina et al [66], the molar 

free energy difference between helix and coil forms due to the electrolytes (∆𝐺𝑒𝑙) is: 

   ∆𝐺𝑒𝑙 = ∆𝑛𝑘𝐵𝑇 ∙ 𝑙𝑛⁡ (
𝐼

𝐼*
)       (2) 

Here, 𝑘𝐵 is the Boltzmann constant, T the absolute temperature, I the ionic strength of the 

electrolyte, and I* is the ionic strength of a reference electrolyte. We note that strictly speaking, 

eq. (2) is only valid in dilute solutions (small I). Traditionally [66], the reference state I* is taken 

be the thermodynamic standard state of an ideal solution with ionic strength I* = I⦵ = 1M, far from 

a dilute solution. We argue below that it is more constructive to set the reference state using the 

ionic strength I* = I0 of the pure DNA solution without added salt or buffer. For the sake of 

generality, we present the theory in terms of a general reference state I*.  ∆𝑛 is the number of 

counterions released per DNA phosphate charge during the helix-coil transition [67], because of 

the difference in linear charge densities of the two states [66]. The release of counterions during 

melting has been previously demonstrated through osmotic pressure measurements [68]. ∆𝑛 is 

equal to [66]: 

   ∆𝑛 = 𝑝𝑐𝑜𝑖𝑙 − 𝑝ℎ𝑒𝑙𝑖𝑥         (3) 
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Where pcoil and phelix are the number of counterions per DNA molecule in the coil and double helix 

state, respectively. The p value is given by the ratio of the length per unit charge d of the 

polyelectrolyte (treated as a cylindrical rod) to the Bjerrum length [66] (the distance at which the 

interaction energy between two ions in a dielectric medium with dielectric constant ε equals the 

thermal energy unit kBT.) [69]. That is, p, defined as  the inverse of the conventional linear charge 

density parameter ξ, is 

 

Scheme 1. DNA backbone charges distance (d) in helix and coil form. 

 

𝑝 =
𝑑·𝜀0·𝜀·𝑘𝑏·𝑇

𝑒2
                            (4) 

where, e is the elementary charge, ε0 is the permittivity of the vacuum and 𝜀 is the relative 

permittivity of water. d is the average distance between polyion charges (Scheme 1). In general, 

the transition temperature Tm is defined as the temperature at which the total change in Gibbs free 

energy between helix and coil states is zero, ΔG = 0. Relative to the reference state with ionic 

strength I*, ΔG = ΔG* + ΔGel, where ΔGel is the shift in free energy between helix and coil forms 

due to the electrolyte (Eq.2). At the reference state with ionic strength, I*, the melting temperature 

T* is determined by the enthalpy and entropy of the reference state, ΔG* = 0 = ΔH*– T*ΔS*. Hence 
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the reference melting temperature is T* = ΔH*/ ΔS*. Away from the reference state, the change in 

free energy can be expressed in terms of the change in enthalpy and entropy, ΔG =ΔH – TΔS. The 

latter in turn can be described in terms of shifts δH and δS from the reference state, ΔH = ΔH*+ 

δH, ΔS= ΔS*+ δS. With the shift in free energy away from the reference state given by ΔGel (Eq.2), 

the corresponding shifts in enthalpy and entropy are: 

𝛿𝐻 =
𝜕𝛥𝐺𝑒𝑙 𝑇⁄

𝜕(1 𝑇⁄ )
   and   𝛿𝑆 =

−𝜕𝛥𝐺𝑒𝑙

𝜕𝑇
    (5) 

The temperature dependence of ΔGel is influenced by the temperature dependence of the 

permittivity of the solvent, estimated relative to the reference state, 

𝜀(𝑇) = 𝜀* (
𝑇*

𝑇
)
𝜈

     (6) 

A simple estimate of the temperature dependence can be obtained with exponent ν = 1, but 

experimental measurement shows [66] a better description of the temperature dependence is given 

by ν = 1.4. With the shift in free energy given by Eq.2, the shifts in enthalpy and entropy can then 

estimate as: 

   𝛿𝐻 = (𝜈 − 1)𝛥𝐺𝑒𝑙        (7) 

   𝑇𝛿𝑆 = −(2 − 𝜈)𝛥𝐺𝑒𝑙       (8) 

The equilibrium condition ΔG = 0, determining the melting temperature Tm at a given ionic 

strength I, can then be written in terms of ΔGel and the change in entropy ΔS* of the reference state. 

Substituting equations (7) and (8) into Eq. (9), enthalpy-entropy compensation [70] eliminates the 

dependency on the temperature exponent ν: 

 0 = (𝑇* − 𝑇𝑚) · 𝛥𝑆
* + 𝛿𝐻 − 𝑇𝑚𝛿𝑆 = (𝑇* − 𝑇𝑚) · 𝛥𝑆

* + 𝑇𝑚𝛥𝐺
𝑒𝑙    (9) 
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Finally, applying the polyelectrolyte electrostatic energy from Eq. (2) we obtain a nonlinear 

formula relating melting temperature to ionic strength: 

𝑇𝑚 =
𝑇*

1−𝑏𝑙𝑛(𝐼 𝐼*⁄ )
             (10) 

where we have defined a dimensionless "buffer coefficient" b, 

𝑏 =
𝑘𝑏𝛥𝑛

𝛥𝑆*
      (11) 

However, the expression in eq. (2) is a relatively crude estimate of the shift in total free energy 

due to the electrolyte, not justifying the full nonlinearity in eq. (10). For instance, Rouzina et al. 

[66]  addressed the question of further effects related to heat capacity that go beyond the simple 

models of eq. (2) and eq. (6). For our purposes, then, it is more convenient to simplify the formula 

to an expression linear in ln(I/I*) (using the series expansion 1/(1-x)=1+x+x2+…≈1+x, for small x), 

modelling the dependence of the melting temperature on the ionic strength of the electrolyte as: 

𝑇𝑚 = 𝑇* [1 + 𝑏 · 𝑙𝑛 (
𝐼

𝐼*
)]                       (12) 

This simplification assumes that either b is small (b ≪ ln(I/I*), or that I is close to I*. The 

assumption of small b in the derivation of this formula is equivalent to a small change Δn in DNA 

charge between the helix and coil states. Ostensibly the formula in Eq.12 fails in the case of no 

salt in the aqueous medium (I=0). But even in pure water there remains a nonzero ionic strength 

due to self-ionisation of water. More relevantly, we are interested in the case of buffer solution 

added to a solution of pure DNA. We argue below that I0, the ionic strength of the pure DNA 

solution (including DNA counterions Na+), defines a suitable reference state (I*=I0). 

 

5. THEORETICAL RESULTS 
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With a DNA concentration of 25 μg mL-1, the corresponding "zero reference" of the fluid between 

DNA molecules (without added buffer) has ionic strength 3.5×10-5 M, accounting for Na+ (6% in 

weight of DNA according to the supplier), and OH- and H+ at pH 7.4. Once the charge of the DNA 

phosphate backbone is included (counting bases independently), the ionic strength of the pure 

DNA solution is determined as I0
  = 5.5×10-5 M (with 120 μM bases each with charge density of – 

0.58 charge/base). The DNA base charge density was calculated as the ratio of DNA negative 

charges (determined by counterions) to the concentration of bases: 

base⁡charge⁡density =
[OH−]−[Na+]−[H+]

[base]
   (13) 

 

 

Fig. 3. DNA melting temperatures dependent on ionic strength trend fitted through eq. (12).  

In the buffer solutions, Na+ is present as counterion in solution in different molar ratios balancing 

anionic buffer charges. To consider the effect of different Na+ concentrations on DNA stability, 

Tm was reported as a function of ionic strength (Fig. 3). The ionic strength of citrate buffer with 

0.1M buffer concentration shown in Fig. 2 (Tm vs buffer concentration) is 600 mM.  We therefore 

carried out additional experiments to expand the range of ionic strength to 600 mM for each buffer. 
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Solid lines in Fig. 3 represent the fitting of experimental results obtained through the model 

developed in the previous section. eq. (12) fits the experimental data well (R2 ≥ 0.99). DNA thermal 

stability follows the order citrate < phosphate < cacodylate < Tris. It is important to note that the 

series identified here by ionic strength shows a different order to that identified simply by buffer 

concentration. We expect that TrisH+ might have lower interaction with negatively charged DNA 

than Na+ counterions of phosphate and citrate because of steric hindrance. Non-electrostatic 

interactions also play an important role promoting buffer specificity [61]. Indeed, electrostatic 

interactions cannot explain alone the experimental dependence of melting temperature on ionic 

strength (including buffer) shown in Fig. 3. All buffer solutions tend to the same zero-buffer 

melting temperature T0 in the limit I→I0 (the zero-buffer concentration limit). Superficially, if we 

were to use the standard thermodynamic reference of an ideal solution with I*= I⦵⁡= 1 M, each 

buffer solution individually could be fitted well to eq. (12), with a buffer-specific parameter b. But 

the fit would also require a buffer-specific reference temperature T*=T⦵ as shown in Supporting 

Information Fig. S3, contradicting the requirement that T* be a single reference temperature. A 

simultaneous fit of buffer-specific parameters b over all buffer solutions with I*= I⦵⁡= 1 M, 

imposing a common fitted value for T*, fits the data poorly (see Fig. S4). The main reason for the 

discrepancy is that the standard state I⦵⁡= 1 M refers to an ideal solution. Alignment with real 

measurements would require determination of nonideal activity coefficients of all species – DNA, 

hydronium, buffer ions, counterions – which is not practical for the complex electrolyte considered 

here. 

Instead, it is more constructive to adopt the ionic strength of the pure DNA solution as reference, 

with I* = I0 = 5.5×10-5 M. At this relatively dilute ionic strength, the impact of nonideal activity 

coefficients is less significant and use of eq. (2) is better justified. More practically, the reference 
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temperature T* then takes on the natural meaning of T0, the common melting temperature of DNA 

in the limit of no added buffer (or salt). Eq. (12) (with I*= I0= 5.5×10-5 M) was used to fit the 

melting temperature with respect to the ionic strength of buffer solutions reported in Fig. 3. A 

simultaneous fit was performed over all buffers, determining buffer-specific parameters b with a 

common zero-buffer temperature, fitted to T0 = 303.8 ± 0.4 K. We note however that even if each 

buffer solution is fitted separately, similar results are obtained (with T0 fitted over the range 302-

309 K across the 4 buffers considered here), underlining the robustness of the model taking the 

pure DNA solution as reference. In particular, the fitted value of T0 agrees excellently with the 

experimental Tm measured in MilliQ water, 305 ± 5 K. 

 

6. DISCUSSION 

The increase of Tm with increasing buffer concentration can be explained considering that at low 

buffer concentration a high repulsive interaction between DNA strands occurs. Hence, a low 

thermal energy to separate the strands is required [53]. Thermal stability increases as a result 

of buffer specific screening of electrostatic repulsion between DNA strands. Here, we 

estimated buffer specificity by mean of the buffer coefficient b obtained from fitting (eq. (12)) 

and reported in Table S2. Remembering that b = kbΔn/ΔS0, since ΔS0 is a property of the pure DNA 

reference and, as such, is constant in each buffer, the buffer specificity lies in the number of 

counterions released per DNA phosphate charges Δn during the melting process. Δn is the 

difference between the average distance between polyion charges at coil (dcoil) and helix (dhelix) 

states as indicated in eq. (3). Since Δn is a positive number, we infer that dcoil > dhelix [71].  
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Fig. 4. Specific buffer coefficients b  

 

The buffer coefficient b increases in the order citrate < phosphate < cacodylate < Tris, which 

corresponds to the DNA stabilization order when measured by ionic strength. Δn (eq. 11) is low 

when there is not a large difference between the two extreme states. This is satisfied when dcoil 

decreases or dhelix increases. Because single coil DNA is less packed than the double helix, it is 

safe to assume ions have higher accessibility to the coil state giving a bigger contribution to Δn. 

Negative buffer species adsorbed onto DNA coil increase charge density and decrease dcoil between 

backbones charges. When buffer species interact with DNA, its surface charge is modified. With 

the increase of negative charges (citrate and phosphate), the electrostatic repulsion between the 

strands is higher than the monovalent negative cacodylate.  The positive (Tris) species shields the 

phosphate backbone, similar to Na+ and H+ counterions. This aspect influences DNA stability, here 

discussed in terms of thermal denaturation. The fitting carried out simultaneously for the four 

buffers data set gives an accurate value of T0 = 303.8 ± 0.4 K, agreeing with the Tm = 32 ± 5 °C 

(305 ± 5 K) experimentally found through DNA melting curves carried out in milliQ water. The 

standard deviation is largely due to experimentally extreme condition (temperature ramping of 

melting curves have large range from 5.0 to 75.0 °C). At low ionic strength (and low buffer 

concentration) there is only a slight buffer effect. The curves split, showing an increased buffer 
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effect, at 50 mM ionic strength, following the series citrate (trivalent anion) < phosphate (bivalent 

anion) < cacodylate (monovalent anion) < Tris (monovalent cation). Tris buffer induces the higher 

DNA stabilisation. Among buffers, Tris, HEPES and phosphate play an important role in 

gene pharmaceutical formulation, like development of mRNA COVID-19 vaccines.[47,48] 

DNA electrophoretic mobility measured in Tris-acetate-EDTA (TAE) and Tris-borate-

EDTA (TBE) buffers changed from 3.75 × 10-4 cm2 V-1 s-1 to 4.5 × 10-4 cm2 V-1 s-1 

suggesting a DNA-buffer interaction [18]. A study on amine-based buffer effects on DNA 

cleavage [46]  suggested an ion size role influencing the effective interaction by increasing the 

distance between DNA phosphate groups and buffer species. Larger cations are less effective 

counterions shielding the charge on DNA phosphate residues than small cations [45]. However, 

even at the same ionic strength of solutions with Na+ as buffer counterion, the DNA stability is 

different, indicating a specific buffer effect. We recently developed a theoretical model to explain 

how buffer-specific effects arise from non-electrostatic dispersion forces of the buffer ions [61]. 

The model described the buffer specific effects on protein zeta potential measurements, and 

highlighted strong buffer specificity even at low ionic strength. This work shows specific buffer 

effect on DNA melting temperature even at low ionic strength. Furthermore, for lysozyme, zeta 

potential values follow a series Tris > cacodylate > phosphate > citrate [61] which corresponds to 

the DNA thermal stability trend found here. 

 

CONCLUSIONS 

In summary, the present study illustrates how specific buffer effects play a main role on DNA 

stability. We have observed, through UV-visible melting curves, that DNA stability is buffer type- 

and concentration-dependent. This confirms the trend observed in previous studies on proteins.  
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We find that buffer concentration may provide a misleading representation of the buffer effect and 

recommend using ionic strength to compare buffer solutions. The buffer series identified by ionic 

strength (Tris > cacodylate > phosphate > citrate) conforms with a theoretical model which 

correlates buffer specificity not only to species valency, salt concentration and electrostatic 

interactions, but also to ionic dispersion forces [61]. Our work corroborates specific-buffer effects 

found in other biopolymers, validating the view that the buffer effect can no longer be neglected. 

Indeed, significant buffer effects were found even at low buffer concentrations (10 mM). Rouzina 

et al. model studied DNA melting temperatures at conditions where the ionic strength was high 

enough to completely screen the negatively charged DNA phosphate backbones. Here we have 

adapted their model to a system where ionic strength is low, approaching that of the pure DNA 

solution, close to zero. The theoretical model fits experimental data successfully, fitting each 

melting curve as function of ionic strength, to obtain a common melting temperature of 303.8 ± 

0.4 K for the zero-buffer system. The specific buffer type remains relevant at low ionic strength 

(50 mM). Furthermore, a buffer coefficient b is established which quantifies the specific buffer 

effect with respect to the charge density of DNA. 
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