
Toward Interactive and Distributed Hybrid Extended Reality
Experiences

Maurizio Murroni
maurizio.murroni@unica.it

University of Cagliari
Cagliari, Italy

Gabriel Muntean
gabriel.muntean@dcu.ie
Dublin City University

Dublin, Ireland

Mario Montagud
mario.montagud@i2cat.net

i2CAT Foundation and University of Valencia
Barcelona, Spain

Vlad Popescu
vlad.popescu@unitbv.ro

Transilvania University of Brasov
Brasov, Romania

ABSTRACT
Hybrid Extended reAliTy (HEAT) is a project born to pave the way
for the next-generation distributed experiences: being realistically
immersed (holo-ported) within real captured omni-directional and
navigable hyper-realistic 3D spaces, feeling their atmosphere, and
sharing these experiences with others, regardless of their location.
This paper gives an overview on how HEAT aims at integrating
immersive media technologies such as point cloud/holographic
imaging, multi-sensorial media, Social VR in a multi-user, feedback-
enabled communication system to provide the construction of com-
pelling context-aware and embodied experiences for innovative
hybrid XR applications.
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1 INTRODUCTION
Multi-user virtual communication and collaboration solutions have
gained popularity during the pandemic, as the traditional “in pres-
ence” habits of working/learning/entertaining had to be translated
to remote/blended ones. Major limitations associated with such
remote/blended approaches are mainly related to two aspects. On
one hand, there is an inadequacy of how the classic means of audio-
video content dissemination (i.e. PCs, laptops, tablets, TV sets) rep-
resent real scenarios. On the other hand, the traditional multimedia
content itself (i.e., audio and video) is not adequate enough to reflect
the real world. 3D scenarios, dynamic volumetric representation of
users, stereoscopic 2D, 180º/360º videos, point cloud/holographic
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imaging have been considered more suitable candidates to repro-
duce highly realistic experiences. True realistic contents should also
include media with multiple sensorial effects (i.e., multi-sensorial
media, also called mulsemedia) aimed at increasing the user’s expe-
rience through the five senses representation (i.e., taste, sight, touch,
smell, and hearing), as the real world is perceived. Mulsemedia has
been proposed and tested in several scenarios in which it has been
proven to enrich the sense of reality with respect to multimedia (i.e.,
audio-video) [6]. Furthermore, Virtual Reality (VR) headsets have
been proposed to enhance users’ immersivity levels, allowing them
to experience a seamless and rich integration of heterogeneous me-
dia formats. Moreover, social interaction between remote users can
now be enabled through shared immersive virtual environments,
bringing up a new communication medium termed Social VR [9].
Social VR has rapidly attracted a high interest, magnified by the
social distancing measures brought by the worldwide pandemic. So-
cial VR allows multiple distributed users getting together in shared
virtual environments to socially interact and collaborate. However,
the major issue with the current VR approach is sharing of audio-
video content only, relying on synthetic avatars for representing
users which makes the social cues complicated to be shared. The po-
tentiality of the above technologies is far from being fully exploited,
especially due to the lack of a “system perspective” where the tech-
nological integration could really make the difference in enabling
true immersion and almost-real interaction based on the effective
exchange of social cues and proper rendering of user feedback. A
step ahead in this sense has been made in [4], where photo-realistic
volumetric user representations (i.e., holograms) are used to allow
richer identification of the self and others’ representations, as well
as richer interaction between the users and the VR environment and
among themselves. However, full VR experiences have limited and
very specific application scenarios (e.g., virtual training, learning,
etc). More often, especially in real-time performance scenarios (e.g.,
live performance, blended learning), real needs are more for hybrid
eXtended Reality (XR) applications [5][10], where remote users can
experience a real captured environment through immersive XR,
while in presence users can visualise and interact with the holo-
grams of remote users integrated in the real environment through
holographic rendering. Such interactive hybrid and multi-sensory
scenarios have not been fully considered so far and at least three
main issues need addressing:
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(1) How can remote users be brought together by capturing
and presenting their 3D holograms in a real in presence
environment? That is, how can next-generation multimedia
and immersive content be effectively processed and delivered
over hybrid XR scenarios using low-complexity and low-cost
devices?

(2) How can the real in presence environment (audio-visual and
multi-sensory) be realistically 3D captured and presented to
remote users?

(3) How can in presence and remote users interact? That is,
how can remote users’ feedback (e.g., social cues, emotions,
ratings, etc.) be conveyed to the in-presence users and vice-
versa?

The EUHorizon Europe-fundedHybrid Extended reAliTy (HEAT)
project was designed to effectively answer the above questions,
paving the way for the next-generation distributed experiences.
Its aim is to integrate immersive media technologies such as point
cloud/holographic imaging, multi-sensorial media, Social XR in a
multi-user, feedback-enabled communication system to provide
the construction of compelling context-aware and embodied ex-
periences for innovative hybrid XR applications. The resulting
system will aim at facilitating the exploitation of agile 3D data
acquisition techniques, such as plenoptic point cloud, enhancing
interoperability and performance at reduced costs. Examples of
HEAT’s envisioned mobile multi-sensor volumetric capture setups
are shown in Figure 1. As illustrated, HEAT will create an adaptable
and modular communication pipeline embodying either encapsula-
tion of different media from classical audio-video to multi-sensorial
to holographic video or a combination of them, providing means
for efficient encoding, processing, storage, (real-time) streaming
and rendering. Different scenarios set in real-world environments
are considered for assessment of enhanced XR user experiences:
a blended learning, a modern theatre act, a music festival, and an
opera show. The pilot actions will follow all GDPR and ethical
recommendations.

2 HEAT INNOVATION
HEAT has been conceived around several major pillars to lay the
foundation for a new enhanced-media ecosystem in the context
of real multi-user social XR experiences: volumetric capture and
reconstruction; adaptive delivery and multimodal integration; XR
presentation (XR headsets and holographic displays); multi-sensory
experience, and interaction techniques.

On the topic of volumetric capture and reconstruction, HEAT
will go beyond the state of the art by providing novel technological
solutions to enable the agile volumetric (photo-) realistic real-time
capture by using a set of off-the-shelf and low-cost sensors such
as the one of mobile consumer devices (e.g., smartphones/tablets,
360°/RGB-D cameras), thus overcoming key challenges like varying
resolutions of available sensors, their potential limited mobility, and
achieving a (semi-) automatic calibration process. Artificial intelli-
gence (AI) techniques will be investigated to enable fast and agile
capture in the wild: opportune machine learning (ML) algorithms
will be investigated to train capturing systems to reduce complexity
and perform near real-time acquisition and processing. Two aspects
will be considered: (i) dynamic (real-time) multi-sensor capture and

reconstruction of 3D humans (i.e., remote users and live perform-
ers), (ii) offline and near-real-time capture and reconstruction of
environments or objects. In addition, HEAT will go beyond the
state of the art enabling an effective and strategic integration of het-
erogeneous content modalities and formats, overcoming challenges
not only in terms of performance, but also in terms of storytelling
and providing increased feelings of realism and immersion beyond
3DoF+ scenarios, at reduced costs [2].

Multi-sensory technology is one of the latest enhancement tech-
niques for XR technologies. HEAT will investigate the production
of content with integrated sensorial effects. The current solutions
for adding effects into multimedia content mostly consist of man-
ually inputting tags with the desired effects/scents into a video’s
timeline. Haptic effects are also usually triggered by specific actions
manually performed by users with their avatars. Designing (semi-
)automatic solutions to enhance multimedia content with sensorial
effects will simplify the addition of such effects to both new and
existing content and is expected to enhance viewer experience.

User feedback conveying and rendering is currently one of the
critical points of virtual and mixed-mode reality applications, being
available only in limited scenarios and with the use of additional
hardware such as haptic gloves or vests. In HEAT, together with
the industry partners specialised in holographic and multi-sensory
technology and with the partners involved as end users, we will
develop feasible means of conveying and rendering meaningful user
feedback (e.g., social cues, emotions, ratings. . . ) to all involved users
in both virtual and mixed modes. Biometric data acquisition (e.g.,
eyegaze, heartbeat) and AI and ML techniques will be investigated
to automatically produce dynamic and accurate feedback. As to
Adaptive delivery and multimodal integration, volumetric video
brings remarkable challenges in terms of real-time processing and
adaptive delivery compared to traditional 2D video, mostly due to
the much larger amount of captured data and the recent emergence
of such formats. HEAT plans to advance the state-of-the-art in this
topic by: (i) devising and adopting novel semantic-, position- and
viewport-aware strategies for content encoding and segmentation,
exploiting AI-based techniques, like autoencoders, as well as de-
noising and completion methods; and (ii) exploiting the capabilities
of network virtualization and Cloud Continuum (e.g., Edge Com-
puting), to maximise scalability and interoperability, by offloading
heavy processing functions from the clients to virtualized in-cloud
media processing functions, as preliminarily done in [2].

All the above-mentioned pillars have an impact on the perceived
user Quality of Experience (QoE) [3], both at remote and in pres-
ence users. Therefore the HEAT project will also focus on better
evaluating the user QoE for hybrid XR applications. In particular,
noteworthy is the evaluation of the effect of multisensorial con-
tent on Quality of Interaction (QoI) [7]. Furthermore, the latest
developments in terms of AI algorithms and its use for XR media
consumption will be investigated as well as further directions on
how to confer intelligence to XR, the so-called Affective Computing,
or Artificial Emotional Intelligence [8].

3 ENVISIONED HEAT PLATFORM
To enable the hybrid interactive and immersive multi-sensory XR
experiences envisioned in HEAT, innovative media components and
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Figure 1: HEAT high-level system architecture

modules need to be developed, evolved, and integrated, re-defining
current-day end-to-end media workflows. This involves the spec-
ification and development of a modular, elastic and standards-
compliant end-to-end platform, integrating:

• Advanced agile heterogeneous multi-sensor capture setups
for volumetric media (Point Clouds, NeRF, etc.);

• Authoring tools and well-defined metadata models for the
integration of multi-sensory stimuli (haptic, scent);

• Processing and coding for delivering reliable user feedback;
• Low-latency, adaptive and viewport-aware delivery strate-
gies, potentially assisted by cloud computing;

• Orchestration components for signalling sessions and con-
tents, dynamic session management, scene composition, and
rich media synchronisation;

• Interaction Engines, including communication and synchro-
nisation features, with interfaces between users, contents,
applications and specific output devices for rendering user
feedback;

• Rendering capabilities, including heterogeneous consump-
tion devices with their required hardware and software com-
ponents;

• Strategies to adapt the presentation of contents, based on the
available resources (consumption devices, bandwidth, etc.),
preferences, interaction patterns, and session and context
status, assisted with advanced content- and context-aware
QoE models.

These components will be integrated within an end-to-end plat-
form, comprising key parts: Production and Preparation, Orches-
tration and Distribution, and Consumption and Interaction. A high-
level system architecture of the HEAT platform, with its key com-
ponents and their communication interfaces, is sketched in Figure
2 . Its conception departs from key outcomes of the EU H2020
VR-Together project (coordinated by i2CAT): HoloMIT, a world-
wide pioneering platform to enable real-time multi-party real-time
holographic communications between remote users [1]. However,
its evolved architecture, components and interfaces will be more
accurately specified and refined during the project lifetime, based
on the selected use cases and derived requirements, and ongoing
research findings and associated developments.

As a whole, the HEAT platform will be able to accommodate
the multimedia modalities, distribution technologies, interaction
modalities, multi-sensory output devices, Internet of Things (IoT)

Figure 2: Pilot development timeline

sensors and actuators, and the wide set of heterogeneous consump-
tion devices (e.g., XR headsets, holographic displays, smart wear-
ables etc.) considered in the project. However, a key aspect of the
HEAT platform, and of each of its innovative components, is that
it will be designed based on standard-compliance and modularity.
On the one hand, the platform and its components will be adapt-
able to interoperate with both state-of-the-art and next-generation
broadband workflows. On the other hand, they will be extensible to
accommodate additional and/or emerging features not addressed
in the project, but that are relevant in the media consumption land-
scape (e.g., adaptive storytelling based on the audience’s feedback,
delivery workflows, etc.).

4 APPLICATION SCENARIOS
HEAT will consider four distinct pilot cases as examples for the
deployment of the developed technologies in real scenarios. The
pilots will be used to validate the applicability and effectiveness
of the proposed system through test assessment that will aim at
estimating the perceived user’s QoE, as well as readiness and ac-
ceptability of HEAT contributions. The pilots are listed in ascending
order based on their estimated complexity. The timeline for the
pilots is depicted in Figure 2.

4.1 XREL Pilot
A lecture, that is a classroom/laboratory environment including a
teacher and laboratory equipment will be captured, using volumet-
ric cameras, microphones, and multi-sensory acquisition devices.
The whole captured environment (i.e., the live lecture) will be dy-
namically processed and delivered to the remote students via XR
headsets and multi-sensory actuators (i.e., olfaction dispensers, hap-
tic gloves/vests). The remote students will be captured at their site
using available devices (e.g., 360°/plenoptic/RGB-D cameras/stereo
microphones from smartphones or dedicated cameras), being their
hologram tele-ported into the classroom that will be equipped with
holographic displays to allow teachers and remote students to so-
cially interact, sharing visual social cues with them.

4.2 XRTheatre Pilot
In a cultural performance of modern theatre, the environment (i.e.,
scenography, stage and performers) will be captured with volumet-
ric cameras, microphones and multi-sensory acquisition devices.
Remote audiences will experience the environment together with
the in presence audience, with the use of XR headsets and multi-
sensory actuators (i.e., olfaction dispensers, haptic gloves/vests),
like being seated in a specific position upon their request. The re-
mote audience will be captured at their site, using available devices
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(e.g., 360°/plenoptic cameras/stereo microphones from smartphones
or dedicated cameras), being their hologram tele-ported in the the-
atre via 3D holographic displays and/or XR headsets.

4.3 XRBlues Pilot
The performance of a blues/rock band in a club will be captured
using volumetric cameras and multi-sensory acquisition devices.
Sound will be dynamically captured from the stage mixer and syn-
chronised with the visual part. Remote audience will experience the
environment together with the in presence audience, with the use of
XR headsets and multi-sensory actuators (e.g., olfaction dispensers,
haptic gloves/vests). The remote audience will be captured at their
site, using available devices (e.g., 360°/plenoptic cameras/stereo
microphones from smartphones or dedicated cameras), and their
hologram tele-ported in the club via 3D holographic displays.

4.4 XROpera Pilot
In a cultural performance of opera, the opera scenography and
performers will be captured with volumetric cameras, microphones
and multi-sensory acquisition devices. Remote audiences will ex-
perience the environment together with the in-presence audience,
with the use of XR headsets and multi-sensory actuators (i.e., olfac-
tion dispensers, haptic gloves/vests), like being seated in a spe-
cific position upon their request. The remote audience will be
captured at their site, using available devices (e.g., 360°/plenoptic
cameras/stereo microphones from smartphones or dedicated RGB-
D cameras), being their hologram tele-ported in the theatre and
rendered via 3D holographic displays. In addition, multi-sensory
feedback (e.g., haptic, heart bit) from remote users will be acquired
and the possibility of dynamically rendering to the performers via
wearable devices will be investigated.

5 CONCLUSIONS
In this paper, the ambition of the Hybrid Extended reAliTy (HEAT)
project has been presented. HEAT aims at integrating immersive
media technologies such as point cloud/holographic imaging, multi-
sensorial media, Social VR in a multi-user, feedback- enabled com-
munication system to provide the construction of compelling context-
aware and embodied experiences for innovative hybrid XR appli-
cations. The project will provide well designed and fully tested
scenarios in real-world environments for enhanced XR experiences:
a blended learning, a modern theatre act, a music festival and an
opera show.
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