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Abstract: People’s actions and behaviours contribute to the diversity and personality of a space,
transforming it into a vibrant and thriving living environment. The main goal of this research is to
present a GIS-based framework for assessing places. The framework is constructed based on the
idea of conceptual spaces, integrating spatial and semantic concepts inside a geometric structure.
The explanation of place-related concepts is achieved via the use of linear programming and convex
polytopes. By projecting these concepts into the spatial domain, a strong connection between
geographical and semantic space is established. This connection allows a wide range of analytical
calculations using geographic information systems to be carried out. The study focuses on the sense
of city centre in Tehran, Iran, by employing questionnaires administrated on-site to evaluate the
correlation between identified city centres and the participants’ responses. The findings demonstrate
a good correlation, as shown by a Pearson correlation value of 0.74 and a rank correlation coefficient
of 0.8. Interestingly, the city centres that were selected did not always align with the geographic centre.
However, participants still perceived them as city centres. This framework serves as a valuable tool
for planners and policymakers, providing a comprehensive understanding of the built environment.
By considering both semantic and geographical aspects, the framework emphasises the importance
of emotions, memories, and meanings in creating an inclusive environment.

Keywords: GIScience; place; conceptual spaces; convex polytopes

1. Introduction

In the field of Geographic Information Science (GIScience), space refers to the physical
location, size, shape, and distances between objects on the Earth [1–3]. It provides the
physical setting where human activities happen [4]. Spatial analyses focus on numeric
qualities that can be measured, such as proximity, dispersion, and density analysis. How-
ever, place encompasses the subjective emotions, memories, and meanings that people
associate with a location [5]. Place evolves through human experiences, relationships, and
memories [6]. In other words, place is how people make space meaningful through their
activities. A childhood home, for example, may have sentimental value and generate happy
memories, but a trauma site may stimulate negative feelings. The meaning of a place can
also fluctuate throughout time as individuals’ and societies’ values and priorities shift. The
idea of place is more than just identifying a spot on a map. Instead, it considers how people
actively shape and give meaning to locations through real experiences and interactions.
The semantics of a place is shaped by the social and cultural practices of those who live in
it rather than being inherent in its physical qualities [7].

In recent years, the concept of place has gained significant attention in GIScience.
An important factor is the increase in user-generated geographic data, which captures
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perspectives on everyday experiences of place. However, there is still no agreement
within GIScience on the best approach for modelling and analysing places [8]. Although
the significance of place is increasingly acknowledged, there is still a need for effective
computational methods for modelling it [7]. There is a need for new models that can
combine the human-centred qualities of place with the mathematical methods used in
GIScience. A substantial percentage of the current research on incorporating place into
GIS has mostly focused on exploration, without established frameworks or methodologies.
This demonstrates that there is still not much consensus among GIS experts about how
to characterise the idea of place in a manner that is compatible with spatial data tools.
The ongoing exploration of place-related research underscores the unresolved nature of
modelling place using GIS.

Due to the concepts pertaining to space, place, and related topics are prevalent in
numerous academic disciplines; therefore, it is helpful to fully explain the specific way in
which the authors use these notion in this study. Table 1 provides definitions of the key
spatial terms utilised throughout the manuscript, in order to establish the terminology
employed by the authors.

Table 1. The term and definitions used throughout this paper.

Term Definition

Space
The medium formed by a well-defined geographical

coordinate system in which GIS software and methods
represent features [9]

Place
The intertwining of a physical location with the meanings,

feelings, emotions, and other human experiences connected to
that location [10]

Spatial analysis The set of methods applied to the geographical coordinates of
features in the space [11]

Place-based analysis
The set of methods applied to both the geographical

coordinates and other dimensions that make place (e.g.,
meaning, cognition, emotion, etc.)

Neighbourhood An example of place—parts of space that gain meaning and
value through residents’ place attachment and daily activities.

City centre

An example of place—neighbourhoods that have unique
characteristics and make citizens perceive them as the heart of
the city. The characteristics differ depending on the culture,

environment, etc.

Places are extensively investigated in other related subjects such as human geogra-
phy [10,12–14], urban science [15–17], and philosophy [18]; however, they offer computa-
tional challenges in GIScience due to their complex nature [19]. Recently, GIScience has
become more connected to people due to the development of volunteered geospatial infor-
mation (VGI), the popularity of social networks, and the ease of sharing location [20,21].
Merschdorf and Blaschke [22] divided GIScience research into eight categories: critical
GIS, qualitative GIS, participatory GIS (PGIS), volunteered geospatial data, crowdsourcing,
ontology, semantics, and place names and modelling. Blaschke, et al. [7] emphasised
the necessity of place modelling, building new computational data models, and adapt-
ing spatial operations to place-based ones, due to the inefficiency of GIS in dealing with
ambiguous data.

In recent years, there have been some efforts made to address the aforementioned
lack [23]. Papadakis, et al. [24] proposed a model that bridges space and place. Their
suggested framework modelled a place from four perspectives: where it is, what it offers,
what is in it, and how big it is. Their method sought to combine how a place is understand in
both its physical characteristics and our experiences of it, all within a structured framework.
Cho and Yuan [25] established a formal connection between events that are made possible
by a place and how a place is formed. The values of places derive from the events associated
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with them, and when certain event clusters happen repeatedly, unique connections are
forged between places and activities. Their approach provides a way to express the
experiential characteristics that distinguish spaces and give them significance as places.
Davies [26] introduced a place model that involves overlaying a mental semantic space
onto geographic space. Within the proposed framework, places are characterised by
the combination of a specific location and its corresponding sensory-motor attributes.
This model uses the technique of superimposing mental images onto real locations to
create a computational representation of qualitative elements that differentiate ordinary
spaces from meaningful ones. Their approach encompasses the multidimensional identity
of places by bridging geographic information with intangible dimensions of meaning
and experience.

Place-based analysis is associated with the authors’ understanding of the built envi-
ronment as well as their sense of belonging to that place. Brown, et al. [27] used minimum
convex polygons to map people’s perceptions in South Australia through collected field
survey data. Participants were asked to mark where they live and choose at least three
points outlining an area that best represents their daily life, work preferences and their
feelings and memories. Maguire and Klinkenberg [28] developed the place analysis system
(PAS), a tool designed to collect, store, visualise, and analyse people’s collected memories
and perceptions associated with the park in Canada. Diener and Hagen [29] proposed a
model that combined physical features and memories. To obtain a holistic understanding of
place-based analysis, they utilised ideas from experts from different branches of geography.

This paper introduces a computational framework for representing and analysing
place-based concepts in GIS. The framework incorporates the elements of the theory of
conceptual spaces, such as quality dimensions, convex regions, prototypes, and instances,
as the core of its structure. The theory is formalised with the help of convex polytopes. As
a case study, the authors depict the city-centre-like neighbourhoods of the city of Tehran.
The study aims to investigate how the place-based analysis approach integrates individual
memories and perceptions with spatial data in GIS to comprehend human-related aspects
in geographical contexts. This was achieved by utilising convex polytopes to transfer
memories and perceptions directly into the GIS, as demonstrated in a case study con-
ducted in Tehran. This research tackles the inquiry of integrating perceptions into current
GIS systems and offers a straightforward solution to connect the realms of meaning and
physical space.

The contribution of the present study is the development of a holistic approach that
integrates spatial features with people’s real-world perceptions gathered from the field, for
a comprehensive understanding. In contrast to the traditional perspective of GIS, which
mainly focuses on displaying physical features, this research demonstrates how perceptions
and memories can be seamlessly integrated with these physical features, emphasising the
importance of a more inclusive and human-centric approach in geographic information
systems that the authors of this study call place-based analysis.

The present research has significant real-world implications by enhancing GIS capabil-
ities for representing and analysing place-based concepts, while also making important
theoretical contributions to bridge the gap between GIScience and the humanistic study of
place. The integration of computational and humanistic perspectives could highly benefit
fields grappling with the complexities of place.

2. Materials and Methods
2.1. Study Area

Tehran is among the largest and fastest-growing cities in the Middle East. According
to the official estimation conducted by the Management and Planning Organisation (MPO)
of Iran, the population of the city in 2023 is over 9 million people [30]. Tehran has the
highest level of urban population in Iran [31]. With an area of over 700 km2, it is situated
in the southern parts of the Alborz Mountain range. From a socio-economic perspective,
Tehran is divided into a north–south partition [32]. It is a vibrant metropolis that is home to
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a wide range of ethnicities and traditions. As a bustling capital city, Tehran has a diversity
of neighbourhoods and urban spaces with distinct identities and social significance. Since
the 1950s, Tehran has experienced rapid population growth and urban expansion, resulting
in considerable changes to its urban landscape [33]. However, Tehran’s geography, culture,
and policies have moderated some of the impacts of urbanisation. Preservation initiatives,
like those at the Grand Bazaar, have successfully maintained cultural and traditional
identity in spite of modernisation pressures [34]. However, removing height restrictions
on new buildings has significantly changed Tehran’s skyline, introducing more high-rise
structures [35]. Overall, while urbanisation has been substantial, various geographic,
cultural, and regulatory factors have mediated the changes to Tehran’s urban form and
spatial identity. Numerous museums, palaces, and historical sites showcase the city’s
rich history and culture. The city’s meaning has also been formed through its inhabitants’
social and cultural habits [36]. The city is experiencing fast urbanisation and spatial
transformation, which highlights the need to conceptualise some important place-based
concepts. As the city grows, the meanings and identities associated with its spaces evolve.
Furthermore, by collecting information from resident surveys and interviews, and analysing
the geospatial data, the authors can confirm that their theories about place-based spaces,
such as the city centre, are supported by the authentic perceptions of the inhabitants. In
other words, by talking to people who live in the study area through surveys and interviews,
and using maps and location data, authors can verify the alignment between their ideas
about different places and the perspectives of the local population.

Figure 1 illustrates the location of Tehran province in Iran, and the location of Tehran
city in the province, along with the neighbourhoods that comprise it.
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2.2. Data Collection

Figure 2 presents the overall workflow and research design of the study. The workflow
steps are delineated below, and a detailed review of each step is provided in
Sections 2.2 and 2.3.
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• Wikipedia definition—The first stage involved a definition of “city centre” from the Per-
sian Wikipedia page, in order to obtain a preliminary understanding of the concept’s
meaning in the local Iranian context.

• Questionnaire—A questionnaire was developed based on the definition of Wikipedia.
The purpose of this survey was to collect opinions from inhabitants of Tehran about
their perceptions of the city centre. The objective is to validate and enrich the under-
standing provided by the Wikipedia definition.

• Quality dimensions—From the survey results, key quality dimensions (i.e., the fea-
tures) associated with the city centre concept were identified. It is the first, key step in
designing a conceptual space.

• Formalisation—The quality dimensions were translated, along with spatial dimen-
sions, into a conceptual space using convex polytopes.

• Instance collection—Instances of Tehran neighbourhoods are displayed as points
within the conceptual space based on their measured qualities.

• Clustering—A k-means clustering algorithm was applied to group similar neighbour-
hood instances into concepts explaining city centres.

• Evaluation—Finally, the neighbourhood classifications were evaluated by correlating
them with the original survey results to validate the approach.

First, a simple definition of city centres on the Wikipedia platform was conducted.
Due to the culture variations in the definitions of places, the Persian article (titled

1 

 

Due to the culture variations in the definitions of places, the 

Persian article (titled 

  city ,شهر مرکز 
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city center in English) was used to obtain a local definition of the study area. According to
the article’s definition, “In Iran, the city centre term is used in traffic signs on the streets
and roads, but the city centre usually does not have a definite boundary”. The Bazaar
and its surrounding districts have traditionally been considered the centre of Iranian cities.
The city core of Tehran has special traffic legislation, such as traffic plan regulations [37].
The definition provides essential information on the qualities of a city centre in Iran. The
boundaries are not distinguishable; it includes a bazaar that is almost always bustling
and forms the city’s old core, displaying historical elements of a city centre. Aside from
consulting Wikipedia, the authors reviewed some academic papers related to the study
of city centres in Iran. Table 2 provides an overview of the reviewed papers and the
characteristics of the city centres in Iran according to them.

Table 2. The reviewed papers and the characteristics of city centre in Iranian cities.

Article Year Identified Characteristics of Iranian City Centres

Rafiee, et al. [38] 2012 Stresses the historical aspects of city centres

Pourjafar, et al. [39] 2014 Focuses on bazaars (historical shopping centres) as a
prominent component of city centres

Farkisch, et al. [40] 2015 Architectural style; arrangement of houses;
accessibility; heritage buildings; place functionality

Kermani and Luiten [41] 2010 Population density; location; historical monuments
Mirzakhani, et al. [42] 2023 Stresses the historical aspects of city centres

The majority of information about places can be obtained through social media or
from direct enquiries to people [43]. A questionnaire was developed to validate the defini-
tion retrieved from the Wikipedia page. Tehran residents were required to explain their
mental image of the city core. The survey participants consisted of individuals spanning
various age groups, encompassing teenagers through senior citizens. To ensure a balanced
distribution of genders in the survey results, both males and females were included. The
criterion for selecting participants was that they were either citizens of Tehran or had
resided there for a minimum of ten years. Additionally, efforts were made to include
individuals residing in different areas of the city to ensure an equal distribution among
respondents. Instead of relying on a convenience sampling method, the approach of this
research was to achieve a spatially balanced, random sample that included all 22 municipal
districts of Tehran. The authors ensured representation by conducting surveys with at
least 10 respondents from each district. The objective was to gather perspectives from
residents across the entire city, avoiding a focus on easily accessible or overrepresented
areas. The survey focused on soliciting participants’ identification of elements present in
a prototypical city centre. Additionally, official urban datasets were used from Tehran’s
Municipality to quantify the features of the city centre. The dataset contains historical
structures, traffic and transportation, and land use data. The dataset is hosted on the Tehran
Municipality’s official geoportal [44].

2.3. Design
2.3.1. Quality Dimensions Identification

In a conceptual space, a quality dimension refers to an object or concept’s distinct
attribute or characteristic, providing a structured framework for explaining meaning,
memories and emotions. In a formal sense, a quality dimension is defined as follows:

Definition 1. A quality dimension is defined as ⌈ = ⟨µ̂, r̂, ô⟩ where µ̂ ∈ {ratio, interval, ordinal}
indicates the scale of the dimension, r̂ denotes the range of the dimension, and ô is a Boolean indicat-
ing whether the dimension is circular.

The questionnaire is an effective tool for identifying the quality dimensions associated
with city centres. A unanimous consensus was reached among all respondents (100%)
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that city centres possess historical significance. Additionally, a significant percentage of
participants (92%) acknowledged being crowded, while 75% recognised the importance of
easy accessibility. Furthermore, 71% of respondents emphasised the presence of numerous
shopping opportunities within city centres. Based on these findings, three distinct quality
dimensions were identified: historical, commercial, and accessibility dimensions. To com-
pensate for the limited availability of data on the city’s specific demographics, accessibility
was used also as a proxy variable to approximate the distribution of individuals in the
area. These dimensions form the semantic domain within the conceptual space, providing
a comprehensive framework for understanding the characteristics of city centres. The
quality dimensions identified through the questionnaires are then combined with two
additional dimensions explaining the spatial domain (latitude and longitude) to create a
Cartesian conceptual space that enables the integration of, and transformation between, the
spatial domain and the semantics. The objective of using the spatial dimensions as quality
dimensions of a place are twofold. Firstly, from a cognitive perspective, a place connotes its
underlying space [45]. Secondly and equally important, the spatial dimension enables the
bridging of semantics with space, which is crucial in integrating place-based functionalities
with the existing GIS operations.

2.3.2. Conceptual Space Design

A conceptual space is a similarity space spanned by a set D of quality dimensions.
Formally, a conceptual space is composed of a set of domains.

Definition 2. A domain D is defined as a set of quality dimensions. Domains can be considered
as categories in which quality dimensions are grouped. The set of all domains in a conceptual
space is denoted by ∆. In this study, the semantic domain is comprised of three quality dimensions,
namely historical, commercial, and accessibility dimensions. The spatial domain is comprised of
two geographical coordinates. The set of all quality dimensions is considered in this study as place-
based domain.

Definition 3. A concept is defined as C = ⟨R,

1 
 

. 𝓅 indicates  ⟩, where R denotes a set of convex regions in the
space.

1 
 

. 𝓅 indicates  indicates a prototype of the concept in the space. The prototype instance of the concept is
assumed to be a point in the space, theoretically located in the centre of the convex region explaining
the concept.

2.3.3. Preprocessing

Data preparation is frequently required before building a conceptual space. Depending
on the nature of the data and the desired explanation, the specific preparation processes
may differ. They may entail filtering, removing duplicates, correcting missing values, and
addressing data inconsistencies to remove noise, outliers, or unnecessary data points that
may distort the meanings. Furthermore, normalising the data ensures consistent values
across many quality dimensions. Normalisation approaches commonly used include z-
score normalisation, min–max scaling, and feature scaling [46]. Appropriate encoding
techniques, such as one-hot encoding [47], label encoding [48], or other approaches [49],
are necessary to translate them into numerical values that may be employed in creating the
conceptual space.

2.3.4. Instances of Places

In conceptual spaces, instances relate to individual objects that are explained within
the conceptual space. An instance is produced when a value is found for all quality
dimensions in the space. Within a conceptual space of places, instances may encompass
city neighbourhoods, monuments, parks, cinemas, or any other entity associated with a
specific place.
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Definition 4. A property is defined as a concept in one domain, namely, when |∆| = 1. Properties
can be understood as seeing a concept from only one aspect.

Definition 5. An instance

1 
 

 𝒾 is  is basically a point in a conceptual space, symbolising an object in the
real world.

2.3.5. Concept as Polytope

Expressing concepts as convex polytopes simplifies certain actions in conceptual
spaces, making them equivalent to familiar operations performed on convex polytopes.
In other words, the proposed framework employs convex polytopes to define boundaries
produced by connecting the points (instances) collected from people’s perceptions.

A polytope P is expressed in multiple ways. A polytope defined by its vertices (i.e.,
its convex hull) is called a V-polytope. Alternatively, a polytope can be described by its
facets, and in this case, it is called an H-polytope. Some operations are more conveniently
performed with H-polytopes, while some others are more intuitive with V-polytopes. For
example, it is simpler to find where two or more polytopes intersect when working with
their facets. However, it becomes a computationally challenging problem (NP-hard) when
dealing with the convex hull [50]. Conversely, linear transformations in H-polytopes may
become exponential in the dimension of the polytope, but they are trivial in V-polytopes.

An H-polytope in Rd can be written as the set of solutions to the minimal system of
linear inequalities (Equation (1))

P := {x|Ax ≤ b} (1)

A is the coefficients matrix of size m × d, x is the variable vector of size d × 1, and b
is a scalar vector of size m × 1. Given the q polytope vertices viϵRn, by Caratheodory’s
theorem [51], the V-representation of the polytope is defined as [52]

P :=
{
∑q

i=1 βivi

∣∣∣βi ≥ 0, ∑q
i=1 βi = 1

}
(2)

2.3.6. Evaluation

Assessing a designed conceptual space can be approached from various perspectives,
depending on the specific objectives and applications of the space. One method involves
collecting human judgments or assessments related to the conceptual space. This may
include experiments or surveys where participants engage in tasks associated with the
conceptual space, such as making similarity judgments, performing categorisation tasks,
or generating concepts. The effectiveness and validity of the conceptual space are then
evaluated by comparing participant responses to the expected or desired outcomes.

2.4. Place-Based Analyses and Operations

Similar to spatial analyses conducted within a GIS, a comprehensive system designed
for handling places should possess the capability to analyse place-based concepts. In line
with the core concept of the proposed approach, which emphasises the integration of space
with its associated meaning, the authors consider place-based analyses as operations that
are simultaneously applied to both the geographical space and its semantic characteristics.
Place-based analyses offer a more comprehensive and nuanced understanding of the
analysed concepts by considering both the geographical and semantic dimensions. By
embracing this integrated perspective, the proposed approach enables a richer exploration
and interpretation of places.

2.4.1. Projection

Projecting concepts onto domains or quality dimensions provides a systematic frame-
work for understanding relationships, similarities, and differences between concepts within
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a specific domain. In the proposed conceptual space design, the projection of the concepts
onto, for example, the spatial domain is defined as:

(
xs
ys

)
→


1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0




x
y

m1
m2
m3

 (3)

where x and y are the coordinates of points in the spatial domain, and mi is the normalised
value of the ith quality dimension. The result of the above projection is the normalised
spatial depiction of the concept. Then, the linear transformation from the normalised
spatial domain to the geographic space is a simple reverse normalization. Equation (3),
along with the linear transformation, work as a generic approach to bridge the place and
space in a conceptual space. The same technique is used to depict the concepts in other,
semantic, domains.

2.4.2. Inclusion

Given an H-polytope and a point p, this operation checks whether p is located inside
the polytope. The solution to this is straightforward, as p is inside the polytope if and only
if it satisfies all the inequalities in the system.

2.4.3. Cross-Polytopes

As the conceptual spaces are formalised by polytopes, utilising the Euclidean metric
results in non-linear geometries which are incompatible with linear inequalities generated
by the formalisation. In addition, researchers have shown that in a high dimensional
space, the use of ℓ1-norm distances is preferable [53]. Furthermore, psychological evidence
suggests that similarities are perceptually better grasped by city-block metrics [54]. A
cross-polytope, as an appropriate approximation of n-spheres, helps measure distances in
conceptual spaces. A cross-polytope is the closed unit ball in the ℓ1-norm and is defined as

B := {x ∈ Rn|∥x∥1 ≤ 1} (4)

where ∥x∥1 denotes the ℓ1-norm of x.

2.4.4. Intersection

The intersection of two (or more) convex polytopes can be written as the concatena-
tion of their corresponding linear inequality systems [55]. This might lead to redundant
inequalities in the system, which have to be removed. Suppose Ax ≤ b, sTx ≤ t is an
H-polytope composed of m + 1 inequalities. If Ax ≤ b implies sTx ≤ t, then sTx ≤ t defines
a redundant half-space and can be removed from the system using linear programming.

2.4.5. Voronoi Diagram

A Voronoi diagram decomposes a space containing a finite set of points into different
nearest neighbourhoods [56]. Let X be a metric space and Pk be a set of k points in the space.
The Voronoi cell or Voronoi region Rk associated with the set Pk is the set of all points in X
whose distance to pi is not greater than their distance to the other points Pj where i ̸= j. In
other words

Rk =
{

x ∈ X
∣∣d(x, pi) ≤ d

(
x, pj

)
f or all i ̸= j and p ∈ Pk

}
(5)

where d is the distance function defined on the space. Voronoi diagrams are used in the
definition of a place-based buffer in this paper.
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2.4.6. Buffers

Spatial buffers, also known as buffer zones, play a critical role in spatial analysis and
GIS. A spatial buffer can be defined as an area surrounding a specific geographic feature
or point of interest, typically measured in distance units [57]. The application of spatial
buffers provides a valuable analytical framework for understanding spatial relationships
and supporting evidence-based decision-making in a wide range of disciplines.

In this study, the authors propose three types of buffers enabled by our proposed
framework, including spatial, semantic, and place-based buffers. The buffers are defined
as follows:

• Spatial buffer: Identifies places located at a particular distance from a target place. This
analysis includes computing a cross-polytope in the spatial domain, and an inclusion
operation. Alternatively, the cross-polytope can be computed in the whole space. In
this case, the result can be depicted by a projection operation onto the spatial domain.

• Semantic buffer: Identifies places similar to a place, in a domain other than the spatial
domain, by a particular percentage value. This analysis includes computing a cross-
polytope in the non-spatial domain, and an inclusion operation.

• Place-based buffer: Identifies places semantically similar and physically close to a
place. In other words, it identifies places topologically adjacent to a place within the
whole conceptual space. This analysis includes computing the Voronoi diagram of the
conceptual space.

Figure 3 shows a schematic depiction of the proposed buffers in conceptual spaces.
In the left plot, a cross-polytope buffer for the red dot is shown. The red dot can be any
instance in the conceptual space (for example, a metro station). The purpose of the buffer
is to determine the other instances that are at a specific distance from the red instance.
An inclusion operation on the cross-polytope and the dots can determine the instances
within the buffer. The mechanism of drawing buffers is the same for both spatial and
semantic domains. In this plot, it is assumed that the domain in which the buffer is applied
is two-dimensional. In the right plot, a place-based buffer for the red dot is shown. The
plot depicts the Voronoi diagram of all instances in the conceptual space. In this plot, it is
assumed that the whole conceptual space is composed of two dimensions. As stated above,
the proposed place-based buffer determines the semantically similar and geographically
close instances based on the adjacency of their corresponding Voronoi cells.
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2.4.7. Spatial and Semantic Intersections

Spatial intersections constitute a core concept in GIS and spatial analysis, involving
the identification and analysis of coinciding or overlapping areas among multiple spatial
features or layers. These intersections are pivotal for unveiling intricate relationships and
patterns within geographic data, providing researchers and planners with valuable insights
into spatial phenomena. This study introduces place-based intersections, achieved through
the intersection of polytopes in the conceptual space. Serving as general forms of spatial
intersections, they are computed across the entire conceptual space, and the proposed
representation method facilitates their convenient computation. Figure 4 illustrates the
mechanism of making new concepts from intersections. In the plot, two concepts (i.e.,
the red and blue regions) are represented by the convex hulls of their corresponding
instances. By applying an intersection operation on the two concepts, a new concept (i.e.,
the green region) is made. This operation can be applied to all domains and to the whole
conceptual space.
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3. Results
3.1. Identifying the Quality Dimensions

As previously stated, five quality dimensions were identified to represent a neigh-
bourhood and determine its status as a city centre. These quality dimensions include the
spatial coordinates (x, y) to establish the geographical location, the density of historical
and cultural buildings and sites (HBD), the density of shopping centres (SCD), and the
density of public transportation stops (PTD). These dimensions were selected based on their
significance in capturing the essential characteristics of a neighbourhood and it potential to
be classified as a city centre. Equation (6) shows the whole domain of the conceptual space,
which in turn is composed of four sub-domains.

∆ =


δspatial = {dX , dY},

δhistorical = {dHBD},
δcommercial = {dSCD},
δaccessibility = {dPTD}

 ⊂ R5 (6)
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3.2. Representing Place-Based Concepts in the Conceptual Space

According to the notion of place identified in this paper, a city centre is more than just
a spatial or physical/geographical term. As a result, the questions “Where is the city centre
of Tehran?” and “Where are the city-centre-like neighbourhoods in Tehran?” are different,
with the first being spatial and the second being place-based. The first question addresses
the spatial aspect of the city centre. To address the second query, it is crucial to identify
neighbourhoods that are perceived as city centres. Although individuals commonly use
neighbourhood names, they are rarely employed as independent entities. More crucially,
a city centre typically only corresponds to a fraction of the area. As a result, the city core
is likely made up of one or more neighbourhoods. The authors intend to convey the
city-centre concept in conceptual space by employing neighbourhood instances.

To represent neighbourhoods and city centres in the conceptual space, the authors
asked participants to score the neighbourhoods of Tehran, ranging from 1 to 10, as if they
sense them as city centres. The thresholds were optimised such that the binary classification
into two classes of city and non-city centres yielded the highest F-score based on the
participants’ answers. Then, a k-means algorithm was employed to encapsulate the points
in clusters. The convex hull of each cluster was computed. The software, Bensolve Tools
Version 1.3 [58], was used to compute the convex hull of points and construct convex
polytopes. The resulting convex hulls represent the city centre concept as convex regions in
the conceptual space. The H- and V-representations of the obtained polytopes are shown
in Table 3.

Table 3. The H-representation and V-representation of the city centre polytope.

Polytope H-Representation V-Representation

Pdowntown P1 ∪ P2 := {x | A164×5x ≤ b164×1} ∨ {x | A12×5x ≤ b12×1} P1 ∪ P2 := {x | V20×5} ∪ {x | V7×5}

3.3. Place-Based Analyses

As a similarity space, the notions of distance and similarity become congruent in
a conceptual space. To preserve consistency with polytopes, the authors employed city
block metrics in the conceptual spaces. Then, cross-polytopes are suitable options for
measuring distances. Table 4 summarises the specifications of some elements defined in
the constructed conceptual space.

Table 4. The details of some elements defined in the conceptual space and their correspond-
ing definitions.

Element Type ∆ Representation

City centre Concept ∆cs =
{

δspatial , δhistorical , δcommercial , δaccessibility

} P1 ∪ P2 := {x | A164×5x ≤ b164×1}
∪{x | A12×5x ≤ b12×1}

Northern Property δspatial = {dX , dY} Pnorthern := {x | A4×2x ≤ b4×1}

Valiasr
neighbourhood Instance ∆cs =

{
δspatial , δhistorical , δcommercial , δaccessibility

}

1 
 

 𝒾 is  Valiasr = ⟨0.62, 0.57, 0.07, 0.19, 0.20⟩

A place-based answer to the query “Where are the city-centre-like neighbourhoods in
Tehran?” is the list of neighbourhoods (instances) located within the city-centre polytope
(the inclusion operation on polytopes). Table 5 shows the list of 10 neighbourhoods
identified as city-centre-like. The distance between the neighbourhood instances and
the prototype of the concept shows the degree of being like a city centre. In the third
column, the average similarity of the neighbourhoods to the city centre as evaluated by the
participants is shown.

To assess the validity of the results, the participants were requested to confirm whether
they perceived the designated neighbourhoods as city centres. The correlation coefficient
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was then computed to measure the relationship between the calculated values and the
participants’ perceptions. Pearson’s correlation coefficient (0.74) and Spearman’s rank cor-
relation coefficient (0.8) showed a strong correlation between the suggested formalization
and the expectations of the participants. Therefore, the representation aligns with the par-
ticipants’ perceptions, validating the proposed approach. In addition, a correlation analysis
was applied to all neighbourhood instances to capture the consistency of perceptions and
the computed representations. Figure 5 depicts a scatterplot showcasing participants’ aver-
age ratings for neighbourhoods plotted against the inverse distances from the prototypical
city centres (i.e., the centres of identified polytopes). In this case, the correlation coefficient
stands at approximately 0.54.

Table 5. The result of applying query “where are the city-centre-like neighbourhoods in Tehran?” in
terms of place names and their associated ratings based on the proposed representation and citizens’
ratings (only 10 neighbourhoods listed).

Place Names Degree of Being a City Centre
(Based on Normalised Distance) Citizens’ Opinions

City centre Prototype (

1 
 

. 𝓅 indicates  ) 1 -

Bazaar 0.94 0.90

Enqelab 0.90 0.92

Monirieh 0.89 0.73

Jomhuri 0.82 0.85

Rah Ahan 0.81 0.65

Emam Khomeini 0.77 0.82

Pamenar 0.76 0.79

Tajrish 0.71 0.67

Qeitarieh 0.67 0.31

Ostad Moein 0.60 0.55

Pearson Correlation Coefficient 0.7471

Spearman’s Rank Correlation Coefficient 0.8061
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Figure 6 depicts the identified polytope projected onto geographical space. The
identified polytope, as shown in the map, is made up of two separate zones. The noteworthy
outcome is that one of the indicated regions is not geographically located in the city centre,
but the participants perceive it as such.
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Figure 6. The projection of the city-centre polytopes on the geographical space.

To check for a city centre in northern Tehran, it was necessary to intersect the northern
property with the city-centre concept in Tehran. If the intersection produces a distinct
polytope, a new concept called the northern city centre is established; otherwise, the
outcome is empty. The northern property is considered as areas with latitudes higher than
the average latitude of Tehran. The authors performed the intersection operation within
the conceptual space and then projected the outcomes onto the spatial domain. Table 6
shows the H- and V-representation of the northern property.

Table 6. The H-representation and V-representation of the northern polytope.

Polytope H-Representation V-Representation

Pnorthern Pnorthern := {x | A4×2x ≤ b4×1} Pnorthern := {x | V4×2}

In order to perform the intersection operation, it is necessary to use linear program-
ming to concatenate inequalities from both the city-centre concept and the northern property.
The problem is expressed in matrix form as:

Pnorthern downtown =
{

sTx|{A4×2x ≤ b4×1}northern ∧ {{x|A164×5x ≤ b164×1} ∨ {x|A12×5x ≤ b12×1}}downtown

}
(7)

Figure 7 shows the results of the intersection operation. Bensolve Tools [58] in Matlab
(version R2015) was used to compute the linear programming needed to concatenate
the inequalities.

In Figures 8–10, three different buffer zones corresponding to the proposed buffers in
Section 2.4.6 (e.g., spatial, semantic, and place-based buffers) are shown. In these examples,
buffer analyses were applied to Valiasr, a central neighbourhood of Tehran.
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Figure 8a shows the proposed spatial buffer in the spatial domain. This buffer is
akin to the buffers employed in GIS, which designate areas spatially near the specified
entity. However, there are two differences between them. The first difference is their shape,
resulting from employing two different metrics. While the commonly used spatial buffer in
GIS gauges proximity by encircling the feature with a circle, city-block metric buffers, on
the other hand, assume the shape of a sum-norm ball within the buffer zone [59]. Moreover,
the distances within the entire conceptual space are not physical but semantic in nature.
It is important to note that the conceptual space in question is normalised. Consequently,
expressing proximity criteria in percentages would be a more fitting approach. The spatial
proximity is equivalent to the spatial buffer. It is considered a range of [0%, 100%], where 0%
proximity corresponds to places that are at least 0% (since it is a buffer, it must encompass
values greater than zero) similar to a specified place. This encompasses the entire space and
includes all existing places. Conversely, when spatial proximity reaches 100%, the result
corresponds to the original place under examination, as it is the sole entity that demon-
strates complete similarity with itself. Figure 8a represents the outcome of identifying
neighbourhoods that are spatially (physically) close to the marked neighbourhood by at
least 90%. Figure 8b illustrates the projection of these results onto the geographical space.

In Figure 9a, the placement of the buffer polytope is illustrated within the semantic
domain, encompassing historical, commercial, and accessibility dimensions. The buffer
zone functions as a query, aiming to identify neighbourhoods with a minimum of 92%
similarity to the marked neighbourhood in terms of historical, commercial, and accessibility
characteristics. This buffer zone serves as a means to calculate semantic similarity, capturing
neighbourhoods that share substantial semantic similarities with the desired one. Figure 9b
displays the projected outcomes of the semantic buffer on the map, computed using
Equation (3). The yellow neighbourhoods on the map represent points situated within the
buffer polytope.
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Figure 10 displays the simultaneous consideration of all dimensions, including the
two geographical coordinates and the three semantic qualities. This integrated approach,
here called a place-based buffer, combines the spatial domain with semantic information
derived from other domains. The primary goal is to identify neighbourhoods spatially
close to the Valiasr neighbourhood that exhibit similar semantic characteristics. By merging
the spatial and semantic domains, this approach offers a comprehensive framework for
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identifying and analysing neighbourhoods based on their spatial and semantic attributes.
To achieve this, the generation of the Voronoi diagram is used based on the instances within
the conceptual space. The result of this operation consists of instances whose Voronoi
cells are topologically connected to the Valiasr neighbourhood. By utilizing this approach,
the place-based buffer is calculated by seamlessly integrating the semantic characteristics
of instances with their spatial coordinates. Notably, this integration was accomplished
without explicitly relying on physical distance measurements, providing a more compre-
hensive understanding of the spatial and semantic relationships between instances and the
Valiasr neighbourhood.
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4. Discussion

This study investigates the potential of conceptual spaces to analyse places in a GIS.
A formalisation of conceptual spaces using convex polytopes was used, and this method
was applied to the concept of the city centre in Tehran, Iran. The findings demonstrate
that the proposed framework can explain place-based understanding in GIS. The proposed
approach is an extension of the spatial perspective, encompassing place-based analytical
capabilities and incorporating spatial analyses. The proposed formalisation employed
in the study utilised convex polytopes, leading to linear geometrical structures within
the conceptual spaces. As a consequence, certain peculiarities arose that need further
examination. For instance, the buffers generated by the proposed method resulted in areas
with straight edges, in contrast to the curved buffers commonly employed in GIS. In some
cases, straight edges may be suitable, especially when the goal is to create a simplified
representation for quick analysis or visualisation. However, this trade-off results in a loss
of detailed accuracy. Curved buffers are commonly favoured in applications that need a
precise representation of spatial relationships, such as ecological studies, urban planning,
or infrastructure design. This preference originates from the curved buffers’ superior
capability to capture the landscape’s context.

Several studies have investigated places using conceptual spaces, but they differ in
their approach by constructing the conceptual space based on data-driven methods. For
instance, Abbasi and Alesheikh [60] used natural language processing (NLP) methods to
construct a conceptual embedding space of place-based textual resources. Their method was
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put into practice in a recommender system, resulting in an offering of analytical capabilities
for places, in terms of similarity computations. Instead of using convex regions to represent
concepts, their method used vector computations. Derrac and Schockaert [61] induced
a conceptual space from text documents and identified salient directions in the space
which corresponded to interpretable relative properties. They showed how commonsense
reasoning can exploit these relations, which can outperform standard approaches and
provide intuitive explanations of classification decisions. They applied their method to a
dataset of places and looked for relationships between place types. The aforementioned
research both infer a conceptual space to explain places; the approach of the authors of
this paper diverges substantially from theirs in some key ways. The authors follow a
knowledge-driven strategy for constructing the conceptual space. This method facilitates
the identification and measurement of specific qualitative dimensions related to place-based
concepts. By explicitly defining these dimensions, illustrating concepts became clearer
as they were represented as convex regions within the conceptual space. This approach
reveals interconnections between concepts and enables various analytical calculations
within geographic information systems.

A notable advantage of the proposed method in this paper is the clear distinction
between the spatial domain and other domains. This distinction allows for separate
analyses of the spatial and semantic domains. For instance, in this study, the authors
conducted buffer analyses independently on both the spatial and semantic domains. It
stands in contrast to other techniques discussed, where the data-driven space becomes
entangled with multiple domains, making it more challenging to differentiate and analyse
each domain separately.

This study has a few limitations. Firstly, the proposed method relies on the availability
of prior knowledge about place-based concepts, which is used to construct the conceptual
space. Extracting such knowledge necessitates a rigorous method, either from users or other
sources. Secondly, the datasets used as proxies for quality dimensions must be sufficiently
representative to precisely quantify the variables. As previously stated, the geometric
structure in this method is derived from solving linear inequalities. Exploring alterna-
tive formalisations of conceptual spaces could enhance the robustness of this approach.
Moreover, depending solely on questionnaires to capture the citizens’ mental image of city
centres has some limitations. For instance, questionnaires rely on self-reported data, which
may be influenced by individual perspectives and might lack in-depth details. Additionally,
given that questionnaires provide only a snapshot, mental images are complex cognitive
representations developed over time through experience. Therefore, integrating additional
qualitative tools could offer more comprehensive insights. Lastly, the proposed method
partially addresses the symbol grounding problem, a recognised advantage of employing
conceptual spaces. Through the process of decomposing concepts into their constituent
quality dimensions and gathering input from participants regarding these dimensions,
it endeavours to determine what these dimensions really mean in the real world. This
endeavour contributes to the development of a collective comprehension. However, the
issue still exists for the proxies used in quality dimensions. For instance, the density of
subway stations, as a proxy for accessibility in the representation of this research does not
provide a clear guarantee of its suitability.

5. Conclusions

This paper presents a conceptual framework that uses the theory of conceptual spaces.
The adopted framework employs linear programming and convex polytopes for operations
and to depict place-based concepts. It can be easily integrated with GIS, establishing a
convenient connection between geographical and conceptual spaces. The findings indicate
that place-based concepts can be portrayed as convex regions within the conceptual space.
The capabilities of the framework through the application of spatial, semantic, and place-
based buffers are demonstrated. In summary, the adopted framework provides a thorough
approach to formalizing and analysing information related to places.
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From a practical standpoint, our framework aids planners, geographers, and poli-
cymakers to analyse places with consideration for their cultural and social significance,
going beyond mere geographical locations. It has the potential to enhance GIS applications
in areas like land planning, cultural heritage preservation, and tourism. The innovative
approach proposed introduces new tools for the computerised analysis of places. This
research forges a connection between practical mapping and the study of places in a
novel manner, intertwining the physical representation of places with their conceptual
understanding. This study is the first to leverage conceptual spaces for illustrating and com-
prehending places, demonstrating the utility of conceptual spaces in understanding and
analysing spatial environments. In a broader context, this work unveils new possibilities
for developing computer models that capture the meaning of places to individuals. This
work uniquely integrates GIS, conceptual modelling, and place theory into a novel compu-
tational framework for the representation and analysis of place-based concepts. The fusion
of concepts from GIS, cognition, and urban theory represents a distinctive contribution
with significant potential to advance future research on place. This approach enables new
capabilities to bridge geospatial analysis with humanistic perspectives on place within a
computational environment.

The depiction of place concepts as convex regions within a joint spatial-semantic space
introduces an original method to both GIScience and spatial cognition fields. For example,
the implementation of place-based buffers expands GIS analytical capabilities to consider
conceptual similarities beyond spatial proximity. As a suggestion for future work, the
proposed framework can be extended to explain he temporal dimension, enabling the
analysis of spatiotemporal events and predictive tasks related to place transformations
over time.

Future research in this field may explore the configuration of conceptual space in
a data-driven manner, automating the identification of quality dimensions rather than
relying on manual selection. Investigating the place-based counterparts of established
spatial concepts, such as place-based correlation, would be an intriguing avenue to pursue.
Additionally, given the growing interest in events within conceptual spaces, the application
of these methods to place-based research and the consideration of places as functional
spaces present intriguing opportunities for further investigation.
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