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Abstract
Over the past decade, there has been a dramatic rise in the interest relating to application of artificial intelligence (AI) in 
radiology. Originally only ‘narrow’ AI tasks were possible; however, with increasing availability of data, teamed with ease of 
access to powerful computer processing capabilities, we are becoming more able to generate complex and nuanced prediction 
models and elaborate solutions for healthcare. Nevertheless, these AI models are not without their failings, and sometimes the 
intended use for these solutions may not lead to predictable impacts for patients, society or those working within the healthcare 
profession. In this article, we provide an overview of the latest opinions regarding AI ethics, bias, limitations, challenges and 
considerations that we should all contemplate in this exciting and expanding field, with a special attention to how this applies 
to the unique aspects of a paediatric population. By embracing AI technology and fostering a multidisciplinary approach, it is 
hoped that we can harness the power AI brings whilst minimising harm and ensuring a beneficial impact in radiology practice.

Keywords Artificial intelligence · Machine learning · Radiology · Child

Introduction

Despite the potential for addressing the significant pressures 
of increased service demand and staff shortages, the adop-
tion and implementation of radiology artificial intelligence 
(AI) solutions into daily clinical practice remains challeng-
ing, with additional issues for paediatric radiology.

The reliability of AI-powered medical imaging depends 
on the accuracy and validity of the algorithms and quality 
assurance reviews to ensure they are safe and effective for 
patients, performing as intended and producing accurate, 
meaningful and where possible, explainable outputs. For the 
paediatric population, this evidence is less readily available 
than for adults. This may be partly due to reduced AI avail-
ability and thus adoption, complicated by additional hurdles 
for medical device regulations for use in children and less 
data available to help train reliable AI models.

A few recent surveys have alluded to some barriers to 
adoption. One conducted amongst paediatric radiology staff 
[1] found that lack of funding and available evidence-based 

outcomes were the greatest barriers. Another survey by the 
American College of Radiology (ACR) found that AI pen-
etration in clinical practice was limited by concerns with 
inconsistent results, productivity and a lack of trust in the 
safety and efficacy of AI applications, with AI algorithms 
creating a ‘black box effect’ [2], meaning that it is unclear 
how specific AI algorithms have come to their conclusions. 
As a result, there are widespread calls for greater transpar-
ency and assurances around the use of AI in healthcare [3, 4].

Without such transparency and evidence, it is possible 
that the use of algorithms can lead to unintended conse-
quences, both good and bad for patient care and radiology 
departments. In this article, we speculate how this may 
manifest based on real-world personal experiences, those 
reported in the literature and provide what the future may 
hold. A summary of our main points is provided in Table 1 
and described in detail below.

AI algorithm use cases

Paediatric radiology has unique characteristics compared to 
adult radiology, including different physiological and devel-
opmental aspects, as well as distinct disease prevalence. 
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These factors require tailored approaches to imaging modali-
ties and diagnostic tools. In paediatric radiology, for exam-
ple there is an increased dependence on ultrasound and mag-
netic resonance imaging modalities due to concerns about 
radiation exposure in children. A number of these modali-
ties present challenges for machine learning model devel-
opment as they are observer-dependent or dynamic studies 
that require expertise to administer as well as interpret and 
are challenging to represent in a single view such as with a 
chest radiograph [5]. In the development of AI algorithms 
for paediatric radiology, the participation of paediatric and 
radiology experts is crucial and not always present. Paedi-
atric radiologists participating in the early development of 

AI tools can ensure that the AI solutions being developed 
accurately address the specific and appropriate needs of 
paediatric patients and are tailored to the unique anatomy, 
physiology and pathology encountered [6, 7].

One consequence of developing AI solutions for paedi-
atric radiology is the potential for wasted resources due to 
the pursuit of irrelevant or uncommon use cases. This has 
been a recurrent issue in broader radiology machine learning 
research, as exemplified by the discordance seen in COVID-
19 diagnostic system publications validated in silico versus 
those that served a usable clinical role. A large systematic 
review analysed over two thousand AI model publications 
and found that none of them were adequate to serve a clinical 

Table 1  Summary of major aspects of unintended consequences for AI in paediatric radiology

Category Explanation(s)

AI algorithm use cases Wasted resources
Early involvement of paediatric radiologists in model development is vital to ensure appro-

priate clinical problems are being solved rather than those where data is available
Inappropriate usage
AI tools that generate decisions (e.g. additional imaging) may lead to increased radiation 

exposure in children if used autonomously
Some tools may be intentionally or inadvertently used to bypass expertise in paediatric 

radiology rather than used as an adjunct for decision-making (possibly as a cost-saving 
measure)

AI algorithm training: data and labels Bias
If AI tools are trained on adult data, they may not be applicable to use in children. Datasets 

should be generalisable to the population the AI will be used in, and include diverse 
patient backgrounds

Correct data labels are also vital
Data & privacy
The use of large datasets may infringe on patient privacy; however, use of open-source, 

publicly available datasets may not represent the ‘true population’ and may be inappropri-
ately labelled by non-experts

Algorithm testing (including external test datasets) Performance in the real world
Validation of the AI accuracy in a diverse dataset and ongoing post-implementation 

surveillance of AI performance is necessary to ensure stated performance matches what 
is expected. Many algorithms perform worse in real-world settings than expected from 
research publications

Workforce and staff: human–AI relationship Over-reliance & complacency
Less experienced radiologists will be more swayed by inaccurate AI results, which may 

affect paediatric radiology more given the greater workforce shortages
Workflow disruption
AI tools may disrupt current status quo and established workflows and care pathways. This 

could lead to staff resistance or feelings of job threat
Radiologist as a “spider in a web”
Confusion and conflicting models of how the radiologist sees their role with respect to AI. 

The expertise conceptualisation in the power/knowledge relationship of radiologists and 
AI can be thought of as parallel expertise, forward expertise, augmented expertise and/or 
collective expertise [70]

Ethics, acceptability, responsibility Accessibility & inequality
AI tools might only be available in well-funded hospitals, or poorly functioning AI tools 

(which are better than nothing) could be useful in developing countries. This raises issues 
of equity, fairness, differences in performance of tools for different populations

Regulation & liability
Lack of clarity regarding how responsibility is shared and who is liable for errors
Lack of transparency
“Black box” concept of how AI tools are coming to their decisions may mean lack of trust 

for the output or explanation provided
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role[8]. To avoid this problem, collaboration between AI 
developers, radiologists and paediatricians is essential to 
identify high-yield, high-impact use cases and prioritise the 
procurement of relevant data and the development of such 
solutions. It also highlights the need for research within this 
domain to follow standardised reporting guidelines to ensure 
sound research methodology and result in reproducibility [9].

A one-size-fits-all approach of combining AI algorithms 
from adult and paediatric radiology may (whilst helping to 
reduce wasted resources) lead to misdiagnoses, inappropri-
ate treatment plans and increased risk for children due to 
differences in anatomy, physiology and disease manifesta-
tions between paediatric and adult populations—although 
there is insufficient evidence to know this for sure at present. 
A recent review of machine learning analysis tools for adult 
radiographs on paediatric scans resulted in a substantial per-
formance reduction with patient age being a significant pre-
dictive factor for errors [10]. To address this issue, the devel-
opment of customised algorithms specifically for paediatric 
populations or the complete testing of adult algorithms for 
paediatric use is necessary to ensure the safe and effective 
application of AI in paediatric radiology.

Transfer learning is a valuable method for adapting exist-
ing AI algorithms to the unique needs of children. Apart from 
transferring neural network weights from general computer 
vision tasks, existing models trained in adult populations can 
be fine-tuned for paediatric use cases. This makes use of the 
hierarchical feature extraction processes of neural networks 
with the underlying concept being that simpler imaging fea-
tures will be common across a range of domains [11–14]. 
These baseline features are important to consider as using 
models that are more closely related to the finetuning domain 
will result in better discriminative performance and can even 
improve prediction interpretability [15, 16].

AI algorithm training—data and labels

AI training refers to the process of training a machine learning 
model to perform a specific task, such as image identification. 
This process involves feeding large amounts of data, i.e. radi-
ology images (which are usually labelled—that is to say the 
pathology or abnormal finding on the image is annotated or 
assigned), into a learning model and then adjusting parameters 
of the model until it can accurately classify or generate new 
data. Several good articles that explain the process of data prep-
aration and model training are available in the medical literature 
for those interested in learning this step in more detail [17–21].

Training data is largely locally sourced in a variety of cen-
tres. Given the need for a large number of cases, data is either 
limited to common anomalies or data from a large hospital. 
This immediately results in bias relating to ethnicity, especially 

when generalising to a global population. One well-known and 
interesting example is the misidentification of facial recogni-
tion AI in people of colour, as described by the US Department 
of Commerce [22]. This sampling bias is a result of training 
sets using a homogenous population of often male Caucasian 
data. To improve this issue of bias, it is necessary to clearly 
provide guidelines about creating responsible solutions [22].

With respect to imaging, a labelled dataset might include 
radiographic images of patients with and without tumours, 
where the correct output label (i.e. type of tumour being 
present) is provided alongside each image. This label may be 
generated by the subjective opinions of humans (rather than 
histopathological diagnosis if unavailable), and ideally by 
experts with an in-depth knowledge of the task at hand. The 
quality of the labels is crucial for the model. Expert opinion 
on a diagnosis can vary based on education, local practice, 
resources and treatment options at different institutions. Ide-
ally, to appropriately label a dataset by expert opinion, it is 
advisable to have multiple people from different institutions 
give their input, or to use more objective outcome data as 
labels (e.g. mortality, repeated attendances, tumour cell type 
etc.). Where expert opinion is required, consensus within 
some of these parameters should be obtained. In a recent 
article by Wu et al. [23], image labels were first generated 
by one group of experts, then validated by eight others. This 
rigour allows for certain biases to be limited although the 
practicalities of doing this are challenging.

Open-source datasets (free, readily available data for 
public use without the need for ethical approvals) can be 
problematic as disease processes can be labelled differ-
ently in different datasets—for example “infiltrate” ver-
sus “consolidation” or “pneumonia” on chest radiographs, 
which have been used in publications [24]. This type of 
bias where a similar image is labelled inconsistently can 
result in lower accuracy of an algorithm trained on that 
particular dataset as it will find it difficult to determine 
differences between the labels for the same disease pro-
cess and thus the output values may be varied for identi-
cal cases. There is therefore a critical need to facilitate 
multicentre paediatric consortia with infrastructure for 
secure data sharing and algorithm training and accurate 
labelling, including federated learning and cloud comput-
ing technologies [25, 26].

Finally, some researchers have considered identifying 
whether a pathology (e.g. fracture) is present on a radiograph 
by comparing it with a modality like CT or MRI acquired 
within a short follow-up timeframe as the ground truth. This 
creates the issue where an algorithm is being trained to visu-
alise a pathology that may not be present on the radiograph 
and could decrease the actual utility in a real-life scenario. 
For example, if such an algorithm is implemented in real life 
and flags up a fracture that no one can identify on a radio-
graph, should the patient be sent for a CT or MRI even if 
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there is no or low clinical indication on the off chance the AI 
algorithm can see something we cannot?

Building and training an AI model might be executed 
in several different ways, and the choice of the architecture 
of the AI model itself, as well as the choice of parameters, 
might differ depending on which combination of factors pro-
vides the highest accuracy rates. In general, models should 
be trained on datasets which are appropriately labelled and 
generalisable to a large population.

Algorithm testing (including external test 
datasets)

Testing (test set, test data) is the process of ensuring that an 
AI algorithm performs as intended, achieves accurate results 
in real life and can be trusted to make important clinical deci-
sions. Without proper testing, AI algorithms may be used that 
are unknowingly producing inaccurate or biased results that 
can lead to misdiagnosis, delayed treatment, or even harm to 
patients. A systemic review by Yu et al. [27] of AI algorithms 
for image-based radiological diagnoses found that the vast 
majority of AI algorithms demonstrated diminished perfor-
mance when tested on external datasets (i.e. a dataset not 
originating from the host institution(s)), with some reporting 
a substantial performance decrease. The generalisability of 
AI algorithms can only be proven by external test sets of vari-
ous institutions and radiological equipment [27].

Whilst internal and external testing is required for regulatory 
compliance, there are currently no standard industry pathways 
to continuously monitor and test AI medical imaging solutions 
once deployed, and this is one major aspect that has been over-
looked [9, 28]. The landscape is however quickly changing, 
especially in the UK, as seen by the recent guidelines updated 
in August 2022 by NICE [29]. The NICE evidence standards 
framework (ESF) for digital health technologies describes 
standards for the evidence that should be available or developed 
for digital health technologies to demonstrate their value in the 
UK health and social care system [29].

Peer review is another way to control and improve diag-
nostic quality where the AI analyses for some selected cases 
are scrutinised by human experts during the clinical work-
flow [30]. This approach can ensure that the algorithm is 
accurate and reliable before it is used in clinical settings, as 
well as detect any errors or biases that may arise in a real-
world setting to allow for prompt corrective action.

During clinical use, the AI algorithm should be continu-
ously monitored for accuracy, sensitivity, specificity and 
other relevant metrics. Any errors or biases that are identi-
fied should be promptly addressed, and the algorithm should 
be retrained if necessary to minimise this [31]. Real-time 
testing can also help identify new clinical scenarios where 

the AI algorithm may be useful or where it may need further 
development and what further training data may be required 
[32]. Despite being technically possible, continuously learn-
ing AI models should be avoided as negative feedback loops 
can result in impaired model performance.

Workforce and staff: human–AI relationship

Recently, AI has attracted unprecedented coverage in the 
media with particular scrutiny on the speed of its develop-
ment and the potential risks it may have on society [33]. In 
March 2023, over 2000 prominent public figures and global 
influencers collaboratively requested there be a moratorium 
on AI technological development due to, what they quoted 
as, “laboratories being locked in an out-of-control race to 
develop and deploy ever more powerful digital minds that 
no one—not even their creators—can understand, predict, 
or reliably control” [33]. With such dramatic statements 
about AI technology in the public eye, it is imperative that 
AI development within healthcare is separated from this 
current global conflict, and the parameters for its integra-
tion into healthcare are clearly defined for each use case 
to negate public and staff scepticism. Where AI is useful 
and beneficial to healthcare (e.g. for areas of limited clinical 
knowledge and where specific paediatric radiology expertise 
is scarce [34]), it is important to nurture AI acceptability 
amongst patients and parents.

Nevertheless, we need to be aware of the AI-human 
interaction and in particular how inaccurate AI may cause 
potential harm [35]. Recently, Gaube et al. [36] assessed 
the behaviour of radiologists with respect to outputs from 
clinical decision aids. The authors found that radiologists 
across different levels of expertise often failed to dismiss 
inaccurate advice provided to them, regardless of whether 
this was provided by a human or AI. There was a general 
tendency amongst study participants to agree with the advice 
provided to them, particularly where they lacked their own 
experience. This observation has important implications. 
Less experienced radiologists are at greater risk to be influ-
enced by inaccurate AI decision support tools by focusing 
on a specific diagnosis. Rather than establishing a pathway 
of cross-checking differential diagnoses, AI tools might 
stimulate confirmatory hypothesis testing, where radiolo-
gists orient their attention towards aspects of the images that 
align with the AI-suggested advice than looking at a broader 
picture. This is one unintended influence of AI on profes-
sional heuristics and an important potential pitfall within 
paediatric radiology, where experience may be limited or 
insufficient meaning a greater proportion of inexperienced 
users who fail to identify an inaccurate AI system.

The threat of AI algorithms replacing expert opinion in 
underserviced areas remains important. Even when AI has 
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been implemented as a diagnostic aid as opposed to a for-
mal diagnosis, clinicians and less experienced radiologists 
have a tendency to rely more heavily on AI interpretation, at 
times, contrary to expert opinion. This scenario can create 
distrust and reticence amongst paediatric radiologists regard-
ing the implementation of AI systems—on the one hand 
for their inaccuracies and on the other hand as a potential 
job threat. This scenario can also mistakenly comfort non-
experts in their capacity to interpret specialised imaging. For 
the moment, regular communication with clinical partners 
is important to explain and demonstrate the limitations of 
current AI solutions.

With regard to workforce impact, it is critical to define the 
target end users for various AI tools. Built-in AI improve-
ments are designed to improve quality and efficiency in the 
radiology department, but may have untoward effects espe-
cially in untested paediatric populations. Radiologists and 
technologists may not be directly involved in these processes 
and will need to become familiar with potential pitfalls and 
errors. Other AI algorithms, such as preliminary reports and 
results communication, may be tailored towards the clini-
cian or patient experience, and if the AI results differ from 
the radiologists’ opinions, this could lead to dissatisfaction 
and distrust.

Metrics generated by AI software may also be used by 
referring physicians to make diagnoses or decide upon 
patient management. For instance, measurements of scolio-
sis angles can be automatically generated by AI with high 
reproducibility, reducing reporting time for radiologists 
and improving inter-observer agreement. However, many 
orthopaedic surgeons still prefer to make their own meas-
urements, which directly relate to the decision to perform 
surgery. Therefore, referring physicians and families should 
also be involved in the evaluation and adoption of AI tools 
to provide broad perspectives on the benefits and risks of 
widespread adoption[37–40]. Radiologists, technologists 
and other staff will also need to be involved in decision-
making processes to avoid feeling threatened by the percep-
tion of AI “replacing” them [41–43].

Ethics, acceptability, responsibility

AI in paediatric radiology brings up several ethical, legal 
and moral considerations, some already discussed above. 
In general, ethical considerations in AI include fairness and 
inclusivity, trust and transparency, privacy and security, reli-
ability and safety, accountability and oversight and social 
and environmental well-being [44–50]. Several interna-
tional radiology organisations have emphasised the need for 
human-centric algorithms that provide equal benefit for all, 
which is particularly important in the setting of vulnerable 
paediatric subjects [51–54].

Major classes of use cases for AI include improvements 
in workflow, image quality and image detection/interpreta-
tion. Many of these algorithms are already incorporated into 
commercial vendor equipment for adult applications. For 
example, smart scanners can assist with patient scheduling, 
appropriateness of imaging, automatic protocol selection, 
suggestion of appropriate position and scan ranges. Post-
scanning, AI can also be used to reconstruct and denoise to 
improve image quality and detail. However, these algorithms 
may not perform as expected for children with small and 
immature anatomy, greater motion and anxiety and paediat-
ric-specific dose reduction and image optimization. Paedi-
atric patients can have complex and subtle findings, such as 
multisystem or congenital anomalies, that are not accounted 
for by traditional AI algorithms. Image filters can exces-
sively alter data, creating artifacts that could be interpreted 
as abnormalities[55].

Explainability is an important issue in AI, given the 
“black-box” nature of deep learning networks. When AI pro-
duces an unexpected result and the underlying computational 
steps are not transparent, it becomes challenging for radiolo-
gists to identify and rationalise errors. As with other compu-
tational tools, radiologists should be able to provide oversight 
of AI solutions. However, they may feel awkward overriding 
a program that has reportedly seen many more images than 
they have. Therefore, basic training in the use of AI should be 
provided to radiology trainees and faculty [56–59].

The lack of standardised benchmarks in paediatric care 
also makes it difficult to compare various models with each 
other and with normal clinical practice. A model that per-
forms at 70% accuracy for example would not be accepted 
in a dedicated children’s hospital where higher standards are 
expected, yet could still be better than the status quo in an 
underserved area without access to any paediatric radiolo-
gists. This brings up issues of fairness and socioeconomic 
determinants of health, particularly if governmental agen-
cies are responsible for regulating such technology. Some 
AI tools utilise novel quantitative metrics that cannot be rep-
licated or validated in conventional clinical practice. This 
leads to questions of trustworthiness, and whether some 
practitioners can ethically choose not to use AI [60, 61].

Currently, a number of AI publications report perfor-
mance similar to or better than humans, but only for narrow 
and simple tasks such as bone age estimation. Meanwhile, 
countless examples of failed AI go unreported. Publica-
tion bias towards encouraging results could lead to adverse 
effects, especially in vulnerable children. Nevertheless, as AI 
improves, it will be impossible to completely avoid the tech-
nology shift. Therefore, radiologists will need to find ways 
to leverage AI methods to help improve their overall clini-
cal performance. Currently, the potential gain is greatest for 
accelerating mundane and repetitive tasks that can expend 
significant time and cognitive effort. For example, AI tools 
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can help address first-line triage and protocol questions; pro-
vide preliminary “trainee-in-a-box” reports; and facilitate 
lesion detection, segmentation and comparison [62, 63].

Payment for AI services is also an important considera-
tion. Current business models for AI include cloud-based, 
with remote hosting on vendor servers; and license-based, 
with on-premise installation on local servers. Pricing can be 
defined using quantity (number of imaging examinations), 
usage (total data used) or flat-rate (unlimited processing per 
billing cycle) models. Despite commercial market approval 
of multiple AI products, there are very few examples of 
insurance reimbursement for AI. In order to establish added 
value for government and insurance agencies, larger clini-
cal trials and real-life observational studies are required to 
demonstrate how the additional information is actually used 
by clinicians, and how it impacts patient outcomes [64–69].

The question of responsibility for AI is a controversial 
one. It would be preferable for AI companies to guarantee 
model quality and generalizability. However, model perfor-
mance is difficult to achieve and maintain over time without 
ongoing access to patient data, including a heterogeneous 
group of patient populations and imaging techniques. Fur-
thermore, model designers in industry partners may not 
appreciate the wide range of clinical implications for the 
tools they develop. Radiologists, as model operators and key 
users of these technologies, should serve as the final arbiter 
of AI results[70]. Therefore, many groups have suggested 
that AI outputs should not be part of the official patient 
record in the PACS system or radiology report [71, 72].

In the future, it is possible that AI will begin to exceed 
human performance and reasoning for more complex tasks, 
such as the synthesis of multiple imaging findings to reach 
a specific diagnosis. There may come a point at which AI 
consistently outperforms humans and becomes the reference 
standard, such that the failure to utilise AI is considered 
negligent. As AI becomes more integrated into daily radiol-
ogy practice, unintended bias, mistakes and malfunctions 
in AI tools will become more difficult to combat. This is a 
complex and evolving issue, which requires radiologists to 
continually engage with regulatory and legal agencies to pre-
vent adverse effects and maximise positive impact[73–76]. 
Rather than perceiving AI as a threat, we should consider 
this an opportunity for humans and machines to collabo-
rate and develop a hybrid superintelligence that optimises 
resource utilisation and patient impact [77–80].

Closing remarks

In conclusion, the development and implementation of 
AI algorithms in paediatric radiology should consider the 
unique aspects of paediatric patients, the importance of 

involving paediatric and radiology experts, population differ-
ences and disease prevalence and the risks of a one-size-fits-
all approach to provide accurate, relevant, and safe diagnoses 
for children. There is a need to develop large, open paedi-
atric imaging banks to provide more varied performance 
metrics to assess model generalisation and to augment trans-
fer learning processes with the overall goal of developing 
systems that work across the paediatric populations. Proper 
testing methodology can help identify and address bias in 
the data or algorithm, and regular re-evaluation can help 
ensure that the algorithm remains accurate over time. With 
this in mind, it is hoped that unintended harm that may occur 
for paediatric patients can be minimised and the use of novel 
digital technology is implemented in a beneficial way for all.

Author contribution S. C. S. conceived, supervised and supported the 
study. All authors performed literature review and drafted the initial 
manuscript for their allocated subsection. All authors reviewed and 
approved the final manuscript.

Declarations 

Ethics approval Ethical approval was not applicable to this review 
article.

Conflicts of interest P. C. has received speaker fees from Chiesi and 
Vertex Pharmaceutical. P. C. is funded by the Dutch Research Council 
(NWO-Veni) and Horizon EIC Pathfinder.
J. N. is an Industry Employee of Envisionit Deep (UK), a company that 
uses AI as a clinical decision support tool in medical imaging diagno-
sis. J. N. did not receive financial or research support from the company 
for the article and the views expressed are those of the author and not 
of Envisionit Deep AI, Paeds Diagnostic Imaging or J Naidoo Inc.
S. C. S. is funded by an NIHR Advanced Fellowship Award (NIHR-
301322). This article presents independent research funded by the Na-
tional Institute for Health and Care Research (NIHR) and supported by 
the Great Ormond Street Hospital Biomedical Research Centre. The 
views expressed are those of the author(s) and not necessarily those of 
the NHS, the NIHR or the Department of Health.

References

 1. Shelmerdine SC, Rosendahl K, Arthurs OJ (2022) Artificial intel-
ligence in paediatric radiology: international survey of health care 
professionals’ opinions. Pediatr Radiol. https:// doi. org/ 10. 1007/ 
s00247- 021- 05195-5

 2. Allen B, Agarwal S, Coombs L et al (2021) 2020 ACR Data Sci-
ence Institute artificial intelligence survey. J Am Coll Radiol. 
https:// doi. org/ 10. 1016/j. jacr. 2021. 04. 002

 3. Tucci V, Saary J, Doyle TE (2021) Factors influencing trust in medi-
cal artificial intelligence for healthcare professionals: a narrative 
review. J Med Artif Intell. https:// doi. org/ 10. 21037/ jmai- 21- 25

 4. Allen B Jr, Seltzer SE, Langlotz CP et al (2019) A road map for transla-
tional research on artificial intelligence in medical imaging: from the 
2018 National Institutes of Health/RSNA/ACR/The Academy Work-
shop. J Am Coll Radiol. https:// doi. org/ 10. 1016/j. jacr. 2019. 04. 014

 5. Liu S, Wang Y, Yang X et al (2019) Deep learning in medical 
ultrasound analysis: a review. Engineering. https:// doi. org/ 10. 
1016/j. eng. 2018. 11. 020

AQ6

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454
455
456
457

458

459
460

461
462
463
464
465
466
467
468
469
470
471
472
473
474

475

476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492

https://doi.org/10.1007/s00247-021-05195-5
https://doi.org/10.1007/s00247-021-05195-5
https://doi.org/10.1016/j.jacr.2021.04.002
https://doi.org/10.21037/jmai-21-25
https://doi.org/10.1016/j.jacr.2019.04.014
https://doi.org/10.1016/j.eng.2018.11.020
https://doi.org/10.1016/j.eng.2018.11.020


UNCORRECTED PROOF

Journal : Large 247 Article No : 5746 Pages : 9 MS Code : 5746 Dispatch : 19-8-2023

Pediatric Radiology 

1 3

 6. Davendralingam N, Sebire NJ, Arthurs OJ, Shelmerdine SC 
(2021) Artificial intelligence in paediatric radiology: future oppor-
tunities. Br J Radiol. https:// doi. org/ 10. 1259/ bjr. 20200 975

 7. Esteva A, Robicquet A, Ramsundar B, Kuleshov V et al (2019) A 
guide to deep learning in healthcare. Nat Med. https:// doi. org/ 10. 
1038/ s41591- 018- 0316-z

 8. Roberts M, Driggs D, Thorpe M et al (2021) Common pitfalls 
and recommendations for using machine learning to detect and 
prognosticate for COVID-19 using chest radiographs and CT 
scans. Nature Machine Intelligence. https:// doi. org/ 10. 1038/ 
s42256- 021- 00307-0

 9. Mongan J, Moy L, Kahn CE Jr (2020) Checklist for Artificial 
Intelligence in Medical Imaging (CLAIM): a guide for authors 
and reviewers. Radiology Artificial intelligence. https:// doi. org/ 
10. 1148/ ryai. 20202 00029

 10. Shin HJ, Son NH, Kim MJ, Kim EK (2022) Diagnostic perfor-
mance of artificial intelligence approved for adults for the inter-
pretation of pediatric chest radiographs. Sci Rep. https:// doi. org/ 
10. 1038/ s41598- 022- 14519-w

 11. Chouhan V, Singh SK, Khamparia A et al (2020) A novel transfer 
learning based approach for pneumonia detection in chest X-ray 
images. Appl Sci. https:// doi. org/ 10. 3390/ app10 020559

 12. Salehi M, Mohammadi R, Ghaffari H et al (2021) Automated 
detection of pneumonia cases using deep transfer learning with 
paediatric chest X-ray images. Br J Radiol. https:// doi. org/ 10. 
1259/ bjr. 20201 263

 13. Zoph B, Vasudevan V, Shlens J, Le QV (2018) Learning trans-
ferable architectures for scalable image recognition. arXiv 
https:// doi. org/ 10. 1109/ CVPR. 2018. 00907

 14. Bras G, Fernandes V, Paiva ACd et al (2020) Transfer learning 
method evaluation for automatic pediatric chest X-ray image 
segmentation. 2020 International Conference on Systems, Sig-
nals and Image Processing (IWSSIP). https:// doi. org/ 10. 1109/ 
IWSSI P48289. 2020. 91454 01

 15. Mei X, Lee HC, Diao KY et al (2020) Artificial intelligence-
enabled rapid diagnosis of patients with COVID-19. Nat Med. 
https:// doi. org/ 10. 1038/ s41591- 020- 0931-3

 16. Mei X, Liu Z, Robson PM et al (2022) RadImageNet: an open 
radiologic deep learning research dataset for effective trans-
fer learning. Radiol Artif Intell. https:// doi. org/ 10. 1148/ ryai. 
210315

 17. Willemink MJ, Koszek WA, Hardell C et al (2020) Preparing 
medical imaging data for machine learning. Radiology. https:// 
doi. org/ 10. 1148/ radiol. 20201 92224

 18. Alzubaidi L, Zhang J, Humaidi AJ et al (2021) Review of deep 
learning: concepts, CNN architectures, challenges, applica-
tions, future directions. J Big Data. https:// doi. org/ 10. 1186/ 
s40537- 021- 00444-8

 19. Erickson BJ, Korfiatis P, Akkus Z et al (2017) Toolkits and librar-
ies for deep learning. J Digit Imaging. https:// doi. org/ 10. 1007/ 
s10278- 017- 9965-6

 20. Erickson BJ, Korfiatis P, Kline TL et al (2018) Deep learning in 
radiology: does one size fit all? J Am Coll Radiol. https:// doi. org/ 
10. 1016/j. jacr. 2017. 12. 027

 21. Otjen JP, Moore MM, Romberg EK et al (2022) The current and 
future roles of artificial intelligence in pediatric radiology. Pediatr 
Radiol. https:// doi. org/ 10. 1007/ s00247- 021- 05086-9

 22. Marr B (2022) The problem with biased AIs (and how to make 
AI better). https:// www. forbes. com/ sites/ berna rdmarr/ 2022/ 09/ 
30/ the- probl em- with- biased- ais- and- how- to- make- ai- bette r/? sh= 
24a2e e1547 70 Accessed 16 June 2023

 23. Wu Q, Ma H, Sun J et al (2022) Application of deep-learning-
based artificial intelligence in acetabular index measurement. 
Front Pediatr. https:// doi. org/ 10. 3389/ fped. 2022. 10495 75

 24 Padash S, Mohebbian MR, Adams SJ et al (2022) Pediatric chest 
radiograph interpretation: how far has artificial intelligence come? 

A systematic literature review. Pediatr Radiol. https:// doi. org/ 10. 
1007/ s00247- 022- 05368-w

 25. Monah SR, Wagner MW, Biswas A et al (2022) Data governance 
functions to support responsible data stewardship in pediatric radi-
ology research studies using artificial intelligence. Pediatr Radiol. 
https:// doi. org/ 10. 1007/ s00247- 022- 05427-2

 26. Ott MA (2022) Bias in, bias out: ethical considerations for the 
application of machine learning in pediatrics. J Pediatr. https:// 
doi. org/ 10. 1016/j. jpeds. 2022. 01. 035

 27. Yu AC, Mohajer B, Eng J (2022) External validation of deep 
learning algorithms for radiologic diagnosis: a systematic review. 
Radiol Artif Intell. https:// doi. org/ 10. 1148/ ryai. 210064

 28. Feng J, Phillips RV, Malenica I et al (2022) Clinical artificial 
intelligence quality improvement: towards continual monitoring 
and updating of AI algorithms in healthcare. NPJ digital medicine. 
https:// doi. org/ 10. 1038/ s41746- 022- 00611-y

 29. Excellence NIfHaC (2022) Evidence standards framework for 
digital health technologies, https:// www. nice. org. uk/ corpo rate/ 
ecd7. Accessed 16 June 2023

 30. Chetlen AL, Petscavage-Thomas J, Cherian RA et al (2020) Col-
laborative learning in radiology: from peer review to peer learning 
and peer coaching. Acad Radiol. https:// doi. org/ 10. 1016/j. acra. 
2019. 09. 021

 31. Lundstrom C, Lindvall M (2023) Mapping the landscape of care 
providers’ quality assurance approaches for AI in diagnostic imag-
ing. J Digit Imaging. https:// doi. org/ 10. 1007/ s10278- 022- 00731-7

 32. Daye D, Wiggins WF, Lungren MP et al (2022) Implementation of 
clinical artificial intelligence in radiology: who decides and how? 
Radiology. https:// doi. org/ 10. 1148/ radiol. 212151

 33. (2023) Pause giant AI experiments: an open letter. https:// futur 
eofli fe. org/ open- letter/ pause- giant- ai- exper iments/. Accessed 16 
June 2023

 34. Royal College of Radiologists R (2023) RCR Clinical Radiology 
Workforce Census 2022. https:// www. rcr. ac. uk/ clini cal- radio logy/ 
rcr- clini cal- radio logy- workf orce- census- 2022 Accessed 16 June 
2023

 35 Wagner MW, Ertl-Wagner BB (2023) Accuracy of information 
and references using ChatGPT-3 for retrieval of clinical radiologi-
cal information. Can Assoc Radiol J = J l’Assoc Canadienne des 
Radiologistes. https:// doi. org/ 10. 1177/ 08465 37123 11711 25

 36. Gaube S, Suresh H, Raue M et al (2021) Do as AI say: suscepti-
bility in deployment of clinical decision-aids. NPJ Digital Med. 
https:// doi. org/ 10. 1038/ s41746- 021- 00385-9

 37 Da Silva M, Flood CM, Goldenberg A, Singh D (2022) Regulat-
ing the safety of health-related artificial intelligence. Healthcare 
policy = Politiques de sante. https:// doi. org/ 10. 12927/ hcpol. 2022. 
26824

 38. Cath C (2018) Governing artificial intelligence: ethical, legal and 
technical opportunities and challenges. Philos Transact A Math 
Phys Eng Sci. https:// doi. org/ 10. 1098/ rsta. 2018. 0080

 39. Harvey HB, Gowda V (2021) Regulatory issues and challenges 
to artificial intelligence adoption. Radiol Clin North Am. https:// 
doi. org/ 10. 1016/j. rcl. 2021. 07. 007

 40. Balthazar P, Harri P, Prater A, Safdar NM (2018) Protecting your 
patients’ interests in the era of big data, artificial intelligence, and 
predictive analytics. J Am Coll Radiol. https:// doi. org/ 10. 1016/j. 
jacr. 2017. 11. 035

 41. Banja JD, Hollstein RD, Bruno MA (2022) When artificial intelli-
gence models surpass physician performance: medical malpractice 
liability in an era of advanced artificial intelligence. J Am Coll 
Radiol. https:// doi. org/ 10. 1016/j. jacr. 2021. 11. 014

 42. Ghuwalewala S, Kulkarni V, Pant R, Kharat A (2022) Levels of 
autonomous radiology. Interact J Med Res. https:// doi. org/ 10. 
2196/ 38655

 43. Pesapane F, Volonte C, Codari M, Sardanelli F (2018) Artifi-
cial intelligence as a medical device in radiology: ethical and 

493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558

559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624

https://doi.org/10.1259/bjr.20200975
https://doi.org/10.1038/s41591-018-0316-z
https://doi.org/10.1038/s41591-018-0316-z
https://doi.org/10.1038/s42256-021-00307-0
https://doi.org/10.1038/s42256-021-00307-0
https://doi.org/10.1148/ryai.2020200029
https://doi.org/10.1148/ryai.2020200029
https://doi.org/10.1038/s41598-022-14519-w
https://doi.org/10.1038/s41598-022-14519-w
https://doi.org/10.3390/app10020559
https://doi.org/10.1259/bjr.20201263
https://doi.org/10.1259/bjr.20201263
https://doi.org/10.1109/CVPR.2018.00907
https://doi.org/10.1109/IWSSIP48289.2020.9145401
https://doi.org/10.1109/IWSSIP48289.2020.9145401
https://doi.org/10.1038/s41591-020-0931-3
https://doi.org/10.1148/ryai.210315
https://doi.org/10.1148/ryai.210315
https://doi.org/10.1148/radiol.2020192224
https://doi.org/10.1148/radiol.2020192224
https://doi.org/10.1186/s40537-021-00444-8
https://doi.org/10.1186/s40537-021-00444-8
https://doi.org/10.1007/s10278-017-9965-6
https://doi.org/10.1007/s10278-017-9965-6
https://doi.org/10.1016/j.jacr.2017.12.027
https://doi.org/10.1016/j.jacr.2017.12.027
https://doi.org/10.1007/s00247-021-05086-9
https://www.forbes.com/sites/bernardmarr/2022/09/30/the-problem-with-biased-ais-and-how-to-make-ai-better/?sh=24a2ee154770
https://www.forbes.com/sites/bernardmarr/2022/09/30/the-problem-with-biased-ais-and-how-to-make-ai-better/?sh=24a2ee154770
https://www.forbes.com/sites/bernardmarr/2022/09/30/the-problem-with-biased-ais-and-how-to-make-ai-better/?sh=24a2ee154770
https://doi.org/10.3389/fped.2022.1049575
https://doi.org/10.1007/s00247-022-05368-w
https://doi.org/10.1007/s00247-022-05368-w
https://doi.org/10.1007/s00247-022-05427-2
https://doi.org/10.1016/j.jpeds.2022.01.035
https://doi.org/10.1016/j.jpeds.2022.01.035
https://doi.org/10.1148/ryai.210064
https://doi.org/10.1038/s41746-022-00611-y
https://www.nice.org.uk/corporate/ecd7
https://www.nice.org.uk/corporate/ecd7
https://doi.org/10.1016/j.acra.2019.09.021
https://doi.org/10.1016/j.acra.2019.09.021
https://doi.org/10.1007/s10278-022-00731-7
https://doi.org/10.1148/radiol.212151
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://www.rcr.ac.uk/clinical-radiology/rcr-clinical-radiology-workforce-census-2022
https://www.rcr.ac.uk/clinical-radiology/rcr-clinical-radiology-workforce-census-2022
https://doi.org/10.1177/08465371231171125
https://doi.org/10.1038/s41746-021-00385-9
https://doi.org/10.12927/hcpol.2022.26824
https://doi.org/10.12927/hcpol.2022.26824
https://doi.org/10.1098/rsta.2018.0080
https://doi.org/10.1016/j.rcl.2021.07.007
https://doi.org/10.1016/j.rcl.2021.07.007
https://doi.org/10.1016/j.jacr.2017.11.035
https://doi.org/10.1016/j.jacr.2017.11.035
https://doi.org/10.1016/j.jacr.2021.11.014
https://doi.org/10.2196/38655
https://doi.org/10.2196/38655


UNCORRECTED PROOF

Journal : Large 247 Article No : 5746 Pages : 9 MS Code : 5746 Dispatch : 19-8-2023

 Pediatric Radiology

1 3

regulatory issues in Europe and the United States. Insights Imag-
ing. https:// doi. org/ 10. 1007/ s13244- 018- 0645-y

 44 Kim B, Koopmanschap I, Mehrizi MHR et al (2021) How does 
the radiology community discuss the benefits and limitations of 
artificial intelligence for their work? A systematic discourse analy-
sis. Eur J Radiol. https:// doi. org/ 10. 1016/j. ejrad. 2021. 109566

 45. Larson DB, Magnus DC, Lungren MP, Shah NH, Langlotz CP 
(2020) Ethics of using and sharing clinical imaging data for arti-
ficial intelligence: a proposed framework. Radiology. https:// doi. 
org/ 10. 1148/ radiol. 20201 92536

 46. Goisauf M, Cano Abadia M (2022) Ethics of AI in radiology: a 
review of ethical and societal implications. Front Big Data. https:// 
doi. org/ 10. 3389/ fdata. 2022. 850383

 47. Brady AP, Neri E (2020) Artificial intelligence in radiology-eth-
ical considerations. Diagnostics (Basel, Switzerland). https:// doi. 
org/ 10. 3390/ diagn ostic s1004 0231

 48. Mazurowski MA (2020) Artificial intelligence in radiology: some 
ethical considerations for radiologists and algorithm developers. 
Acad Radiol. https:// doi. org/ 10. 1016/j. acra. 2019. 04. 024

 49 AkinciD’Antonoli T (2020) Ethical considerations for artificial intel-
ligence: an overview of the current radiology landscape. Diagn Interv 
Radiol (Ankara, Turkey). https:// doi. org/ 10. 5152/ dir. 2020. 19279

 50. Mudgal KS, Das N (2020) The ethical adoption of artificial intelligence 
in radiology. BJR Open. https:// doi. org/ 10. 1259/ bjro. 20190 020

 51. Geis JR, Brady A, Wu CC et al (2019) Ethics of artificial intel-
ligence in radiology: summary of the joint European and North 
American multisociety statement. Insights Into Imaging. https:// 
doi. org/ 10. 1186/ s13244- 019- 0785-8

 52. Commission E (2019) Ethics guidelines for trustworthy AI. 
https:// digit al- strat egy. ec. europa. eu/ en/ libra ry/ ethics- guide 
lines- trust worthy- ai Accessed 16 June 2023

 53. Kenny LM, Nevin M, Fitzpatrick K (2021) Ethics and standards 
in the use of artificial intelligence in medicine on behalf of the 
Royal Australian and New Zealand College of Radiologists. J Med 
Imaging Radiat Oncol. https:// doi. org/ 10. 1111/ 1754- 9485. 13289

 54. Jaremko JL, Azar M, Bromwich R et al (2019) Canadian Asso-
ciation of Radiologists white paper on ethical and legal issues 
related to artificial intelligence in radiology. Can Assoc Radiol J = 
J l’Assoc Canadienne des radiologistes. https:// doi. org/ 10. 1016/j. 
carj. 2019. 03. 001

 55. Kelly BS, Judge C, Bollard SM et al (2022) Radiology artifi-
cial intelligence: a systematic review and evaluation of methods 
(RAISE). Eur Radiol. https:// doi. org/ 10. 1007/ s00330- 022- 08784-6

 56 Chaddad A, Peng J, Xu J, Bouridane A (2023) Survey of explain-
able AI techniques in healthcare. Sensors (Basel, Switzerland). 
https:// doi. org/ 10. 3390/ s2302 0634

 57. Groen AM, Kraan R, Amirkhan SF et al (2022) A systematic 
review on the use of explainability in deep learning systems for 
computer aided diagnosis in radiology: limited use of explainable 
AI? Eur J Radiol. https:// doi. org/ 10. 1016/j. ejrad. 2022. 110592

 58. Ursin F, Timmermann C, Steger F (2022) Explicability of artificial 
intelligence in radiology: is a fifth bioethical principle conceptu-
ally necessary? Bioethics. https:// doi. org/ 10. 1111/ bioe. 12918

 59. Neri E, Aghakhanyan G, Zerunian M et al (2023) Explainable AI 
in radiology: a white paper of the Italian Society of Medical and 
Interventional Radiology. Radiol Med. https:// doi. org/ 10. 1007/ 
s11547- 023- 01634-5

 60. Zhang J, Zhang ZM (2023) Ethics and governance of trustwor-
thy medical artificial intelligence. BMC Med Inform Decis Mak. 
https:// doi. org/ 10. 1186/ s12911- 023- 02103-9

 61. Ho CWL, Soon D, Caals K, Kapur J (2019) Governance of auto-
mated image analysis and artificial intelligence analytics in health-
care. Clin Radiol. https:// doi. org/ 10. 1016/j. crad. 2019. 02. 005

 62. Miller DD, Brown EW (2019) How cognitive machines can aug-
ment medical imaging. AJR Am J Roentgenol. https:// doi. org/ 10. 
2214/ AJR. 18. 19914

 63. Mazurowski MA (2021) Do we expect more from radiology AI 
than from radiologists? Radiol Artif Intell. https:// doi. org/ 10. 
1148/ ryai. 20212 00221

 64. Coiera E (2019) The price of artificial intelligence. Yearb Med 
Inform. https:// doi. org/ 10. 1055/s- 0039- 16778 92

 65. Abramoff MD, Roehrenbeck C, Trujillo S et al (2022) A reim-
bursement framework for artificial intelligence in healthcare. NPJ 
Digit Medi. https:// doi. org/ 10. 1038/ s41746- 022- 00621-w

 66. Schoppe K (2018) Artificial intelligence: who pays and how? J 
Am Coll Radiol. https:// doi. org/ 10. 1016/j. jacr. 2018. 05. 036

 67. Chen MM, Golding LP, Nicola GN (2021) Who will pay for AI? 
Radiol Artif Intell. https:// doi. org/ 10. 1148/ ryai. 20212 10030

 68. Golding LP, Nicola GN (2019) A business case for artificial intel-
ligence tools: the currency of improved quality and reduced cost. 
J Am Coll Radiol. https:// doi. org/ 10. 1016/j. jacr. 2019. 05. 004

 69. Sidebottom R, Lyburn I, Brady M, Vinnicombe S (2021) Fair 
shares: building and benefiting from healthcare AI with mutually 
beneficial structures and development partnerships. Br J Cancer. 
https:// doi. org/ 10. 1038/ s41416- 021- 01454-2

 70. Galsgaard A, Doorschodt T, Holten A-L et al (2022) Artificial intel-
ligence and multidisciplinary team meetings; a communication 
challenge for radiologists’ sense of agency and position as spider 
in a web? Eur J Radiol. https:// doi. org/ 10. 1016/j. ejrad. 2022. 110231

 71. Neri E, Coppola F, Miele V et al (2020) Artificial intelligence: 
who is responsible for the diagnosis? Radiol Med. https:// doi. org/ 
10. 1007/ s11547- 020- 01135-9

 72. Naik N, Hameed BMZ, Shetty DK et al (2022) Legal and ethical con-
sideration in artificial intelligence in healthcare: who takes responsi-
bility? Front Surg. https:// doi. org/ 10. 3389/ fsurg. 2022. 862322

 73. Price WN 2nd, Gerke S, Cohen IG (2021) How much can potential jurors 
tell us about liability for medical artificial intelligence? J Nucl Med : Off 
Publ, Soc Nucl Med. https:// doi. org/ 10. 2967/ jnumed. 120. 257196

 74. Da Silva M, Horsley T, Singh D et al (2022) Legal concerns in 
health-related artificial intelligence: a scoping review protocol. 
Syst Rev. https:// doi. org/ 10. 1186/ s13643- 022- 01939-y

 75. van Assen M, Lee SJ, De Cecco CN (2020) Artificial intelligence 
from A to Z: from neural network to legal framework. Eur J 
Radiol. https:// doi. org/ 10. 1016/j. ejrad. 2020. 109083

 76 Giansanti D (2022) The regulation of artificial intelligence in 
digital radiology in the scientific literature: a narrative review of 
reviews. Healthcare (Basel, Switzerland). https:// doi. org/ 10. 3390/ 
healt hcare 10101 824

 77. Tobia K, Nielsen A, Stremitzer A (2021) When does physician 
use of ai increase liability? J Nucl Med : Off Publ, Soc Nucl Med. 
https:// doi. org/ 10. 2967/ jnumed. 120. 256032

 78. Fasterholdt I, Kjolhede T, Naghavi-Behzad M et al (2022) Model 
for ASsessing the value of Artificial Intelligence in medical imag-
ing (MAS-AI). Int J Technol Assess Health Care. https:// doi. org/ 
10. 1017/ S0266 46232 20005 51

 79. Tadavarthi Y, Makeeva V, Wagstaff W et al (2022) Overview of 
noninterpretive artificial intelligence models for safety, quality, 
workflow, and education applications in radiology practice. Radiol 
Artif Intell. https:// doi. org/ 10. 1148/ ryai. 210114

 80. van Leeuwen KG, de Rooij M, Schalekamp S et al (2022) How 
does artificial intelligence in radiology improve efficiency 
and health outcomes? Pediatr Radiol. https:// doi. org/ 10. 1007/ 
s00247- 021- 05114-8

Publisher's note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.

625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690

691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747

748
749

750
751
752
753
754

https://doi.org/10.1007/s13244-018-0645-y
https://doi.org/10.1016/j.ejrad.2021.109566
https://doi.org/10.1148/radiol.2020192536
https://doi.org/10.1148/radiol.2020192536
https://doi.org/10.3389/fdata.2022.850383
https://doi.org/10.3389/fdata.2022.850383
https://doi.org/10.3390/diagnostics10040231
https://doi.org/10.3390/diagnostics10040231
https://doi.org/10.1016/j.acra.2019.04.024
https://doi.org/10.5152/dir.2020.19279
https://doi.org/10.1259/bjro.20190020
https://doi.org/10.1186/s13244-019-0785-8
https://doi.org/10.1186/s13244-019-0785-8
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://doi.org/10.1111/1754-9485.13289
https://doi.org/10.1016/j.carj.2019.03.001
https://doi.org/10.1016/j.carj.2019.03.001
https://doi.org/10.1007/s00330-022-08784-6
https://doi.org/10.3390/s23020634
https://doi.org/10.1016/j.ejrad.2022.110592
https://doi.org/10.1111/bioe.12918
https://doi.org/10.1007/s11547-023-01634-5
https://doi.org/10.1007/s11547-023-01634-5
https://doi.org/10.1186/s12911-023-02103-9
https://doi.org/10.1016/j.crad.2019.02.005
https://doi.org/10.2214/AJR.18.19914
https://doi.org/10.2214/AJR.18.19914
https://doi.org/10.1148/ryai.2021200221
https://doi.org/10.1148/ryai.2021200221
https://doi.org/10.1055/s-0039-1677892
https://doi.org/10.1038/s41746-022-00621-w
https://doi.org/10.1016/j.jacr.2018.05.036
https://doi.org/10.1148/ryai.2021210030
https://doi.org/10.1016/j.jacr.2019.05.004
https://doi.org/10.1038/s41416-021-01454-2
https://doi.org/10.1016/j.ejrad.2022.110231
https://doi.org/10.1007/s11547-020-01135-9
https://doi.org/10.1007/s11547-020-01135-9
https://doi.org/10.3389/fsurg.2022.862322
https://doi.org/10.2967/jnumed.120.257196
https://doi.org/10.1186/s13643-022-01939-y
https://doi.org/10.1016/j.ejrad.2020.109083
https://doi.org/10.3390/healthcare10101824
https://doi.org/10.3390/healthcare10101824
https://doi.org/10.2967/jnumed.120.256032
https://doi.org/10.1017/S0266462322000551
https://doi.org/10.1017/S0266462322000551
https://doi.org/10.1148/ryai.210114
https://doi.org/10.1007/s00247-021-05114-8
https://doi.org/10.1007/s00247-021-05114-8


UNCORRECTED PROOF

Journal : Large 247 Article No : 5746 Pages : 9 MS Code : 5746 Dispatch : 19-8-2023

Pediatric Radiology 

1 3

Authors and Affiliations

Pierluigi Ciet1,2  · Christine Eade3  · Mai‑Lan Ho4  · Lene Bjerke Laborie5,6  · Nasreen Mahomed7  · 
Jaishree Naidoo8,9  · Erika Pace10  · Bradley Segal7  · Seema Toso11  · Sebastian Tschauner12  · 
Dhananjaya K. Vamyanmane13  · Matthias W. Wagner14,15,16  · Susan C. Shelmerdine17,18,19,20 

 Pierluigi Ciet 
 p.ciet@erasmusmc.nl

 Christine Eade 
 christineeade@nhs.net

 Mai-Lan Ho 
 mailanho@gmail.com

 Lene Bjerke Laborie 
 lenebj80@hotmail.com

 Nasreen Mahomed 
 nasreen.mahomed@wits.ac.za

 Jaishree Naidoo 
 jaishreenaidoo@hotmail.com

 Erika Pace 
 Erika.pace@rmh.nhs.uk

 Bradley Segal 
 bradleymaxsegal@gmail.com

 Seema Toso 
 seema.toso@gmail.com

 Sebastian Tschauner 
 sebastian.tschauner@medunigraz.at

 Dhananjaya K. Vamyanmane 
 dhananjayakvn@gmail.com

 Matthias W. Wagner 
 m.w.wagner@me.com

1 Department of Radiology and Nuclear Medicine,  
Erasmus MC – Sophia’s Children’s Hospital,  
Rotterdam, The Netherlands

2 Department of Medical Sciences, University of Cagliari, 
Cagliari, Italy

3 Royal Cornwall Hospitals Trust, Truro, Cornwall, UK
4 University of Missouri, Columbia, MO, USA
5 Department of Radiology, Section for Paediatrics,  

Haukeland University Hospital, Bergen, Norway
6 Department of Clinical Medicine, University of Bergen, 

Bergen, Norway

7 Department of Radiology, Faculty of Health Sciences, 
University of the Witwatersrand, Johannesburg, South Africa

8 Paediatric Diagnostic Imaging,  
Dr J Naidoo Inc., One On One Jameson Avenue,  
Melrose Estate, Johannesburg, South Africa

9 Envisionit Deep AI Ltd, Coveham House,  
Downside Bridge Road, Cobham KT11 3EP, UK

10 Department of Diagnostic Radiology,  
The Royal Marsden NHS Foundation Trust,  
London, UK

11 Pediatric Radiology, Children’s Hospital,  
University Hospitals of Geneva, Geneva, Switzerland

12 Division of Paediatric Radiology,  
Department of Radiology, Medical University of Graz, 
Auenbruggerplatz 34, 8036 Graz, Austria

13 Department of Pediatric Radiology,  
Indira Gandhi Institute of Child Health,  
Bangalore, India

14 Department of Diagnostic Imaging,  
Division of Neuroradiology, The Hospital for Sick Children, 
Toronto, Canada

15 Department of Medical Imaging, University of Toronto, 
Toronto, ON, Canada

16 Department of Neuroradiology,  
University Hospital Augsburg, Augsburg, Germany

17 Department of Clinical Radiology,  
Great Ormond Street Hospital for Children NHS Foundation Trust,  
Great Ormond Street, London WC1H 3JH, UK

18 Great Ormond Street Hospital for Children,  
UCL Great Ormond Street Institute of Child Health, 
London WC1N 1EH, UK

19 NIHR Great Ormond Street Hospital Biomedical Research Centre,  
30 Guilford Street, Bloomsbury, London WC1N 1EH, UK

20 Department of Clinical Radiology, St George’s Hospital, 
London, UK

A3
A4

A5
A6

A7
A8

A9
A10

A11
A12

A13
A14

A15
A16

A17
A18

A19
A20

A21
A22

A23
A24

A25
A26

A27
A28
A29

A30
A31

A32

A33

A34
A35

A36
A37

A38
A39

A40
A41
A42

A43
A44

A45
A46
A47

A48
A49

A50
A51
A52

A53
A54
A55

A56
A57
A58

A59
A60

A61
A62

A63
A64
A65

A66
A67
A68

A69
A70

A71
A72

http://orcid.org/0000-0003-4017-8957
http://orcid.org/0000-0001-8146-4939
http://orcid.org/0000-0002-9455-1350
http://orcid.org/0000-0002-9084-3639
http://orcid.org/0000-0003-4442-9872
http://orcid.org/0000-0002-7082-6997
http://orcid.org/0000-0002-5057-0154
http://orcid.org/0000-0001-5313-4596
http://orcid.org/0000-0002-8244-5825
http://orcid.org/0000-0002-7873-9839
http://orcid.org/0000-0001-6231-6500
http://orcid.org/0000-0001-6501-839X
http://orcid.org/0000-0001-6642-9967


Journal : Large 247 Article No : 5746 Pages : 1 MS Code : 5746 Dispatch : 19-8-2023

Journal: 247
Article: 5746

Author Query Form
Please ensure you fill out your response to the queries raised below and return this form along 

with your corrections

Dear Author

During the process of typesetting your article, the following queries have arisen. Please check your typeset proof 
carefully against the queries listed below and mark the necessary changes either directly on the proof/online grid or in the 
‘Author’s response’ area provided below

Query Details Required Author’s Response
AQ1 Please check the exact presentation of author names including any initial(s) keeping in 

mind that this will remain the spelling/format used in any future citation of this paper. 
Thank you.

AQ2  Please check if the authors and affiliations are presented correctly. Thank you.
AQ3 Please check section headings if assigned to appropriate levels.
AQ4 Please check if Table 1 is presented correctly. Thank you.
AQ5 Table  1: Some values were originally presented in bold. Please consider providing 

their significance in the table note/legend (e.g., Values in bold indicates...)
AQ6 Data availability statement is desired. If available and applicable, please provide.


	The unintended consequences of€artificial intelligence (AI) in€paediatric radiology
	Abstract
	Introduction
	AI algorithm use cases
	AI algorithm training—data and labels
	Algorithm testing (including external test datasets)
	Workforce and staff: human–AI relationship
	Ethics, acceptability, responsibility
	Closing remarks
	References




