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Abstract

Scholarly knowledge graphs are a form of knowledge representation that aims to cap-
ture and organize the information and knowledge contained in scholarly publications,
such as research papers, books, patents, and datasets. Scholarly knowledge graphs
can provide a comprehensive and structured view of the scholarly domain, cover-
ing various aspects such as authors, affiliations, research topics, methods, results,
citations, and impact. Scholarly knowledge graphs can enable various applications
and services that can facilitate and enhance scholarly communication, such as in-
formation retrieval, data analysis, recommendation systems, semantic search, and
knowledge discovery.

However, constructing and maintaining scholarly knowledge graphs is a chal-
lenging task that requires dealing with large-scale, heterogeneous, and dynamic
data sources. Moreover, extracting and integrating the relevant information and
knowledge from unstructured or semi-structured text is not trivial, as it involves
natural language processing, machine learning, ontology engineering, and semantic
web technologies. Furthermore, ensuring the quality and validity of the scholarly
knowledge graphs is essential for their usability and reliability.
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14 CHAPTER 1. INTRODUCTION

Scholarly knowledge graphs are a form of knowledge representation that aims to
capture and organize the information and knowledge contained in scholarly publi-
cations, such as research papers, books, patents, and datasets. Scholarly knowledge
graphs can provide a comprehensive and structured view of the scholarly domain,
covering various aspects such as authors, affiliations, research topics, methods, re-
sults, citations, and impact. Scholarly knowledge graphs can enable various appli-
cations and services that can facilitate and enhance scholarly communication, such
as information retrieval, data analysis, recommendation systems, semantic search,
and knowledge discovery.

However, constructing and maintaining scholarly knowledge graphs is a chal-
lenging task that requires dealing with large-scale, heterogeneous, and dynamic
data sources. Moreover, extracting and integrating the relevant information and
knowledge from unstructured or semi-structured text is not trivial, as it involves
natural language processing, machine learning, ontology engineering, and semantic
web technologies. Furthermore, ensuring the quality and validity of the scholarly
knowledge graphs is essential for their usability and reliability.

Research articles and patents are an ideal medium to analyze the knowledge
generated and developed by academia and industry. Today, we have several large-
scale knowledge graphs which describe research papers and patents according to
their titles, abstracts, authors, organizations, and other metadata. However, these
datasets cannot be directly used to analyze the research dynamics of academia and
industry since they lack a high-quality characterization of the relevant research top-
ics and industrial sectors. Current solutions for categorizing documents face several
challenges. Firstly, they struggle to easily determine if a document originates from
academia or industry. Secondly, their representation of research topics is often
rudimentary, typically presenting them as a mere list of terms. Such an approach
fails to differentiate research topics from other generic keywords, handle situations
where the same research area might have multiple labels, and recognize the seman-
tic relationships between research areas. An illustrative example is that documents
discussing “Neural Network” should inherently be associated with broader concepts
like “Machine Learning” and “Artificial Intelligence”. Lastly, a significant limitation
is that the prevailing datasets do not categorize companies based on their sectors.
This omission hinders the ability to gauge the influence of a research topic on dis-
tinct industries. These issues also make it harder for machine learning tools, like
neural networks, to predict research impacts and upcoming patents. Taking these
limitations in mind, in this thesis we will focus about Academia/Industry DynAm-
ics Knowledge Graph (AIDA-KG). AIDA-KG is a novel scholarly knowledge graph
that associates papers and patents according to different representation in order to
produce a knowledge graph usable for assessing the relationship between academia
and industry.

Specifically, in this thesis we will investigates how the AIDA-KG is built, what
are the challenges in building such a knowledge graph, the limitations, and we will
investigates the principles, functionalities, and potential impact.
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The research program addressed during the Ph.D. course was dedicated to the
development of AIDA-KG, and on the development, analysis of tools and algorithms
using this resource.

The main research questions addressed in the target domains are:

Q1. How to use Semantic Web and Machine Learning technologies to encapsulate
various scholarly entities and produce a comprehensive scholarly Knowledge
Graph?

Q2. How to use Semantic Web Technologies to generate and produce analytics for
academic venues? What are the most interesting functionalities to support
researchers and editors in analysing venues?

Q3. How can Artificial Intelligence and Semantic Web technologies be used to
provide verified answers for conversational agents?

Q4. How can the embedding models fix the incompleteness of Scholarly Knowledge
Graphs?

By answering to thee research questions, the main contributions provided in this
research work are:

• A new knowledge graph for studying the research dynamics of academia and
industry;

• A new web application for analyzing and assessing scholarly venues

• A new architecture to enhance Conversational Agents with Knowledge Graphs

• A new embedding model designed to provide link prediction for large-scale
Knowledge Graphs

• A scientometric analysis to assess whether a diverse pool of expertize within
a research team can influence their scientific impact
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2.1 Introduction

Academia and industry share a complex, multifaceted, and symbiotic relationship.
Their collaboration and exchange of ideas, resources, and persons [11] are conducive
to the production of new knowledge that will ultimately shape the society of the
future. Analyzing the knowledge flow between academia and industry, understand-
ing which directions have the biggest potential, and discovering the best strategies
to harmonize their efforts is thus a critical task for several stakeholders [136]. Gov-
ernments and funding agencies need to regularly assess the potential impact of re-
search areas and technologies to inform funding decisions. Commercial organizations
have to monitor research developments and adapt to technological advancements.
Researchers must keep up with the latest trends and be aware of complementary
research efforts from the industrial sector.

The relationship between academia and industry has been analyzed from several
perspectives in the literature, focusing for instance on the characteristics of direct
collaborations [23], the influence of industrial trends on curricula [171], and the
quality of the knowledge transfer [24]. However, most of the quantitative studies
on this relationship were limited to small-scale datasets or focused on very specific
research questions [32, 11].

Research articles and patents are an ideal medium to analyze the knowledge
generated and developed by academia and industry [23, 24]. Today, we have several
large-scale knowledge graphs which describe research papers according to their titles,
abstracts, authors, organizations, and other metadata. Examples include Microsoft
Academic Graph1 [167], Scopus2, Semantic Scholar3, Aminer [179], CORE [79],
OpenCitations [123], and others. Other resources, such as Dimensions4, the United
States Patent and Trademark Office (USPTO)5, the Espacenet dataset6, and the
PatentScope corpus7, offer a similar description of patents. However, these datasets
cannot be directly used to analyze the research dynamics of academia and industry
since they lack a high-quality characterization of the relevant research topics and
industrial sectors.

There are three primary limitations observed in the current systems. Initially, the
existing methods struggle to distinguish whether a document, be it a research paper
or a patent, originates from the academic world or the corporate sector. Secondly,
these systems generally provide a broad overview of research subjects, often merely
presenting them as a list of terms either selected by the authors or derived from
the abstract. Such an approach is inadequate [116] because it: i) cannot distinguish

1Microsoft Academic Graph - http://aka.ms/microsoft-academic
2Scopus - https://www.scopus.com/
3Semantic Scholar - https://www.semanticscholar.org/
4Dimensions - https://www.dimensions.ai/
5USPTO - https://www.uspto.gov/
6Espacenet dataset - https://worldwide.espacenet.com/
7PatentScope - https://patentscope.wipo.int/

http://aka.ms/microsoft-academic
https://www.scopus.com/
https://www.semanticscholar.org/
https://www.dimensions.ai/
https://www.uspto.gov/
https://worldwide.espacenet.com/
https://patentscope.wipo.int/
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research topics from other generic keywords; ii) cannot handle cases where multiple
tags refer to an identical research domain; and iii) does not leverage the inherent
semantic connections between various research fields. For example, it should be
intuitive to deduce that documents labeled under the topic of Neural Networks also
pertain to Machine Learning and Artificial Intelligence. This enhanced representa-
tion would enable us to fetch all papers related to the topic Artificial Intelligence,
even if the metadata lacks the exact phrase "artificial intelligence". The third lim-
itation is that contemporary academic datasets fail to categorize companies based
on their industry sectors. As a result, assessing the influence of a particular subject
(like sentiment analysis, deep learning, or the semantic web) on varied industries
(such as automotive, finance, or energy) becomes challenging.

These limitations affect also the performance of machine learning systems, typ-
ically based on neural networks, for predicting the impact of research trends and
forecasting patents [176, 48, 94, 127]. These solutions typically work with limited
features, such as the number of patents associated with a topic for each year, since
current datasets do not integrate articles and patents, lack a granular representa-
tion of research topics, and cannot distinguish whether a document was produced
by academia or industry. We hypothesize that considering a richer characterization
of this space would ultimately yield better performance in comparison to state-of-
the-art approaches.

In this chapter, we introduce the Academia/Industry DynAmics (AIDA) Knowl-
edge Graph, which describes 21M publications and 8M patents in the field of Com-
puter Science. Papers and patents are associated to the research topics in the Com-
puter Science Ontology (CSO). In addition, 5.1M publications and 5.6M patents are
also characterized according to the type of the author’s affiliations (e.g., academia,
industry) and 66 industrial sectors (e.g., automotive, financial, energy, electronics)
from the Industrial Sectors Ontology (INDUSO). AIDA is also linked to several other
knowledge bases, including MAKG, Dimensions, Google Patents, GRID, DBpedia,
and Wikidata.

AIDA is available at http://w3id.org/aida/. It can be downloaded as a dump
or queried via a Virtuoso triplestore at http://w3id.org/aida/sparql/. We plan
to release a new version of AIDA every six months, to regularly update the publi-
cations, the topics, and the industrial sectors.

AIDA was generated using an automatic pipeline that integrates data from Mi-
crosoft Academic Graph (MAG)8, Dimensions, English DBpedia, the Computer
Science Ontology (CSO), and the Global Research Identifier Database (GRID), re-
spectively containing information about 242M research papers, 38M patents, 4.58M
entities, 14K research topics, and 97K organizations.

The resulting knowledge base enables analyzing the evolution of research topics
across academia and industry and studying the characteristics of several industrial
sectors. For instance, it enables detecting the research trends most interesting for

8We used the dump released in April 2020.

http://w3id.org/aida/
http://w3id.org/aida/sparql/
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the automotive sector or which prevalent industrial topics were recently adopted by
academia. It can thus be utilized by a variety of deep learning methods for predicting
the impact of research trends on industry and academia [176, 127, 49]. It can also
be used to characterize authors, citations, countries, and several other entities in
MAG according to their topics and industrial sectors. This makes it possible to
study further dynamics such as the migration of researchers and the citation flow
between academia and the industry.

We evaluated the different parts of the pipeline for generating AIDA on manually
crafted gold standards yielding competitive results. We also report an evaluation
of the impact of AIDA on forecasting systems for predicting the impact of research
topics on the industry. Specifically, we tested five classifiers on 17 combinations of
features and found that the forecaster based on Long Short-Term Memory neural
networks and exploiting the full set of features from AIDA obtain significantly better
performance (p<0.0001) than alternative methods.

A preliminary version of AIDA which included a smaller data set and a lim-
ited number of semantic relations was previously discussed in a short workshop
paper [21]. The current paper greatly expands on that work by presenting a novel
and up-to-date version of AIDA (including about 5M additional articles), an im-
proved version of the pipeline for generating AIDA, a more extensive ontological
schema, and a comprehensive evaluation of AIDA.

In summary, our main contributions include:

• the first official release of AIDA, a knowledge graph for studying the research
dynamics of academia and industry;

• a pipeline for automatically generating AIDA based on a robust semantic
model and a state-of-the-art topic detection approach;

• a detailed discussion of AIDA schema, content, and links to other knowledge
graphs;

• an evaluation of the AIDA pipeline and its ability to classify documents in
terms of research topics and industrial sectors;

• an illustrative overview of the Computer Science domain according to the data
in AIDA.

• a discussion of AIDA possible usage that summarizes some research efforts
that adopted preliminary versions of AIDA;

• an analysis of the current limitations of the AIDA pipeline and a sustainability
plan developed in collaboration with Springer Nature for replacing MAG with
a combination of Dimensions and DBLP, after MAG will be decommissioned
at the end of 2021;
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• an appendix detailing several exemplary SPARQL queries in order to support
the reuse of AIDA.

The rest of the chapter is organized as follows. In Section 2.2, we review the
literature on methods and datasets for studying and quantifying the relationship
between academia and industry. Section 2.3 describes the approach we used to
generate AIDA. In Section 2.4, we describe the pipeline to generate AIDA, give an
overview of the resulting knowledge graph, and discuss our strategy for releasing
new versions. Section 2.7 presents the evaluation of the different parts of the AIDA
pipeline and the experiments showing that AIDA can support effectively deep learn-
ing approaches for predicting the impact of research topics. In Section 2.5 we focus
on the usage of AIDA and report three exemplary research efforts that adopted
preliminary versions of AIDA: i) a bibliometric analysis of the research dynamics
across academia and industry, ii) a study of the main research trends in two main
venues of Human-Computer Interaction

2.2 Background

2.2.1 Scholarly Knowledge Graphs

In recent years, there has been a conspicuous emergence of multiple knowledge
graphs that integrates research publications and their associated metadata. One
such example was the Microsoft Academic Graph (MAG) [167], deprecated since
2022, which was a heterogeneous knowledge graph available in RDF format, includ-
ing metadata about 242 million scientific publications, such as citations, authors,
institutions, journals, conferences, and fields of study. OpenAlex9 is another schol-
arly knowledge graph, active since 2022, that has taken over the MAG project by
integrating the original dataset and taking on the responsibility of keeping it up-
dated. OpenAlex, like MAG, integrates metadata related to authors, institutions,
journals, and fields of study. Another significant resource in this domain is the Se-
mantic Scholar Open Research Corpus (ORC) [9], a dataset including approximately
185 million publications released by Semantic Scholar, an academic search engine
provided by the Allen Institute for Artificial Intelligence (AI2). OpenCitations, an
independent infrastructure organization for open scholarship, proposes the OpenCi-
tations Corpus, which currently contains 55 million publications and 655 million
citations [123]. Scopus is a well-known dataset curated by Elsevier, which includes
about 70M publications and is often used by governments and funding bodies to
compute performance metrics. The AMiner Graph, a repository of over 200 million
publications generated and utilized by the AMiner [179] system, is another note-
worthy resource. AMiner is a free online academic search and mining system that
extracts researchers’ profiles from the web and integrates them into the metadata.

9https://openalex.org

https://openalex.org
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CORE, a repository containing 24 million open access research outputs from repos-
itories and journals worldwide, is a valuable resource in this context (CORE, 2011).
The Dimensions corpus, produced by Digital Science, integrates and interlinks 109
million research publications, 5.3 million grants, and 40 million patents. Publica-
tions and citations from Dimensions are freely available for personal, non-commercial
use.

Similarly, there are several resources focusing specifically on patents [146]. For
instance, the European Patent Office (EPO) curates the Espacenet dataset, which
currently encompasses about 110 million patents from around the world. Similarly,
the United States Patent and Trademark Office produces a corpus that includes
more than 14 million US patents. The World Intellectual Property Organization
(WIPO) offers the PatentScope dataset, containing 84 million patent documents,
including 4 million international patent applications.

Another category of scientific knowledge graphs includes those that incorpo-
rate a semantic representation of the content found within scientific articles. The
Semantic Web community has been working for a while on this direction, promot-
ing the Semantic Publishing paradigm [148], creating bibliographic repositories in
the Linked Data Cloud [111], generating knowledge bases of biological data [29],
formalising research workflows [172], extracting knowledge graphs from research pa-
pers [116, 41], implementing systems for managing nano-publications [63, 80] and
micropublications [145], and developing a variety of ontologies to describe scholarly
data, e.g., SWRC10, BIBO11, BiDO12, FABIO13, SPAR14 [122], CSO15 [142], and
SKGO16 [57]. Several other knowledge bases describe the research areas of scientific
publications, such as the Medical Subject Heading (MeSH)17 in Biology, Mathe-
matics Subject Classification (MSC)18 in Mathematics, Physics Subject Headings
(PhySH)19 in Physics, and many others.

In Computer Science, there are have several taxonomies of research areas. The
best-known are the ACM Computing Classification System20 and the Computer
Science Ontology (CSO) [142]. The first one is developed and maintained by the
Association for Computing Machinery (ACM). It contains around 2K concepts and
it is manually curated. Conversely, CSO is automatically generated from a large
collection of publications by the Open University and includes about 14K research
areas.

10SWRC - http://ontoware.org/swrc
11BIBO - http://bibliontology.com
12BiDO - http://purl.org/spar/bido
13FABIO - http://purl.org/spar/fabio
14SPAR - http://www.sparontologies.net/
15CSO - https://cso.kmi.open.ac.uk/
16SKGO - https://github.com/saidfathalla/Science-knowledge-graph-ontologies
17Medical Subject Heading - https://www.ncbi.nlm.nih.gov/mesh
18Mathematics Subject Classification - https://mathscinet.ams.org/msc
19Physics Subject Headings - https://physh.aps.org/
20ACM Classification System - https://www.acm.org/publications/class-2012

http://ontoware.org/swrc
http://bibliontology.com
http://purl.org/spar/bido
http://purl.org/spar/fabio
http://www.sparontologies.net/
https://cso.kmi.open.ac.uk/
https://github.com/saidfathalla/Science-knowledge-graph-ontologies
https://www.ncbi.nlm.nih.gov/mesh
https://mathscinet.ams.org/msc
https://physh.aps.org/
https://www.acm.org/publications/class-2012
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Currently, there are no datasets that enable the study of high-quality research
topics across research papers and patents. For this reason, we decided to undertake
this new endeavor and develop AIDA.

2.2.2 Relationship between Academia and Industry

Academia and industry typically tend to influence each other by exchanging ideas,
resources, and researchers [124]. Analyzing their relationship, how they interact,
and how research flows, allows us to understand their role within the whole knowl-
edge economy [12]: from production, towards adoption, enrichment, and ultimately
deployment as a new commercial product or service. In some cases, academia and
industry engage in collaborations as an opportunity for a more productive division
of tasks: academia focusing on scientific insights, and industry on commercializa-
tion [32]. Jack Stilgoe in his "Who’s driving innovation? New technologies and the
collaborative state" book [154] discusses the main drivers of scientific innovation and
focuses on the central role of the industry sector in pushing innovation by constantly
deploying new technologies. However, it can be argued that innovation advances also
through a more complex route, which involves the birth of a new scientific area, the
development of its theoretical framework, and the creation of innovative products
that capitalize on the new knowledge [81].

In literature we can find some approaches aimed at studying the relationship be-
tween academia and industry, using both qualitative and quantitative approaches.
One qualitative study is from [97] who share their personal experience on how the
collaboration between industry and academia impacted their research program. Sim-
ilarly, [62] performed a survey-based analysis to understand the innovation perfor-
mance associated with collaborations between universities and German manufac-
turers. We can also find more quantitative approaches, such as [84], who employed
both research papers and patents to understand the primary interests of both sides
in this symbiosis. [69] analysed 20K research papers and 8K patents in the area of
fuel cells, to assess the direct benefits for both academia and industry when they
engage in a collaboration.

However, all of these approaches either focus on relatively narrow areas of science
or are restricted to a limited number of research questions. By developing AIDA
we are opening up new lines of inquiry for all practitioners that are interested in
investigating the relationship between academia and industry and predicting their
trends.

2.3 Approach

The Academia/Industry DynAmics (AIDA) Knowledge Graph includes about 1.3B
triples that describe a large collection of publications and patents in Computer
Science according to their research topics, industrial sectors, and author’s affiliations
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(academia, industry, or collaborative). Specifically, 21M publications from MAG
and 8M patents from Dimensions are classified according to the research topics
drawn from the Computer Science Ontology (CSO). On average, each publication
is associated with 27± 19 topics and each patent with 33± 1421.

The 5.1M publications and 5.6M patents that were associated with GRID IDs in
the original data are also classified according to the type of the author’s affiliations
(e.g., academia, industry) and 66 industrial sectors (e.g., automotive, financial, en-
ergy, electronics) drawn from the Industrial Sectors ontology (INDUSO)22, which
was specifically designed to support AIDA.

Since these annotations require at least an affiliation of the authors of the docu-
ment to be associated with a GRID ID (as detailed in Section 2.4), they are currently
restricted only to the document linked to GRID by Microsoft Academics Graph and
Dimensions.

About 4.5M articles and 4.9M patents were also typed with the three main
categories of our schema: academia, industry, and collaboration (between academia
and industry). We also included additional affiliation categories from GRID, such
as "Government", "Facility", "Healthcare", and "Nonprofit".

AIDA was generated and it will be regularly updated by an automatic pipeline
that integrates and enriches data from Microsoft Academic Graph (MAG), Dimen-
sions, English DBpedia, the Global Research Identifier Database (GRID), CSO, and
INDUSO.

Table 2.1: AIDA - Affiliation Types.
Publications Patents

Academia 3,906,131 122,390
Industry 834,443 4,760,614
Collaborative 133,781 16,806
Additional categories in GRID 627,179 747,618
Documents with GRID ID 5,133,171 5,639,252
Total documents 20,850,710 7,940,034

Table 2.1 shows the number of publications and patents from academia, industry,
and collaborative efforts. Please note that only the documents associated with a
GRID ID (about 5.1M publications and 5.6M patents) can be classified as academia,
industry, collaborative or any other additional category from GRID.

When considering the affiliation types, most publications (69.8%) are written
by academic institutions, however, the industry contributes to a good number of
them (15.3%). The situation is reversed when considering patents: 84% of them are
from industry and only 2.3% from academia. Another interesting finding is that the

21With x± y we refer to x being the average and y the standard deviation.
22INDUSO - http://w3id.org/aida/downloads/induso.ttl

http://w3id.org/aida/downloads/induso.ttl
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Figure 2.1: AIDA KG data model. For an enlarged version, please visit
http://w3id.org/aida#aidaschema.

collaborative efforts are limited, involving only 2.6% of the publications and 0.2% of
the patents. These numbers require further analysis but may suggest that we need
to improve the mechanisms to support and fund collaborative works.

The data model of AIDA builds on AIDA Schema, Schema.org, FOAF, OWL,
CSO and others. We created AIDA Schema to define all the specific relations that
could not be reused from state-of-the-art ontologies. It is available at http://w3id.
org/aida/ontology.

Figure 2.1 depicts the full data model of AIDA KG, including both relations that
we defined within AIDA schema and the ones we imported from external schemas.
It focuses on six types of entities (light-blue boxes in Figure 2.1): papers, patents,
authors, affiliations, industrial sectors, and DBpedia categories. To be compatible
with other knowledge graphs in this space (e.g., MAG, Scopus, DBLP, Semantic
Scholar), papers are identified according to their Digital Object Identifier (DOI) and
patents according to their World Intellectual Property Organization (WIPO) ID. We
also retain the original MAG IDs for papers and authors as additional identifiers.
These are used to link AIDA to MAKG and to identify articles that lack a DOI. In
addition, affiliations are identified with GRID IDs. Industrial sectors and DBpedia
categories are identified according to the instances available within INDUSO.

The main information about papers and patents are given by means of the fol-
lowing semantic relations:

• hasTopic, which associates with the documents all their relevant topics drawn
from CSO.

• hasIndustrialSector, which associates with documents and affiliations the rel-

http://w3id.org/aida#aidaschema
http://w3id.org/aida/ontology
http://w3id.org/aida/ontology
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evant industrial sectors drawn from INDUSO.

• hasAffiliationType, which associates with the documents the three categories
(academia, industry, or collaborative) describing the affiliations of their au-
thors.

AIDA schema includes also some additional relationships which support more
complex queries:

• hasSyntacticTopic and hasSemanticTopic, which indicate, respectively, all the
topics extracted using the syntactic module and the semantic module of the
CSO Classifier [138]. The first set is composed by topics that are explicitly
mentioned in the documents. It has high precision but low recall and may
be used by applications for which precision is paramount. The second one
consists of topics that do not directly appear in the text but were inferred
using word embeddings.

• hasAffiliation, which identifies the affiliations of a paper.

• hasPercentageOfAcademia and hasPercentageOfIndustry, which link to articles
and patents the percentage of authors from academia and industry. It may
be used to generate analytics that need to further segment the collaborative
category.

• hasGridType, hasAssigneeGridType, which associate the eight categories of
organizations described in GRID (Education, Healthcare, Company, Archive,
Nonprofit, Government, Facility, and Other) with affiliations and patents.

• hasDBpediaCategory, which associates with papers the industrial categories
found in DBpedia (through the About:Property and About:Industry).

• isInDimensionsWithId, which identifies the patent id used within the Dimen-
sions database.

As already mentioned, the AIDA knowledge graph also adopts several relations
from external sources. These are:

• https://schema.org/creator, which links documents to authors and authors to
affiliations.

• https://schema.org/memberOf, which links authors to affiliations.

• http://www.w3.org/1999/02/22-rdf-syntax-ns#type, which defines the type of
the entity.

• http://www.w3.org/2000/01/rdf-schema#label, which indicates the label of an
affiliation.
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Table 2.2: Number of triples for each relation in AIDA
Provenance Relation N. Triples

AIDA http://aida.kmi.open.ac.uk/ontology#hasTopic 847,931,791
AIDA http://aida.kmi.open.ac.uk/ontology#hasSemanticTopic 159,711,581
AIDA http://aida.kmi.open.ac.uk/ontology#hasSyntacticTopic 70,349,962
AIDA http://www.w3.org/2000/01/rdf-schema#type 54,839,960
AIDA http://www.w3.org/2002/07/owl#sameAs 46,950,925
AIDA http://aida.kmi.open.ac.uk/ontology#hasIndustrialSector 12,006,596
AIDA http://aida.kmi.open.ac.uk/ontology#hasAffiliationType 9,774,165
AIDA http://aida.kmi.open.ac.uk/ontology#hasDBpediaCategory 9,691,511
AIDA http://aida.kmi.open.ac.uk/ontology#isInDimensionWithId 7,940,034
AIDA http://schema.org/relatedLink 7,940,034
AIDA http://aida.kmi.open.ac.uk/ontology#hasPercentageOfAcademia 4,179,108
AIDA http://aida.kmi.open.ac.uk/ontology#hasPercentageOfIndustry 5,745,644
MAG http://schema.org/creator 53,647,155
MAG http://xmlns.com/foaf/0.1/name 26,048,450
MAG http://purl.org/dc/terms/title 20,850,710
MAG http://prismstandard.org/namespaces/basic/2.0/publicationDate 20,850,710
MAG http://purl.org/spar/datacite/doi 5,636,401
MAG http://schema.org/memberOf 4,828,260
MAG http://aida.kmi.open.ac.uk/ontology#hasAffiliation 6,613,216
GRID http://aida.kmi.open.ac.uk/ontology#hasAssigneeGridType 5,056,426
GRID http://aida.kmi.open.ac.uk/ontology#hasGridType 13,171
GRID http://www.w3.org/2000/01/rdf-schema#label 13,171

• http://purl.org/dc/terms/title, which indicates the title of a paper.

• http://purl.org/spar/datacite/doi, which indicates the DOI of a paper.

• http://xmlns.com/foaf/0.1/name, which indicates the name of an author or an
affiliation.

• http://schema.org/relatedLink, which states the related link of a patent (typ-
ically a Google Patent URL).

• http://prismstandard.org/namespaces/basic/2.0/publicationDate, which indi-
cates the year of publication of a paper.

• http://www.w3.org/2002/07/owl/sameAs, which links papers, authors, or af-
filiations to their representations on external knowledge bases.

Table 2.2 reports the number of triples available in the current version of AIDA
for each relation. AIDA includes a total of about 1.3B triples: 1.2B with object
properties and 98M with datatype properties. Here, we distinguish the provenance
of the triples to highlight which ones are directly generated by the AIDA pipeline
(described in Section 2.4) and which ones are reused from other knowledge graphs.
Overall, 1.18B triples (89,1 % of the total) were generated by our pipeline, while
185M were derived from MAG and 7M from GRID. We reused some relations from
MAG, because they enable several kinds of useful queries involving, for instance,
the years of publication of the articles and the names of the authors. In the set
of triples generated by the AIDA pipeline, 1.08B (82,6%) regard the three main
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Table 2.3: Links of AIDA with external Knowledge Bases.
Knowledge Base Type Distinct Entities Total triples

CSO Topic 11,091 1,077,993,334
MAKG Author 26,035,279 26,035,279
MAKG Paper 20,850,710 20,850,710
INDUSO Industrial Sector 66 12,007,438
Dimensions Patent 7,940,034 7,940,034
Google Patents Patent 7,940,034 7,940,034
GRID Affiliation 13,171 13,171
DBpedia Organization 13,171 13,171
DBpedia Concept 3,864 3,864
Wikidata Concept 3,842 3,842

contributions of AIDA. Specifically, 1.07B triples regard the topics (hasSyntactic-
Topic, hasSemanticTopic, hasTopic), 19,6M the affiliation types (hasAffiliationType,
hasPercentageOfAcademia, hasPercentageOfIndustry), and 12.0M the industrial sec-
tors (hasIndustrialSector).

Table 2.3 reports the number of triples linking AIDA to external knowledge bases
and the number of relevant distinct entities. For instance, AIDA includes more then
1B triples having as object a topic in CSO and overall links to 11K unique topics.
AIDA is mostly linked to MAKG (the RDF version of MAG), including own:sameAs
relationships for 21M papers and 25M authors. It also links to Dimensions (8M
patents), Google Patents (8M patents), GRID (13K affiliations), and DBpedia (3,864
concepts and 13K affiliations), and Wikidata (3,842 concepts). It should be noted
that we cannot link directly to MAG, since it is not available online. However, since
we use MAG IDs for papers and authors, mapping MAG and AIDA is trivial.

AIDA includes also the most recent mappings between CSO and DBpedia and
between CSO and Wikidata, which implicitly links the documents in AIDA to 3,864
DBpedia entities and 3,842 Wikidata entities. Currently, those statements are not
materialized for reason of space. However, materializing these links would yield
additional 460M triples linking papers and patents to DBpedia entities (e.g., http:
//dbpedia.org/resource/Machine_learning) and 450M triples linking them to
Wikidata entities (e.g., http://www.wikidata.org/entity/Q2539). Alternatively,
the user can explore these links by formulating SPARQL queries that take advantage
of the owl:sameAs relationship between CSO, DBpedia, and Wikidata (see example
in the Appendix).

The online documentation of AIDA schema is available at https://w3id.org/
aida#aidaschema.

AIDA is accessible via a Virtuoso triplestore at http://w3id.org/aida/sparql.
The user can click the “help” button in the upper right of the web page for instruc-
tions on how to use the endpoint and some exemplary queries. The full dump
of the last versions of AIDA is available at http://w3id.org/aida/. The dumps
of the previous versions are available at http://w3id.org/aida/downloads.php#
datasets.

AIDA is licensed under a Creative Commons Attribution 4.0 International Li-

http://dbpedia.org/resource/Machine_learning
http://dbpedia.org/resource/Machine_learning
http://www.wikidata.org/entity/Q2539
https://w3id.org/aida#aidaschema
https://w3id.org/aida#aidaschema
http://w3id.org/aida/sparql
http://w3id.org/aida/
http://w3id.org/aida/downloads.php#datasets
http://w3id.org/aida/downloads.php#datasets
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Figure 2.2: Workflow for the generation of AIDA.

cense (CC BY 4.0), meaning that everyone is allowed to i) copy and redistribute the
material in any medium or format; ii) remix, transform and build upon the material
for any purpose, even commercially.

In the following chapters, we will describe the pipeline for the automatic gener-
ation of AIDA (Section 2.4) and present an overview of the data (Section 2.5).

2.4 Generation

The automatic pipeline for generating AIDA works in three steps: topics detection,
integration of affiliation types, and industrial sector classification, as shown in Figure
2.2.

In the following, we will describe each phase of the process (Paragraph 2.4.1 -
2.4.3).

2.4.1 Topic Detection

We first collect all the publications and patents from MAG and Dimensions within
the Computer Science domain. In particular, we extract the papers from MAG
classified as “Computer Science” in their Field of Science (FoS) [150], an in-house
taxonomy of research domains developed by Microsoft. Similarly, the patents in
Dimensions are classified according to the International Patent Classification (IPC)
and the fields of research (FoR) taxonomy, which is part of the Australian and New
Zealand Standard Research Classification (ANZSRC). To extract only the patents
from the Computer Science domain, we select those with the following IPC classi-
fication: “Computing, Calculating or Counting” (G06), “Educating, Cryptography,
Display, Advertising, Seals” (G09), “Information Storage” (G11), “Information and
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Communication Technology” (G16), and others (G99). We also select those hav-
ing the following field of research: “Information and Computing Science” (08), and
“Technology” (10).

In the current version, the resulting dataset includes 21M publications and 8M
patents. The publications (21M) and authors (25M) extracted from MAG are also
linked (owl:sameAs) to the relevant entities in MAKG. The patents obtained from
Dimensions (8M) are linked (schema:relatedLink) to the relevant patents in Google
Patents.

Since the fields of study in MAG and fields of research in Dimensions are not
specific enough for a detailed analysis of the knowledge flow, we then annotate each
document with the research topics from the Computer Science Ontology (CSO)
[142]. CSO is an automatically generated ontology of research topics in the field of
Computer Science. We used the current version (3.2), which includes 14K research
topics and 159K semantic relationships. The CSO data model23 is an extension of
SKOS24 and the main semantic relationships are superTopicOf, which is used to de-
fine the hierarchical relations within the field of Computer Science (e.g., <artificial
intelligence, superTopicOf, machine learning>) and relatedEquivalent, which is used
to define alternative labels for the same topic (e.g., <ontology matching, relatedE-
quivalent, ontology alignment>).

We adopted CSO since it offers a much more granular characterization of re-
search topics than standard classification schemas (e.g., the ACM Classification)
and generic knowledge graphs (e.g., DBpedia, Wikidata). For instance, a recent
analysis [140] reported that less than 37% of the topics in CSO are covered by
DBpedia.

CSO was officially released in 2019 and has been already adopted by several
major organizations, including Springer Nature. In the last two year, CSO sup-
ported the creation of many innovative applications and technologies, including
ontology-driven topic models (e.g., CoCoNoW [28]), recommender systems for arti-
cles (e.g., SBR [156]) and video lessons [37], visualisation frameworks (e.g., Schol-
arLensViz [89], ConceptScope [178]), temporal knowledge graphs (e.g., TGK [133]),
NLP frameworks for entity extraction [53], tools for identifying domain experts (e.g.,
VeTo [165]), and systems for predicting academic impact (e.g., ArtSim [44]). It was
also used for several large-scale analyses of the literature (e.g., Cloud Computing [91],
Software Engineering [47], Ecuadorian publications [47]).

We annotated publications and patents using the CSO Classifier [138], an open-
source Python tool25 that we developed for annotating documents with research
topics from CSO [139].

The CSO Classifier was initially developed in the context of a collaboration
with Springer Nature, with the aim of automatically classifying scientific volumes

23CSO Schema - https://cso.kmi.open.ac.uk/schema/cso
24Simple Knowledge Organization System - https://www.w3.org/2004/02/skos/
25CSO Classifier - https://pypi.org/project/cso-classifier/

https://cso.kmi.open.ac.uk/schema/cso
https://www.w3.org/2004/02/skos/
https://pypi.org/project/cso-classifier/
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according to a granular set of research areas. In this context, it supported Smart
Topic Miner [137], a web application for assisting the Springer Nature editorial team
in annotating conference proceedings in Computer Science, such as LNCS, LNBIP,
CCIS, IFIP-AICT and LNICST. This solution brought a 75% cost reduction and
dramatically improved the quality of the annotations, resulting in 12M additional
downloads over 3 years from the SpringerLink portal26.

The CSO Classifier is an unsupervised method that operates in three phases.
First the syntactic module finds all topics in the ontology that are explicitly men-
tioned in the paper. Secondly, a semantic module identifies further semantically
related topics using part-of-speech tagging and similarity over word embeddings.
Finally, the CSO Classifier enriches the resulting set by including the super-areas of
these topics according to CSO.

Specifically, in the syntactic module, the text is split into unigrams, bigrams,
and trigrams. Each n-gram is then compared with concepts labels in CSO using the
Levenshtein similarity. As result, it returns all matched topics having similarities
greater than or equal to the pre-defined threshold.

The semantic module takes advantage of a pre-trained Word2Vec word embed-
ding model which captures semantic properties of words [98]. We trained this model
using titles and abstracts of over 4.6M English publications in the field of Computer
Science from MAG. We pre-processed this data by replacing spaces with underscores
in all n-grams matching the CSO topic labels (e.g., “semantic web” became “seman-
tic_web”). We performed also a collocation analysis to identify frequent bigrams
and trigrams (e.g., “highest_accuracies”, “highly_cited_journals”). This solution
allows the CSO Classifier to better disambiguate concepts and treat terms such as
“deep_learning” and “e-learning” as completely different words. The model param-
eters are: method = skipgram, embedding-size = 128, window-size = 10, min-count-
cutoff = 10, max-iterations = 5. The semantic module based on these embeddings
identifies candidate terms composed of a combination of nouns and adjectives us-
ing a part-of-speech tagger. Then, it splits these candidate terms into unigrams,
bigrams, and trigrams. For each n-gram we retrieve its most similar word from the
Word2Vec model and we compute their cosine similarity with the topic labels in
CSO. For bigrams and trigrams, we firstly check in the model their glued version,
creating one single word, e.g., “semantic_web”. If this word is not available within
the model vocabulary, the classifier uses the average of the embedding vectors of all
its tokens. Then, for each identified topic, the CSO Classifier computes the relevance
score as the product between the number of times it was identified (frequency) and
the number of unique n-grams that helped it to be inferred (diversity). Finally, it
uses the elbow method [144] for selecting the set of most relevant topics.

Finally, the resulting set of topics is enriched by including all their super-topics
in CSO up to the root: Computer Science. For instance, a paper tagged as neural
network is also tagged with machine learning, artificial intelligence and computer

26SpringerLink - https://link.springer.com/

https://link.springer.com/
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science. This solution yields an improved characterization of high-level topics that
are not directly referred to in the documents.

The reader notices that the CSO ontology contains nine levels of topics. When
we detect a specific topic (e.g., Neural Networks) we also infer all the super topics in
the CSO taxonomy (Machine Learning, Artificial Intelligence, Computer Science).
The user can choose to just use the topics directly mentioned in the paper (hasSyn-
tacticTopic), the ones inferred by using word embeddings (hasSemanticTopic), or
the full set of topics that also includes the super-topics (hasTopic). More details
about the CSO Classifier are available in [138].

We also import in AIDA the mapping between CSO and DBpedia, which is a set
of 3,864 owl:sameAs relationships aligning the two knowledge bases and the mapping
between CSO and Wikidata, which includes 3,842 owl:sameAs relationships. This
allows us to establish several implicit links between documents in AIDA and concepts
in DBpedia and Wikidata, which can be materialized with a reasoner or queried
using SPARQL (see example in the Appendix).

2.4.2 Integration of Affiliation Types

In the second step, we classify papers and patents according to the nature of the
relevant organizations in the GRID database. Both MAG and Dimensions link or-
ganizations to their GRID IDs. In turn, GRID associates each ID with geographical
location, date of establishment, alternative labels, external links, and type of in-
stitution (e.g. Education, Healthcare, Company, Archive, Nonprofit, Government,
Facility, Other). In total 5.1M articles and 5.6M patents were associated with GRID
IDs. We leverage this last field to tag 4.5M articles and 4.9M patents as ‘academia’,
‘industry’, or ‘collaborative’. A document is assigned an ‘academia’ type if all the
authors or original assignees have an academic affiliation (’Education’ in GRID),
an ‘industry’ type if they have an industrial affiliation (’Company’ in GRID), and
a ‘collaborative’ type if there is at least one creator from academia and one from
industry. AIDA includes also the other categories from GRID through the relation
hasGridType.

2.4.3 Industrial Sector Classification

To characterize the industrial sectors addressed by each document we designed the
Industrial Sector Ontology (INDUSO), which is a two-level taxonomy describing 66
sectors and their relationships. INDUSO was created using a bottom-up method that
took into consideration the large collection of publications and patents from MAG
and Dimensions. Specifically, for each affiliation described in the documents with a
GRID ID, we extracted from DBpedia the objects of the properties About:Purpose
and About:Industry. This resulted in a noisy and redundant set of 699 sectors.
We then applied a bottom-up hierarchical clustering approach for merging similar
sectors. For instance, the industrial sector “Computing and IT" was derived from
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categories such as “Networking hardware", “Cloud Computing", and “IT service
management".

This structure was used as a starting point by a team of ontology engineers
from the Open University and the University of Cagliari and domain experts from
Springer Nature, who manually revised these categories and arranged the resulting
sectors in a two-level taxonomy.

For example, the first level sector “energy" includes “nuclear power", “oil and gas
industry", and “air conditioning". Specifically, the INDUSO ontology contains the
following properties:

• the skos:broader property, which links the first level sectors to the second level
sectors.

• the prov:wasDerivedFrom property, which associates each of the 66 industrial
sectors to the original 699 sectors that were derived from DBpedia.

• the rdf:type property, which is used to define the 66 sectors as :industrialSector
and the original 699 sectors as :DBpediaCategory

To tag a document with INDUSO, we identify its affiliations on DBpedia using
the link between GRID and DBpedia and then retrieve the objects of the properties
About:Purpose and About:Industry. We then use the previously defined mapping
between DBpedia and INDUSO to obtain the industrial sectors.

For instance, a document with an author affiliation described in DBpedia as
‘natural gas utility’ is tagged with the second level sector ‘Oil and Gas Industry’
and the first level sector ‘Energy’.

2.5 AIDA Overview
In this section, we present an overview of AIDA and discuss some exemplary ana-
lytics supported by this resource.

Figure 2.3 shows the 16 high-level topics (direct sub-topics of Computer Science
in CSO) associated with most research articles in AIDA and reports the relevant
percentage of academic publications, industrial publications, academic patents, and
industrial patents.

These figures were computed by normalizing the number of documents associated
with a topic in a category (e.g., academic publications) with the total number of
documents in the same category. It should be noted that the percentages do not
add to 100% since documents can be associated with multiples topics.

Some topics, such as Artificial Intelligence and Theoretical Computer Science, are
mostly addressed by academic publications. Other ones, e.g., Computer Security,
Computer Hardware, and Information Retrieval attract a stronger interest from
the industry. The topics which are mostly associated with patents are Computer
Networks, Internet, and Computer Hardware.
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Figure 2.3: Distribution of the main topics.

Figure 2.4: Distribution of the topics in publications across time.

Figure 2.4 shows the percentage of publications from academia (A) and industry
(I) for the same 16 topics across three windows of time (1991-2000, 2001-2010, and
2011-2020). The split in three intervals of ten years is useful to highlight the trend
of each topic across the years.

Some evident trends include the sharp growth of Computer Security, Information
Retrieval, Computer Network, and Internet. Some other topics, such as Software
Engineering and Computer Aided Design appear to become less prolific over the last
years.

Figure 2.5 (Main Industrial Sectors I and Main Industrial Sectors II) shows the 16
industrial sectors associated with most research articles and reports their percentage
of publications and patents in AIDA.

Since AIDA mainly covers Computer Science, the most popular sectors (e.g.,
Technology, Computing and IT, Electronics, and Telecommunications, and Semi-
conductors) are linked to this field. However, we can also appreciate the solid pres-
ence of sectors such as Financial, Health Care, Transportation, Home Appliance,
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Figure 2.5: Distribution of the main industrial sectors.

and Editorial.
AIDA also enables to analyze how these sectors have a different composition in

regards to research topics. Table 2.4 highlights the key topics of a set of exemplary
sectors by reporting the difference between the normalized number of publications
in a sector and overall. The darker cells mark the main topics for each sector.
For instance, the publications written by authors from the Semiconductor sector
refer to the topics Computer Aided Design 90% more frequently than the average
publication.

Table 2.4: Topic composition of some prominent industrial sectors. In bold the
highest value for each row.
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Artificial Intelligence 9% 5% 9% -17% 0% 22% 8% -6%
Computer Aided Design -21% -27% -2% 90% 1% -5% 2% -36%
Computer Hardware -7% 7% -7% 31% -5% -12% -9% -17%
Computer Network -3% 17% -9% 11% -9% -18% -15% -8%
Computer Programming 18% -19% -1% 12% 52% -31% -16% -32%
Computer Security 6% -1% -2% -27% -1% 9% -35% 21%
Computer Systems 1% 1% -3% 1% 4% -2% -12% -10%
Computer Vision -7% -1% 21% -16% -29% 44% -7% 52%
Data Mining 28% -25% 12% -35% 49% -18% -34% -17%
Human-computer Inter. 14% -9% 8% -41% 9% -21% -6% 32%
Information Retrieval 6% -16% 14% -55% -6% 71% -37% 29%
Information Technology 20% -15% -5% -41% 55% 13% -41% -20%
Internet 4% 13% -6% -1% 1% -19% -24% -4%
Operating Systems 14% -40% -8% 1% 61% -24% -55% -30%
Robotics 3% -1% 16% -14% -9% -18% 322% 15%
Software Engineering 22% 16% 6% 2% 55% -24% 20% -31%

The industrial sectors have a very distinct composition, even when considering
just the high-level topics in the table. For instance, the Automotive sector focuses
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mainly on Robotics, Software Engineering, and Artificial Intelligence; the Telecom-
munications sector mainly focuses on Computer Network, Internet, and Computer
Hardware; and the Photography sector on Information Retrieval, Computer Vision,
and Artificial Intelligence.

AIDA can also be queried via triplestore using SPARQL27. The ontological
schema of AIDA allows users to formulate queries about topics, industrial sectors,
and affiliation types associated with articles and patents. In the Appendix of this
manuscript we report a selection of sample queries that can be run on our SPARQL
endpoint.

2.6 Sustainability

We plan to keep maintaining and updating the resource in the following years. For
this reason, we set up an automatic pipeline that will update the data every 6
months.

At the end of 2021 Microsoft decommissioned the MAG project28. We thus
decided to introduce two additional datasets within our integration pipeline: Ope-
nAlex29 and DBLP30. We included OpenAlex because it shares the same schema
with MAG and it has a low cost of integration. However, since OpenAlex does not
disambiguate conferences yet, we leveraged the conference representation of DBLP,
by mapping papers across the two datasets. To achieve this, we designed a two-stage
pipeline. We firstly mapped papers with the same DOI. Then, for the conferences
that do not assign DOIs to articles (e.g., AAAI, NeurIPS), we mapped the papers
across the two datasets by computing the string similarity of their titles. Future
versions of AIDA KG and the generated analytics will be based on these newly
integrated datasets.

2.7 Evaluation

The following sub-sections describe the evaluations performed for assessing the topic
classification, the academia/industry classification, and the industrial sector classi-
fication.

27AIDA triplestore - http://w3id.org/aida/sparql
28Next Steps for Microsoft Academic – Expanding into New Horizons

- https://www.microsoft.com/en-us/research/project/academic/articles/
microsoft-academic-to-expand-horizons-with-community-driven-approach/

29OpenAlex - https://openalex.org
30DBLP - https://dblp.org

http://w3id.org/aida/sparql
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-to-expand-horizons-with-community-driven-approach/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-to-expand-horizons-with-community-driven-approach/
https://openalex.org
https://dblp.org
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2.7.1 Topic Classification

We compared the CSO Classifier, which we use to annotate documents according
to their topics, against thirteen unsupervised approaches using a gold standard
made of 70 most cited papers [138] within the fields of Natural Language Processing
(23 papers), Semantic Web (23), and Data Mining (24). We chose the most cited
papers since this solution offers a simple, deterministic, and not arbitrary selection
criteria. The 70 papers were annotated by 21 human experts. Each human expert
annotated 10 papers; each paper was annotated by 3 human experts resulting in
210 annotations overall. The 21 experts were researchers working in different areas
of Computer Science with over 5 years of experience. They were asked to read title,
abstract and keywords and assign all the relevant topics from the CSO ontology so
as to emulate the classifier’s task. Each paper was associated with 14 ± 7.0 topics
using the majority voting strategy.

The inter-annotator agreement was 0.45 ± 0.18 according to Fleiss’ Kappa, re-
sulting in a moderate inter-rater agreement.

It should be noted that this range of agreement is normal when using a large
number of granular categories, such as the 14K topics in CSO.

In Table 2.5 we report the values of precision, recall, and F1 of all tested classi-
fiers.

The first eight classifiers are based on TF-IDF and Latent Dirichlet Allocation
(LDA) [33], and their performance did not exceed a F1 of 30.1%. For each paper,
TF-IDF returns a ranked list of words according to their TF-IDF score. The TF-
IDF-M classifier, instead, returns the set of CSO topics having Levenshtein similarity
higher than 0.8 with the words with the best TF-IDF score. This threshold was set
empirically, because it yielded the best performance for the baselines.

LDA100, LDA500, LDA1000 are three LDA classifiers, respectively trained on
100, 500 and 1000 topics. These three classifiers select all LDA topics with a prob-
ability of at least j and return all their words with a probability of at least k. The
best values of j and k were found performing a grid search. In a similar way, we
trained LDA100-M, LDA500-M, and LDA1000-M, but the resulting keywords are
then mapped to the CSO topics, as for TF-IDF-M.

W2V-W processes the input document with a ten-words sliding window, and
uses the word2vec model to identify CSO topics that are semantically similar to the
embedding of the window. The embedding of the window are obtained by averaging
the embeddings of the single tokens.

STM is the classifier originally adopted by Smart Topic Miner [119], the ap-
plication used by Springer Nature for classifying proceedings within the Computer
Science domain. It detects exact matches between the terms extracted from the text
and the CSO topics. SYN represents the syntactic module of the CSO classifier, in-
troduced in [141]. SEM consists of the semantic module of the CSO classifier. INT
represents a hybrid version that returns the intersection of the topics produced by
the SYN and SEM modules. Finally, CSO-C is the default implementation of the
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Table 2.5: Values of precision, recall, and f-measure. In bold the best results.
Classifier Description Prec. Rec. F1

TF-IDF TF-IDF 16.7% 24.0% 19.7%
TF-IDF-M TF-IDF mapped to CSO concepts 40.4% 24.1% 30.1%
LDA100 LDA with 100 topics 5.9% 11.9% 7.9%
LDA500 LDA with 500 topics 4.2% 12.5% 6.3%
LDA1000 LDA with 1,000 topics 3.8% 5.0% 4.3%
LDA100-M LDA with 100 topics mapped to CSO 9.4% 19.3% 12.6%
LDA500-M LDA with 500 topics mapped to CSO 9.6% 21.2% 13.2%
LDA1000-M LDA with 1,000 topics mapped to CSO 12.0% 11.5% 11.7%
W2V-W W2V on windows of words 41.2% 16.7% 23.8%
STM Classifier used by STM 80.8% 58.2% 67.6%
SYN Syntactic module 78.3% 63.8% 70.3%
SEM Semantic module 70.8% 72.2% 71.5%
INT Intersection of SYN and SEM 79.3% 59.1% 67.7%
CSO-C The CSO Classifier 73.0% 75.3% 74.1%

CSO Classifier which produces the union of the topics returned by the two mod-
ules. The overall values of precision and recall for a given classifier are computed
as the average of the values of precision and recall obtained over the papers. The
data produced in the evaluation, the Python implementation of the approaches, and
the word embeddings are available at http://w3id.org/cso/cso-classifier. To
note that TF-IDF-M, LDA100-M, LDA500-M, LDA1000-M, W2V-W, STM, SYN,
SEM, INT, and CSO-C are all general algorithms that classify a text according to
the categories from an input taxonomy. Therefore, no method is specifically biased
towards CSO.

The LDA500-M and TF-IDF-M approaches performed poorly with an f-measure
of 30.1%. STM and SYN yielded a very good precision of, respectively, 80.8% and
78.3%. These methods were able to find topics explicitly mentioned in the text,
which tend to be very relevant. However, they suffered from a low recall, 58.2%,
and 63.8% respectively, as they failed to identify more subtle topics. SEM had lower
precision than SYN but higher recall and f-measure, suggesting that it can identify
further topics that do not directly appear in the paper. INT generated a higher
precision (79.3%) compared to SYN and SEM (78.3% and 70.8%), but it did not
yield a good recall dropping to 59.1%. Finally, CSO-C outperformed all the other
methods in terms of both recall (75.3%) and f-measure (74.1%).

It should be noted that a F1 in the 70%-75% range is remarkably good, given
the granularity of the topics in the benchmark, and consistent with the results of
other studies that used large classification schemas (e.g., MeSH [50]).

Indeed, the agreement (computed with Fleiss’ Kappa) among the three anno-
tators which created the gold standard was 0.451 ± 0.177, indicating a moderate
inter-rater agreement [82]. When adding the CSO Classifier as fourth annotator the
agreement lowers only slightly to 0.392 ± 0.144. The difference with human anno-
tators may completely disappear when considering a simpler classification schema.
A recent experiment using the CSO Classifier for assisting systematic reviews [118]
reported that its performance were not statistically significantly different from the

http://w3id.org/cso/cso-classifier
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ones of six senior researchers (p=0.77) when classifying 25 papers according to five
main sub-topics of Software Architecture. We report in Table 2.6 the degree of
agreement between the annotator (including also CSO-C), computed as the ratio of
papers which were tagged with the same category by both annotators.

Table 2.6: Agreement between annotators (including the CSO classifier) and average
agreement of each annotator according to the evaluation in [118]. In bold the best
agreements for each annotator.

CSO-C User1 User2 User3 User4 User5 User6

CSO-C - 56% 68% 64% 64% 76% 64%
User1 56% - 40% 56% 36% 48% 44%
User2 68% 40% - 64% 52% 76% 64%
User3 64% 56% 64% - 52% 64% 68%
User4 64% 36% 52% 52% - 64% 52%
User5 76% 48% 76% 64% 64% - 72%
User6 64% 44% 64% 68% 52% 72% -

Av. Agreement 66% 45% 58% 59% 51% 63% 60%

Since its introduction, in 2019, the CSO Classifier was adopted by several appli-
cations and research efforts [55, 45, 75, 166]. For instance, [55] used it for annotating
the articles from the DBLP computer science library. [45] integrated it in ArtSim,
an approach for predicting the popularity of new research papers. [166] classified
1.5M papers and use such topical representation for identifying experts that share
similar publishing habits. Finally, [75] developed an ontology-based framework that
integrates CSO and the CSO Classifier for retrieving journal articles from academic
repositories and dynamically expanding the ontology with new research areas.

2.7.2 Academia/Industry and Industrial Sector Classifica-
tions

In order to evaluate the quality of the academia/industry classification in AIDA
we randomly selected 100 papers:

(i) 33 academic papers meaning that all the authors of each paper are reported
with academic affiliations only;

(ii) 33 industry papers, whose authors are reported with affiliation in the industry
only;

(iii) 34 collaborative papers, meaning that each paper in this set includes authors
with affiliations from academia and authors with affiliations from the industry.

We then asked three independent researchers to manually annotate each paper as
‘academic’, ‘industrial’, or ‘collaborative’ according to the classification above. They
were allowed to check online whether a certain institution was academic or industrial.
The average agreement score of the three experts was 92.6%. We generated a gold
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Table 2.7: Performance of industrial sector classification task.
Industrial Sector Precision Recall F1-Score

Automotive 1.000 1.000 1.000
Healthcare 0.894 0.894 0.894
Computing and it 0.850 0.809 0.829
Electronic 0.700 0.777 0.736
Telecommunication 0.944 0.894 0.918
Macro Average 0.877 0.875 0.875
Weighted Average 0.879 0.875 0.877

standard by using a majority voting strategy. That is, if a paper was considered an
academic paper by at least two researchers, it was labeled as such. There were not
cases where a paper was annotated with three different classes by the researchers.

The resulting gold standard perfectly matched the automatic classification.

To evaluate the accuracy of our approach for identifying the industrial sectors
of a document, we selected 100 organizations equally divided (20 per each indus-
trial sector) among telecommunication companies, healthcare companies, automo-
tive companies, computing and information technology companies, and electronic
companies.

We then asked three independent experts (three senior researchers working
within ICT companies and with computer science background) to annotate each
organization among the five classes above (or the other category if none of the pre-
vious categories was appropriate). The average agreement score of the experts was
84.0%.

We created a gold standard using a majority voting strategy. For instance, if
a company was classified as healthcare by at least two experts, then its label was
healthcare. To note that for each company at least two experts always gave the same
label. We then performed a precision-recall analysis of the categories forecasted
by our approach and, for each category, we obtained the performance shown in
Table 2.7.

It is interesting to note that, while the performance of our approach is overall
quite good, it can differ according to the category. For example it is quite easy to
recognize organizations in the ’Automotive’ sector, but much less so to identify the
ones in ’Electronic’. The same issues also affected human annotators. An analysis
of the results seem to suggest that some categories (e.g., Electronic) are potentially
more ambiguous according to both human annotators and the linked categories on
DBpedia. Conversely, some other categories are more well defined and relatively
easy to identify.

In conclusion, the evaluation substantiated that our approaches for classifying
documents work remarkably well, performing similarly to human annotators.
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2.7.3 Impact Forecasting

In this section, we present an evaluation of the ability of AIDA to support machine
learning forecasters for predicting the impact of research topics on the industry,
which is a typical task in the study of academia/industry relationship [8, 48, 176,
94, 127]. Traditionally, the influence of research topics on the industry has been
assessed through the quantification of relevant patents. For example, within the
AIDA dataset, the research topic labeled as wearable sensors was granted a mere
2 patents in the year 2009. Subsequently, in the ensuing years, a multitude of
companies increased their investments in this domain, leading to the submission
of numerous patents. By 2018, this concerted effort culminated in the issuance
of 135 patents in this field. Naturally, the ability to predict such dynamics holds
considerable advantages for companies seeking to maintain a position at the forefront
of innovation and anticipate evolving market trends.

The literature proposes a range of approaches to patent and technology predic-
tion through patent data, using for instance weighted association rules [8], Bayesian
clustering [48], and various statistical models [94] (e.g., Bass, Gompertz, Logistic,
and Richards). In the last few years, we saw also the emergence of several approaches
based on Neural Networks [176, 127], which lately obtain the most competitive re-
sults. However, most of these tools focus only on patents, since they are limited by
current datasets that do not typically integrate research articles nor can they distin-
guish between documents produced by academia or industry. We thus hypothesized
that a knowledge graph like AIDA which integrates all the information about publi-
cations and patents and their origin should offer a richer set of features, ultimately
yielding a better performance in comparison to approaches that rely solely on the
number of publications or patents [176, 48, 94, 127].

To examine this hypothesis, we established a gold standard by associating each
topic in AIDA with time-frames of five years during which the respective topic
had not yet surfaced, as evidenced by fewer than 10 patents. These samples were
categorized as True if the topic subsequently generated more than 50 industrial
patents (PI) over the subsequent 10 years, and classified as False otherwise. Each
sample was then linked to six time series, encompassing the following: the count of
research articles (R), the count of patents (P), the count of research articles from
academia (RA), research articles from industry (RI), patents from academia (PA),
and patents from industry (PI). As an illustration, consider the sample related to the
topic wearable sensors in the time-frame 2005-2009. This sample involves six series
(R, P, RA, RI, PA, PI), detailing the number of documents within each category
during those five years, and it is labeled as True because wearable sensors eventually
produced more than 50 industrial patents (PI) in the subsequent years. In total,
the resulting dataset comprises 9,776 labeled samples.

We trained five machine learning classifiers on this gold standard: Logistic
Regression (LR), Random Forest (RF), AdaBoost (AB), Convoluted Neural Net-
work (CNN), and Long Short-term Memory Neural Network (LSTM). LR, RF, and



42 CHAPTER 2. ACADEMIA/INDUSTRY DYNAMICS (AIDA) KNOWLEDGE GRAPH

Table 2.8: Performance of the five classifiers on 17 combinations of time series. In
bold the best F1 (F) for each combination. The table and the experiments were
previously reported in [136].

AB use the standard implementation of scikit-learn 0.22. CNN and LSTM were
implemented using Tensorflow and Keras. CNN was composed of two Convolu-
tion1D/MaxPooling1D layers and one output layer computing the softmax function.
LSTM uses one LSTM hidden layer of 128 units and one output layer computing the
softmax function. We used both binary cross-entropy as loss functions and trained
them over 50 epochs.

We ran each of the classifiers on research papers (R), patents (P), and the 15
possible combinations of the other four-time series (RA, RI, PA, PI) to assess which
set of features would yield the best results. We performed 10-fold cross-validation of
the data and measured the performance of the classifiers by computing the average
precision (P), recall (R), and F1 (F). The dataset, the results of experiments, the
parameter, and implementation details, and the best models are available at http:
//aida.kmi.open.ac.uk.

Table 2.8 shows the results of our experiment. LSTM outperforms all the other
solutions, yielding the highest F1 for 12 of the 17 feature combinations and the
highest average F1 (73.7%). CNN (72.8%) and AB (72.3%) also produce competitive
results.

As our hypothesis pointed, the utilization of the complete set of features available
in AIDA (RA-RI-PA-PI) demonstrates a substantial increase in performance, with

http://aida.kmi.open.ac.uk
http://aida.kmi.open.ac.uk
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a statistically significant improvement (p < 0.0001) leading to an F1 score of 84.6%.
In contrast, the version employing only the number of patents issued by companies
(74.8%) lags behind in performance. Furthermore, when considering the origin of
the publications and patents (academia and industry), performance is further en-
hanced. The inclusion of RA-RI (80.7%) shows a substantial, statistically significant
(p < 0.0001) improvement over using solely R (68.2%). Similarly, PA-PI (75.2%)
exhibits a marginal superiority compared to P (74.8%). These results confirm the
value of AIDA’s more detailed representation of the document origin in significantly
enhancing the predictive performance.

Another interesting outcome is that, when considering only one of the time
series, the number of publications from industry (RI) is a significant (p=0.004)
better indicator than patents from industry (PI), yielding an F1 of 76.9%, followed
by RA, and PA. The best combination of two-time series is RI-PI (81.4%), while
the best combination of three-time series is RA-RI-PI (84.7%).

In conclusion, the experiments substantiate the hypothesis that the granular
representation of publications and patents in AIDA can support effectively deep
learning approaches for forecasting the impact of research topics on the industrial
sector. It also validates the intuition that including features from research articles
can be very useful when predicting industrial trends.



44 CHAPTER 2. ACADEMIA/INDUSTRY DYNAMICS (AIDA) KNOWLEDGE GRAPH



Chapter 3

AIDA Dashboard



46 CHAPTER 3. AIDA DASHBOARD

3.1 Introduction

Scientific venues are essential for developing active research communities, promot-
ing the cross-pollination of ideas and technologies, bridging between academia and
industry, and disseminating new findings. This is particularly true in the fast-paced
field of Computer Science, where conferences are usually the first venue in which re-
searchers present new research efforts [59]. Indeed, each research area in Computer
Science is typically associated with a set of venues that help to define and evolve
the main challenges and paradigms. Analyzing and monitoring scientific venues is
thus crucial for all users who need to take informed decision in this space, such
as researchers, scientific editors, developers, government, funding bodies, and other
relevant stakeholders.

In this chapter we will analyse the AIDA Dashboard, a web application for
analyzing and comparing scientific venues, combining machine learning solutions,
semantic technologies, and visual analytics.

The AIDA Dashboard introduces three novel features in order to address the
limitations of current tools. First, it provides an interface for comparing and ranking
venues within specific fields (e.g., Digital Libraries) according to different metrics
and time-frames (e.g., the last five years).

Second, it characterises venues according to 14K research topics from the Com-
puter Science Ontology (CSO). The reader notes that the CSO allows us to struc-
ture the research topics within the venues according to a very granular represen-
tation [126]. For instance, the topic “Machine Learning” is composed of 760 more
specific sub-topics, such as “Denoising Autoencoders” and “Fuzzy Neural Networks”.
This allows us to both offer a high-level representation that can be understood by
less expert users, but also zoom in on very specific concepts and analyse their trends
in time.

Finally, it enables users to analyse the involvement of industry in a venue by
i) assessing the impact of commercial organizations across time, ii) reporting the
ratio of publications from industry, academia, or collaborative efforts, and iii) cate-
gorising industrial contributions according to 66 industrial sectors (e.g., automotive,
financial, energy, electronics) from the Industrial Sectors Ontology (INDUSO)1.

The AIDA Dashboard is available at http://w3id.org/aida/dashboard. The
current version covers from 1990 to 2022. We are currently working on integrating
up-to-date data.

The rest of the chapter is organized as follows. In paragraph 3.2, we review
the literature on systems and datasets for assessing scientific venues. Paragraph
3.3, we describe the current limitations of the available tools for analyzing scientific
venues. In paragraph 3.4, we describe the AIDA Dashboard in details. Paragraph
3.5 presents the user study.

1INDUSO - http://w3id.org/aida/downloads/induso.ttl

http://w3id.org/aida/dashboard
http://w3id.org/aida/downloads/induso.ttl
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3.2 Background
In this section, we review the relevant literature focusing on two aspects:

i) tools for supporting the assessment of scientific venues, and

ii) scientometrics tools for assessing research trends.

3.2.1 Tools for assessing venues

Several academic search engines and bibliometric tools allow users to explore the
venue space. Microsoft Academic, which builds on MAG, provides several analyt-
ics about venues. These include number of papers, citations, related conferences,
main topics, publications, authors, and main institutions. However, it does not al-
low users to compare conferences or to analyse the evolution of research topics in
time. AMiner and Semantic Scholar allow users to browse venues, but they report
only the most prominent authors and the relevant papers. Scholia2 [110] is a Web
service that creates scholarly profiles for topics, people, organizations, and venues
according to the information in Wikidata3. When a venue is selected, Scholia re-
ports all relevant proceedings, the main articles ranked by their citations, and the
main topics, authors, and organizations. However, the data in Wikidata is far from
being comprehensive. Moreover, the topics are associated with the venue series as
a whole and thus they cannot be used to assess the evolution of the venue across
time. The Scopus web application offers several analytics regarding researchers and
articles. It links papers to venues, but does not aggregate the latter in venue items.
Therefore, it is unable to support significant analyses on venues. Lens.org4 [72] is
a web application that integrates data from MAG, Crossref, Core, and PubMed.
It supports the analysis of several scholarly entities such as authors, institutions,
contries, journal, conferences, topics, and others. Being based on MAG, it offers the
same advantages and limitations of Microsoft Academic.

Overall, all these systems are limited by background data that offer only a coarse-
grained representation of venues and their relevant actors (e.g., authors, organiza-
tions, countries). For this reason, our first step in the creation of the AIDA Dash-
board was the integration and enrichment of several knowledge graphs with the aim
of creating more comprehensive metadata about scientific venues.

Our aim, is to identify the main venues in specific fields (e.g., Neural Networks or
Digital Libraries instead of the general ones, like Artificial Intelligence), and analyse
how they rank in terms of number of publications or average citations as well as
whether their scope has changed over the years. To this end, given a venue, we
determine its research topics and how they develop over time, so as to understand
its status and support stakeholders in making data-informed decisions.

2Scholia - https://scholia.toolforge.org
3Wikidata - https://www.wikidata.org
4Lens.org - https://www.lens.org

https://scholia.toolforge.org
https://www.wikidata.org
https://www.lens.org
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3.2.2 Other Scientometric tools

In this section, we report additional state-of-the-art tools, which do not directly
support the assessment of venues but have the potential to be extended towards
such a direction [163, 64, 158, 77, 5].

Van Eck et al. [163] developed VOSviewer, a tool for creating and visualising
networks of publications, researchers, organizations, countries, keywords, and jour-
nals. VOSviewer takes as input bibliographic database files (e.g., from Dimensions or
Scopus) and builds co-authorship, co-occurrence, citation, bibliographic coupling, or
co-citation networks. Ideally, one can download a small dataset concerning a given
conference and use such a tool to gain early insights on that conference.

Guilarte et al. [64] developed an interactive tool that leverages citations to
visualise branches of science and identify main experts. Specifically, this tool has
been applied to the problem of finding potential experts that act as peer reviewers of
a target paper. This approach is based on the premise that if a target paper shares
similar scientific issues or concerns with some of its references, then the authors
of such references can be considered experts. This approach can be potentially
extended to analyse whole conference proceedings, to assess the potential experts
of that given conference, and even suggest who can act as a programme committee
member.

Tosi et al. [158] developed SciKGraph, an approach that takes advantage of se-
mantic technologies and natural language processing to structure research fields from
research papers. Specifically, given a corpus of papers, it identifies their concepts
and builds a knowledge graph based on their co-occurrence in papers. Concepts
are then clustered to show how a scientific area is organised. This approach can
be adapted to work on research papers of a single conference to identify its main
areas and sub-areas, or analyse research papers of several conferences and identify
the similar ones through their topical characterisation.

In general, although these approaches mainly focus on tasks that are differ-
ent from analysing conferences, with a little adaptation they can support users
in improving their understanding of conferences. On the other hand, the AIDA
Dashboard focuses specifically on conferences and offers a more integrated suite of
analytics in this space.

Furthermore, the above systems do not take into account how much a venue
attracts industrial organizations or what relevant industrial sectors are attending
the venue. Another goal of the dashboard is to analyse the involvement of the
industrial sectors within venues and research topics to provide useful information
also to funding agencies.
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3.3 Open Issues

Current scholarly search engines and bibliometric applications provide a wide variety
of functionalities to support the exploration of research data and produce various
kinds of analytics. These include Semantic Scholar5, Dimensions6 Scopus7, Web of
Science8, AMiner9, and many others. However, these tools only provide a limited
set of analytics and metrics for assessing research venues, limiting our ability to
perform a comprehensive analysis of these events.

In this paragraph, we focus on three main limitations of these systems. First,
they do not support a granular comparison of all the venues in a field according
to various metrics in time. Google Scholar allows users to rank a limited set of
venues, but only according to a course-grained taxonomy of fields and one metric
(h5-index). For instance, the field of Artificial intelligence is one of the leaf categories
and includes only 20 conferences. Conversely, we would like to identify the main
venues in more specific fields, such as Neural Networks or Digital Libraries, how
they rank in terms of average citations or number of publications, and how they
evolved in the last few years.

Second, current tools do not allow users to analyze the research topics of a venue
and their evolution over the years. Conversely, it can be argued that examining these
trends is critical to assess the status of a venue and to predict its future performance.

Third, current systems do not take in consideration the industrial involvement
in a venue. In particular, they do not report to which degree a venue attracts
commercial organizations or what are the relevant industrial sectors. This is a
significant missed opportunity since venues are one of the premium public venues
in which industry and academia interact and their analysis can offer important
insights on how the research in a field is being carried out, supported, or reused
by specific industrial sectors. For instance, large tech companies such as Alphabet
(Google’s parent company), Facebook (now Meta), Microsoft, and IBM became
extremely active producing fundamental approaches in the field of Neural Networks
in the last few years [99]. Also worth to note that reporting collaborations with non-
academic partners is becoming an important metric for funding agencies. Knowledge
institutions have to report those to both their funding agencies and the EU. This
creates an incentive for academics to collaborate with the industry and to look for
suitable venues.

In order to address these issues, we developed the AIDA Dashboard, a web appli-
cation for analyzing and comparing scientific venues which combines machine learn-
ing solutions, semantic technologies, and visual analytics. The AIDA Dashboard
was developed in collaboration with Springer Nature with the aim of assisting ed-

5Semantic Scholar - https://www.semanticscholar.org/
6Dimensions - https://app.dimensions.ai/discover/publication
7Scopus - https://www.scopus.com
8Web of Science - https://www.webofknowledge.com
9AMiner - https://www.aminer.cn/

https://www.semanticscholar.org/
https://app.dimensions.ai/discover/publication
https://www.scopus.com
https://www.webofknowledge.com
https://www.aminer.cn/
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itors in assessing venues for informing editorial and business decisions. However,
it evolved in a more general tool that can produce a wide range of analytics and
support multiple use cases.

3.4 Dashboard

In this paragraph we will analyze the process of manipulation of AIDA-KG data in
order to: 1) build the analytics for the venues, 2) classification of venues with their
research areas of interest, 3) the web interface and its functionalities

3.4.1 The Back-end: Generation of the AIDA Dashboard
Dataset

The back-end of the AIDA Dashboard iterates on the venues in AIDA, for each of
them computing a set of analytics, and storing the outcome in a collection of JSON
files. All the information about a specific conference is thus contained in a single
file identified by the conference ID in AIDA. We plan to perform this computation
every two months. We label the resulting dataset The AIDA Dashboard Dataset
and release it to the wide community. The aim is to support other tools as well as
further scientometrics analysis. The current version is available at http://aida.
kmi.open.ac.uk/downloads. We plan to release regular updates of this dataset,
every six months.

The AIDA Dashboard dataset describes a venue according to: 1) a set of general
metrics, 2) the top authors, organizations, countries, and topics associated with
different metrics in time, 3) information about the dynamics between academia and
industry in the conference, and 4) the focus areas of the conference. The focus areas
are a set of high-level topics that the AIDA Dashboard uses for comparing similar
conferences. In the following we will detail the process for generating these data
from the AIDA knowledge graph.

First, given an input venue, we query the AIDA knowledge graph to gather
information such as the name of the venue, its acronym, when it was held, and the
total number of publications and citations received by the articles published in its
proceedings over the years.

The latter are used to compute h-index, h5-index and the impact factor (over the
last 2 years). We compute all these metrics considering the set of papers accepted
by the conference, following the same procedure of other systems in this space such
as Google Metrics. For instance, we calculate the h5-index over the set of articles
published in the conference during the last 5 years.

We then count the number of publications and citations associated with four
categories of scholarly items: authors, organizations, countries, and topics. Next, we
select the top 100 of each category in terms of publications and the top 100 in terms
of citations. Each of the resulting item is associated with its number of publications

http://aida.kmi.open.ac.uk/downloads
http://aida.kmi.open.ac.uk/downloads
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and citations across the years. For some categories (e.g., authors, organizations)
their h-index and h5-index were also computed. Since the distribution of the main
topics tends to include several generic high-level topics even when they are under-
represented in the specific venue, we also extract an additional set labelled fingerprint
topics. These are the top 100 topics that in the conference received a percentage
of publications and venue higher than their average in the whole Computer Science
domain. They are selected by computing the difference between the distribution
of topics in the conference and the distribution of the same topics in the whole
computer science domain. For instance, the topic machine learning is assigned 40%
for NeurIPS (Neural Information Processing Systems) because in this conference
it appears in about 60% of the articles, while it appears in 20% of the papers in
Computer Science.

We then compute the number of publications and citations received from the
research papers written by academia, industry, and collaborations, and by the most
active industrial sectors.

Finally, we associated the input venue with its main focus areas. Each venue
receives a rank in each of these areas based on their average citations in a time
interval. For instance, NeurIPS was associated with the focus areas: Neural Net-
works (2nd overall in the last five years), Machine Learning (2nd), and Artificial
Intelligence (5th). The rank allows the users to easily determine the importance of
a conference in a field.

In the next paragraph we will describe the algorithm to generate focus areas of
a given venue.

Focus areas generation

Algorithm 1 shows the pseudo-code for identifying the focus areas of an input venue.
The main purpose of this approach is to determine the research topic that is the
most representative of the venue and then returns it together with its super-topics.
Simply selecting the topic with the highest frequency is not a good solution since
high-level topics are associated with all the publications of their sub-topics. For
instance, a naïve algorithm based on frequency may assign to NeurIPS the focus
area artificial intelligence, ignoring what component of AI is more prominent in this
case. Conversely, we may detect that the large number of publications associated
with AI is mainly due to the prominence of the sub-topic machine learning, and
in turn that the majority of articles associated with this area are from the specific
sub-topic neural networks. Therefore, our approach first orders the topics according
to their number of publications (line 1). Topics are then (line 2) filtered by using a
whitelist. Next, we fetch (line 3) the total number of publications of the venue. The
algorithm iterates on all the topics (line 6) and selects the first topic as candidate
focus area (lines 9-11). For the other topics, it checks whether it is a descendant of
the current candidate (first condition, line 12), and if it is the main reason for its
high frequency of publications (second condition, line 12). It does so by assessing
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Algorithm 1: Focus Areas Generation.
Input : Venue ID venue, Threshold for taking a sub-area subtopic_thr,

Whitelist of areas whitelist
Output: Set of Focus Areas focus_areas

1 topics ← getVenueSortedTopics (venue);
2 topics ← filter (whitelist, topics);
3 publications_c ← getTotalPublications (venue);
4 candidate ← NULL;
5 candidate_impact ← 0;
6 foreach topic in topics do
7 publications_t ← getNumberOfPubs (topic, venue);
8 impact = publications_t/publications_c;
9 if candidate is NULL then

10 candidate ← topic;
11 candidate_impact ← impact;
12 else if (topic is descendant of the candidate) AND

(impact/candidate_impact > subtopic_thr) then
13 candidate ← topic;
14 candidate_impact ← impact;
15 focus_areas ← expand (candidate);
16 return focus_areas

if the percentage of the candidate publications associated also with the sub-topics
is higher than a threshold (line 12, subtopic_thr=0.6 in the prototype). If this is
the case, it selects the sub-topic as new candidate (lines 13-14). Finally, it returns
(lines 15-16) the last candidate topic (e.g., neural networks) and all its super topics
(e.g., machine learning, artificial intelligence). When computing the focus areas for
all venues in Computer Science, the whitelist was first initialised to the full set of
topics in CSO. We then analyzed the distribution of the resulting focus areas and
generated a whitelist including the 166 focus areas that were associated with at least
5 conferences. The purpose of this operation is to discard minor areas not useful
for comparing a fair number of conferences and obtain a representative whitelist
which we feed to sequent executions of the algorithm. This whole process takes a
few minutes on an average machine and it is processed offline once a year.

3.4.2 The Web Interface

The Web interface of the AIDA Dashboard allows users to search for the full name or
the acronym of a conference using an autocomplete field. When a venue is selected,
it loads the corresponding JSON file from the back-end. It then produces interactive
views of the resulting analytics structured in eight tabs: Overview, Citation Analysis,
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organizations, Countries, Authors, Topics, Related Venues, and Industry.

Figure 3.1: AIDA Dashboard - the Overview tab of the NeurIPS conference.

The Overview tab is the introductory page of a venue, where the user is first
redirected. It provides general information about the conference performance and
trends. Figure 3.1 shows as example the Overview tab of the NeurIPS conference.
This page is organized in two sections. The bar on the left gives information and
metrics (e.g., the period of activity, the total number of publications and citations,
the h5-index) about the underlying conference. It also provides general information
about the average h-index of the organizations and authors who published in the
conference as well as the average citations received by the published papers. In
the lower part, it reports the focus areas and the rank of the conference in each of
them (according to the average citations in the last 5 years). The section on the
right provides several charts about the number of publications and citations over
the years, the main authors and organizations in terms of publications (in the last
10 years), and the top fingerprint topics in terms of publications and citations (in
the last 10 years).

The Citation Analysis tab reports the evolution in time of several citation-
based metrics such as the impact factor and the average citations for paper. It also
shows the evolution of the rank and the percentile of the venue in the focus areas.
For instance, in Figure 3.2 we can see that NeurIPS has been among the top two
conferences in Neural Networks and Machine Learning and the top ten conferences
in Artificial Intelligence for the last 20 years. This visualization is typically used
by Springer Nature editors to assess the performance of venues within different
communities.
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Figure 3.2: Portion of the Citation Analysis tab - The ranking of NeurIPS its focus
areas.

The Organizations tab shows several analytics about the main institutions
active in the venue. In this section the users can assess the main organizations
according to their number of publications, citations, and average citation. Orga-
nizations can also be filtered according to their types (academia, industry, or all).
The default interface used by the dashboard for reporting these data is a bar chart
in which each item is associated with the total of the metric in a period (e.g., last
five years). The user can also change this view (using the ‘time-based’ button) to
a line-chart showing the same data across the years, which allows users to easily
analyze trends in time.

The Authors tab uses the same interface for displaying the main researchers
associated with their number of publications, citations, and average citations. The
researchers can also be sorted by their overall H-index and H5-index, in order to
quickly identify high impact researchers. Figure 3.3 shows the authors from NeurISP
ordered according to their number of citations in the last five years. Editors at
Springer Nature typically use the Organizations and Authors tabs to assess the
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Figure 3.3: Portion of the Authors tab - Authors ranked by citations in NeurIPS.

quality of researchers and organizations attracted by the venues. This is particularly
important for assessing relatively young venues that may not yet have developed a
strong citation record.

The Countries tab allows the users to analyze the contribution of specific coun-
tries. The user can switch between the Chart view and the Map view. The first one
shows the set of countries according to their number of publications, citations, and
average citations. The second view arranges the information about the frequency of
articles by country in a world map.

The Topic tab allows the users to analyze the topic trends over time. Specifically,
it shows two selections of topics: main topics and fingerprint topics, discussed earlier
in the paper. Figure 3.4 shows the main topics of NeurIPS. On the left side we
indicate the percentage of publications in which the underlying topic appears. On
the right side we show the number of citations received by articles in which the topic
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Figure 3.4: AIDA Dashboard - the Topics tab of the NeurIPS conference.

appears.
The Related Venues tab allows the users to compare the underlying venue

against all the others venues of the same type in the same fields according to their
number of publications, citations, and average citations for paper (e.g., if a confer-
ence is selected it will be compared against all the other conferences in the same
field, if a journal is selected it will be compared against all the other journals). The
user can contextualise the comparison to different fields. For example, the NeurIPS
conference can be compared with all the other conferences in the fields of Neural
Networks, Machine Learning, and Artificial Intelligence. Figure 3.5 shows the com-
parison of NeurIPS with the other top conferences in Artificial Intelligence. The
conference in analysis is highlighted in red.

Finally, the Industry tab reports the number of publications and citations from
academia, industry, and collaborative efforts as well as the industrial sectors analysis.
The latter shows the percentage of produced publications and citations received by
companies in different industrial sectors. Figure 3.6 shows the trend of publications
received by companies in different industrial sectors.

3.4.3 Advanced Search

Figure 3.7 displays the Advanced Search panel, which allows users to browse and
compare venues according to their fields. The user can browse the different fields
using the selection menus and switch between journals and conferences with the
button in the upper right. For instance, a user checking all the conferences in the
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Figure 3.5: Portion of the Related Conferences tab - Conferences in Artificial Intel-
ligence ranked by average citations.

field “The Web” can decide to focus further the analysis and only show the subset of
venues within the sub-area “Semantic Web”. Clicking on a specific venue will bring
the user to the relevant venue panel.

Journals and conferences can be ranked according several metrics, including:

a) average citations received in the last five years,

b) average articles published in the last 5 years,

c) h5-index,

d) the average h5-index of the relevant organisations, and

e) the average h5-index of the relevant authors.
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The last two metrics are not typically offered by alternative systems, but are very
useful to identify emergent conferences that are attracting strong research groups
but may not have yet received a good number of citations. Venues can be also
ranked according to the set of external ratings discussed in Section 2.2.

3.5 Evaluation
In this paragraph, we discuss the results of a user study involving 10 senior re-
searchers.

3.5.1 User Study

We performed a user study on the AIDA Dashboard to assess the quality and use-
fulness of the analytics as well as the usability of the user interface. To this end,
we organised individual sessions with 5 SN editors and 5 researchers in Computer
Science. In each session, we first presented the AIDA Dashboard 2.0 for about 20
minutes. We then assigned to the users the task of analysing two venues and a
focus area of their expertise in order to assess the quality of the resulting analytics.
After the hands-on session the users filled a five-parts survey about their experience.
The first part covered the users background and expertise. The second part was a
standard System Usability Scale10 (SUS) [39] questionnaire to gauge the usability
of the AIDA dashboard. The third section asked the users to rate the quality of the
analytics for the two venues and the focus area on a Likert scale in the [1-5] range.
The fourth part included four open questions about strengths and weaknesses of
the dashboard asked to all users and two further questions that were asked only
to the editors. Finally, the fifth part asked to list at least three of the most useful
functionalities.

The data produced during the user study are available online11.

User Background

The five researchers in the user study are all senior researchers, with an average of
13.4 years of experience, and come from different institutions:

i) University of Cagliari (IT),

ii) Institute for Applied Informatics (DE),

iii) FIZ Karlsruhe – Leibniz (DE),

iv) University of Paris 13 (FR), and
10System Usability Scale (SUS) - https://www.usability.gov/how-to-and-tools/methods/

system-usability-scale.html
11AIDA Evaluations - https://w3id.org/aida/downloads#evaluation

https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html
https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html
https://w3id.org/aida/downloads#evaluation
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v) National Council of Research (IT).

The five editors are at various career stages (1, 5, 13, 21, and 25 years of experience)
and come from different departments within SN.

The areas of expertise of the 10 users include Artificial Intelligence, Natural Lan-
guage Processing, Semantic Web, Robotics, Machine Learning, Multimedia Systems,
and Theoretical Computer Science.

SUS questionnaire

The SUS questionnaire provided excellent results obtaining a score of 88.5/100 con-
sidering all users. This corresponds to the 97% percentile rank in terms of usability
(A+ grade) according to the SUS guidelines12. In general, editors were more severe
than researchers, mostly because they consider the dashboard an important working
tool and they where very motivated in suggesting further improvements. Indeed,
editors scored an average 84.5 SUS score (96% percentile rank), while researchers
yielded 92.5 (98%). This version of the dashboard (2.0) showed a better usability
than the previous one, which achieved a SUS score of 87.5 in a user study involving
10 researchers [22].

Figure 3.8 reports the average score given by researchers (red bars) and editors
(blue bars) to specific questions in the SUS questionnaire. Odd questions are positive
(a higher score is better) while even ones are negative (a lower score is better).

Overall, all the users found the system very easy to use (high values in question
3), they could easily learn the system (question 7), and they do not need support to
use the system (question 4). The editors found some inconsistency in the integration
of the functionalities (question 5). Finally, all users would like to frequently use the
dashboard (question 1).

Quality Assessment

We asked the users to evaluate the quality of the analytics produced by the AIDA
Dashboard for the two venues and the focus area according to a Likert scale. On
average, editors scored 3.8 for venues and 4 for focus areas, whereas researchers 4.2
for both venues and focus areas.

The range of fields and venues analysed by the users included Artificial Intelli-
gence (AAAI, ICML, EANN, NC&L, Machine Learning), Natural Language Process-
ing (EMNLP, ACL, EACL), Multimedia Systems (ACM Multimedia, Multimedia
Tools & Applications), Robotics (ICRA, IROS), The Web (The Web Conference),
Information Retrieval (SIGIR), Digital Library (TPDL), Semantic Web (ISWC),
and Theoretical Computer Science (Information & Computation, iConference).

12Interpreting a SUS score - https://measuringu.com/interpret-sus-score/

https://measuringu.com/interpret-sus-score/
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Open Questions

We summarise here the main feedback emerged from questions Q1-Q4 (all users)
and questions Q5-Q6 (only editors).

Q1. What are the main strengths of AIDA Dashboard? Users were
positively impressed by the easy and intuitive interface and the large amount of
analytics. Other positive feedback regarded the granularity of the topic classification
and the fact that the system addressed a real need in the community, i.e. analysing
and comparing venues.

Q2. What are the main weaknesses of AIDA Dashboard? Users listed a
range of issues that we plan to address in the future. One researcher suggested that
the major limitation is that the coverage is constrained to the Computer Science
domain. Another one reported some disambiguation issues, in particular regarding
authors with similar names. One more suggested that certain functionalities were
hard to locate because the second level tabs were not particularly discernible. One
editor mentioned the need of analysing venues in time ranges smaller than 5 years.
Another one criticised the current interface for navigating the taxonomy based on
selection menu. Finally, one editor did not find smooth the integration of journals
and conferences and asked to be able to compare both of them in the same panel.

Q3. Can you think of any additional features to be included in AIDA
Dashboard? Researchers mentioned: 1) adding more type of scholarly entities to
analyse (e.g., organisations, researchers), 2) the ability to compare specific charts
from different venues, 3) some additional metrics (e.g., number of papers that con-
tributed to the citation count), 4) various minor GUI improvements, and 5) the
ability to rank topics alphabetically. Editors mentioned:

1) the ability to directly compare conferences to journals; 2) a better integration
with the CSO taxonomy; 3) adding information about the publishers of the venues,
and 4) considering also books series.

Q4. How comprehensive/accurate do you consider the list of focus
areas associated with the venues in AIDA Dashboard? All the researchers
found the list of focus areas accurate and comprehensive. However, two of them
suggest that they were sometimes too broad and would have liked the ability to
browse venues also according to arbitrary research topics. Four editors found the
list very accurate and comprehensive, while one of them identified some missing
areas in their field of expertise and suggest edits for the Machine Learning branch
(already implemented in the current version).

Q5. In which way the AIDA Dashboard support your work? Two
editors reported that the system was very useful for supporting junior or new editors
in analysing specific research fields. Two found it very helpful in identifying notable
trends in venues topics and performing country-centric analysis. One found it very
useful in identifying and comparing venues. Some editors also highlighted how the
dashboard supports the detection of conferences and workshops that could produce
special issues about specific emerging topics.
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Q6. What competitive advantages would you say the AIDA Dash-
board provides with respect to Scopus/Google Scholar (if any)? One
editor pointed out that the AIDA Dashboard provides better visualisations as well
as more granular analytics compared to Scopus and Google Scholar. One consid-
ered the auto-suggested search more helpful and simpler than the one in Scopus
search. Finally, an editor found the AIDA Dashboard more powerful in analysing
conferences and journals, preferring instead Google Scholar for analysing individual
researchers or articles.

Best Functionalities

We asked the ten users to list at least three of the most useful sections of the
AIDA Dashboard. Figure 3.9 reports the user preferences. The Related Con-
ferences/Journals tab was the most appreciated section for both editors and re-
searchers. This highlights how comparing venues is a critical task that was not
well supported by previous solutions. Interestingly, researchers preferred the ana-
lytics about topics and citation analysis, while editors the analysis on authors and
organisations.
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Figure 3.6: Portion of the Industry tab - The main industrial sectors in NeurIPS
across time. The percentage indicates the fraction of papers published in the corre-
sponding year by companies of the underlying industrial sector.
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Figure 3.7: The Advanced Search Panel displaying conferences in Artificial Intelli-
gence ranked by h5-index.

Figure 3.8: The SUS Questionnaire results. Figure 3.9: Number of
votes received by each Sec-
tion/Functionality.
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Chapter 4

AIDA-Bot
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4.1 Introduction

In recent years, chatbots have gained widespread acceptance and are now exten-
sively utilized across various domains to streamline and automate communication
on a large scale. These chatbots have emerged as vital tools for assisting users
in addressing their inquiries and performing a wide array of tasks, including cus-
tomer support [174, 43], item ordering [51], ticket booking [147], providing driving
helps [76], and more. Typically, these chatbots employ advanced techniques like
natural language understanding and generation to comprehend user queries. They
then construct an equivalent query for a knowledge base and furnish users with
information based on the results of the generated query [4].

Conversational tools are now prevalent across various sectors. In e-learning,
they introduce advanced communicative features, enhancing the educational process.
Their presence has been shown to boost student motivation and engagement, leading
to an uptick in meta-cognitive skill acquisition [56].

In the public administrations, these conversational tools have been adopted for
diverse purposes. For instance, a contemporary Italian job portal has integrated a
chatbot that suggests job opportunities based on user skills [30]. Another initiative
presents a chatbot system tailored to address queries about services rendered by
public entities [90]. Challenges were related to the big set of services, their com-
plexity, the specific domain of public service, user query phrasing, and the linguistic
gap between professionals (like attorneys or bureaucrats) and the general public.
A study by Van Noordt and colleagues [164] delves into the exploration of three
chatbots used in the public sectors of Vienna, Latvia, and Bonn, concluding that
chatbot integration in these settings often accompanies minor organizational shifts.

In healthcare, there’s a great focus on leveraging recent AI advancements to
streamline services in facilities like nursing homes and hospitals [43]. Callejas and
Griol’s research [42] sheds light on how conversational platforms are being utilized
in mental health care. Additionally, a comprehensive review by Montenegro et al.
[101] examines around 4,145 papers discussing health-centric conversational tools
from 2009 to 2019. In the aerospace sector, conversational tools have been sug-
gested as a means to provide swift and precise responses in intricate scenarios. A
notable example by Liu et al. [88] integrates a task-driven dialogue system with a
conversational tool and an interactive Q&A module, aiming to evaluate the advan-
tages of intelligent and conversational searches in cockpit documentation.

Recently, we have witnessed an increasing diffusion and employment of Knowl-
edge Graphs (KGs), which are becoming a standard solution for representing com-
plex interconnected data. KGs acquire and integrate information from the real world
by using an ontology. In particular, it represents the information by means of a graph
whose nodes are entities whereas edges represent their relationships [67]. This for-
mal and structured representation allows automatic programs to better interpret
users’ questions.

In this context, the new challenge is to design chatbot architectures able to access
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and operate together with KGs and extend the range of queries that users are allowed
to express in order to identify and return the information they might be interested in.
For example, Bockhorst et al. [34] present an approach to developing task-oriented
conversational interfaces that construct a system of grammar to correctly infer parses
from natural language. The system grammar is built by leveraging the structured
types and entities of an underlying KG complemented by a machine learning-driven
restructuring procedure. Developing a new generation of chatbots able to capitalize
on knowledge graphs is thus the natural but challenging step forward.

However, while there is an abundance of literature about conversational agents
in education [170], to the best of our knowledge, works on conversational agents
for supporting academic and scientific research are not present within the scientific
literature.

In this chapter, we introduce AIDA-Bot, a chatbot able to answer various ques-
tions about the research landscape and the scientific literature. This conversational
agent has been designed to both 1) support a set of predetermined question types
(e.g., “List all entities with a certain characteristic”, “Compare two entities”) by auto-
matically translating them to formal queries on the knowledge graph, and 2) answer
open questions (e.g., “What is a convolutional neural network?”, “Define knowledge
graph”) by summarising information from relevant articles in the knowledge graph.
This hybrid approach ensures that the responses provided are grounded in factual
information that can be easily verified and, if necessary, corrected by updating the
knowledge graph.

The rest of this chapter is structured as follows. In Section 4.2, we report previous
related work on conversational agents . Section 4.3 introduces the architecture of
the chatbot. Section 4.4 delineates the outcome of the qualitative evaluation.

4.2 Background

Chatbot technology has always been attractive to researchers for decades. It traces
back to 1966 when Joseph Weizen-Baum developed ELIZA1, an early example of
conversational software. ELIZA used keyword matching and context identification
to engage with users, although it couldn’t sustain extended conversations. Another
notable historical chatbot is ALICE2, which won the Loebner Prize award three
times (in 2000, 2001, and 2004). ALICE is built on the Artificial Intelligence Mark-
up Language (AIML)3, a lightweight and highly configurable language that still
underpins many contemporary chatbots [3].

Practitioners in the field continually work on developing and studying new fea-
tures to enhance the functionality of existing methods. They have also introduced

1https://en.wikipedia.org/wiki/ELIZA
2A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) - https://en.wikipedia.org/

wiki/Artificial_Linguistic_Internet_Computer_Entity
3http://www.aiml.foundation/

https://en.wikipedia.org/wiki/ELIZA
https://en.wikipedia.org/wiki/Artificial_Linguistic_Internet_Computer_Entity
https://en.wikipedia.org/wiki/Artificial_Linguistic_Internet_Computer_Entity
http://www.aiml.foundation/
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new architectural approaches. These advancements often make use of ontologies
and context, including information about both the ongoing and previous conversa-
tions [128]. Chatbots can be categorized based on various characteristics: i) knowl-
edge domain, ii) type of interaction, iii) usage, iv) design techniques [70]. The last
describes the design philosophy behind a chatbot and how different categories of
chatbots deal with the conversation in a given context

When considering their objectives, chatbots may be categorized into two main
classes: task-oriented [130] and non-task-oriented [46].

Task-oriented chatbots are specialized for particular scenarios, such as booking
accommodations, ordering products, or assisting users in obtaining specific infor-
mation. These chatbots are focused on helping users achieve a particular objective
within a defined domain but typically lack general knowledge [85]. In contrast,
non-task-oriented chatbots are primarily designed for extended conversations and
operate in open domains. They aim to emulate the characteristics of unstructured
human-human conversations and are not limited to specific tasks [131].

We can further categorize chatbots based on their mode of interaction, distin-
guishing between text-based and voice-based chatbots. Text-based chatbots en-
gage users through written messages, with the primary goal of promptly identifying
user needs and providing instant solutions. Businesses frequently employ text-based
chatbots to manage interactions with their customers [35]. One notable advan-
tage of text-based chatbots is their adaptability for integration with various plat-
forms, including social media and messaging applications. In contrast, voice-based
chatbots [134, 6] are capable of recognizing human speech and responding with
synthesized vocal responses. Prominent examples include personal assistants like
Amazon Alexa, Google Assistant, Apple’s Siri, and Microsoft’s Cortana. These
voice-based chatbots are commonly used for task-oriented purposes, such as web
searches, making phone calls, sending text messages, playing multimedia content,
interacting with Internet of Things (IoT) devices, and even providing entertainment
through jokes [10].

It is also possible to characterise chatbots according to their engine (rule-based
vs AI-based). Rule-based chatbots [149] use a tree-like flow to help users with their
questions. This means that they guide the user with follow-up questions to eventu-
ally get the correct response. The structures and answers are typically predefined.
Other chatbots employ AI and natural language processing techniques [100], that,
unlike rule-based chatbots, do not use keywords, patterns, or rules to determine the
user’s intent, but try to infer it directly from the text.

Sometimes, chatbots are tailored to work in specific domains such as i) health-
care [83], ii) education [113], and iii) business [27]. Chatbots in healthcare sup-
port patients and their relatives by answering specific health-related questions on
HIV/AIDS [38], child health [162], and mental health [112], to name a few [83]. For
example, Divya et al. [54] developed a medical chatbot for self-diagnosing diseases,
which provides also detailed descriptions of them. Additional chatbots in healthcare
include MedChatbot [31] and Mandy [108]. The former is used to support medi-
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cal students. The latter is used by healthcare workers to automate patient intake.
Other chatbots collect information about people’s diet [157] or provide restaurants
with a tool to collect allergy information based on users’ allergens [68].

Chatbots in education support the teaching of a variety of subjects, such as En-
glish [143], Medicine [31], and business process models [132]. Some chatbots are also
able to answer university-related questions that are typically found in FAQs [129].
The reader is referred to [113] for a review of works on the use of chatbots in edu-
cation. Finally, in the business domain, there are chatbots supporting companies in
their daily tasks [27]. For example, chatbots were developed to support customer ser-
vice for businesses and e-commerce [174, 51], helping to complete certain tasks [87],
and improve user experience [52]. Works presented in a recent workshop [1] discussed
innovative techniques to interact with chatbots, understand conversations, promote
mental health and well-being, improve the coverage of clarification responses, as-
sess chatbot applications in different domains, and measure how a chatbot can be
supportive or engaging.

In the last few years, we saw the emergence of a variety of conversational agents
and question-answering systems that build on semantic web technologies and knowl-
edge graphs [66, 25, 153, 2, 120]. The main advantage of these solutions is their abil-
ity to integrate and formulate complex queries on heterogeneous data from multiple
sources [58], including large-scale general knowledge bases such as Wikidata [102]
and DBpedia [25]. They also support reasoning and link prediction techniques [103]
for identifying and correcting errors as well as enriching the knowledge base with
new facts [121]. This allows a conversational agent to act accordingly to a flexible
representation of information that can easily get updated by seamlessly including
new data, entity types, and semantic relations [117, 26]. For this reason, many high-
profile conversational agents take now advantage of large-scale knowledge graphs,
such as the Google Knowledge Graph and the Alexa Knowledge Graph.

Recently, the focus shifted to the creation of sophisticated conversational agents
that took advantage of transformers. GPT-2 (Generative Pre-trained Trans-
former) [125], GPT-3 [40], and the recent GPT-4 [114] are three examples in this
field. GPT-3 was released in 2020 and became one of the largest language models
to date, with 175 billion parameters. It was trained on a large corpus of 45 ter-
abytes of text data from the internet, including books, articles, and websites, and
can perform a wide range of natural language tasks, such as language translation,
summarisation, and question-answering. GPT-4, is the next iteration of the GPT
that is used in ChatGPT, but the exact details of its architecture and training data
have not been disclosed.

In the last few months, GPT models have been used to power several prototypical
chatbots targeted at the scholarly domain, such as Scite4, Elicit5, and CoreGPT6.

4Scite - https://scite.ai/
5Elicit - https://elicit.org/
6CoreGPT - https://tinyurl.com/mvrk2z4x

https://scite.ai/
https://elicit.org/
https://tinyurl.com/mvrk2z4x
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These systems aim to assist users with a variety of tasks, such as identifying trends in
the literature, choosing a venue for sharing their work, finding suitable collaborators,
searching relevant articles, and more. However, it is not clear yet to what extent
these new solutions can produce accurate answers about the academic landscape.

Although, several other domains have been affected by the introduction of chat-
bots, to the best of our knowledge, we still lack chatbots able to target the scholarly
knowledge domain, and support the several stakeholders in this space, such as re-
searchers, students, research policymakers, and companies. For instance, these so-
lutions could support users in analysing trends in the literature, choosing a venue in
which to disseminate their work, finding possible collaborators, identifying relevant
articles, and so on. The architecture and the prototype presented in this paper aim
at addressing this gap.

4.3 AIDA-Bot

The architecture of AIDA-Bot comprises two primary modules: Question Under-
standing and Response Generator.

The Question Understanding module is responsible for analyzing user inputs with
the objective of identifying one of four predefined query types: count, list, describe,
and compare. Its task is to transform the user’s question into a formal query that can
be applied to the knowledge graph. Notably, AIDA-Bot has enhanced capabilities,
allowing for complex queries that can incorporate up to three filters. For instance, it
can handle queries like, "List the top five papers about computer vision and machine
learning written by researchers from the University of Cambridge." This represents
an improvement over the previous version, which only supported a single condition.

In this module, a set of key terms is extracted from the user input and searched
within the AIDA Knowledge Graph (AIDA KG) to identify relevant entities and
their respective types. These extracted entities are then utilized to generate a set of
pertinent questions that the system can automatically translate into queries suitable
for the knowledge graph. The system also calculates the similarity between the
user’s input question and the set of generated questions. This approach enables the
detection of a wide range of question formulations, encompassing various linguistic
expressions.

If the similarity score between the user input and the most similar generated
question exceeds a threshold, the Response Generator module uses a template to
translate the latter to a query on AIDA KG and retrieves the relevant information.
Otherwise, the system retrieves from AIDA KG the set of articles containing in the
title or the abstract the key terms extracted from the user question. It then applies
a question-answering model to produce a response based on the articles.

In the following, we describe the two modules in detail and provide more infor-
mation on the adopted transformer models.
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4.3.1 Question Understanding

The Question Understanding module is responsible for parsing the input query and
utilizes named-entity recognition (NER) to identify key terms. These key terms
encompass nouns, noun phrases, named entities, and compound expressions enclosed
in quotes. To achieve this information extraction task, the module employs spaCy7,
an open-source Python library designed for Natural Language Processing (NLP)8.

In the system, users have the flexibility to employ compound expressions enclosed
in quotation marks to specify an exact match, akin to how search engines function.
To avoid redundancy and streamline the key terms, we take the following steps:
1) We remove nouns and noun phrases that appear within a named entity or an
expression enclosed in quotation marks. This ensures that terms already contained
within such entities are not duplicated in the key terms. 2) We discard words
that suggest questions (e.g., “who”, “what”), and terms that indicate an entity type
(e.g., “papers”, “articles”, “citations”). This helps refine the key terms by excluding
common words that don’t contribute to query specificity.

For instance, consider the request: “ Count papers about mathematics and ma-
trix algebra written by authors from ‘French Institute for research in computer sci-
ence and automation’ ”. In this example, the key terms initially include words
like papers, mathematics, matrix, algebra, authors, French, Institute, research, com-
puter, science, automation. These terms are also present in noun phrases, such as
‘mathematics’, ‘matrix algebra’, ‘authors’, ‘French Institute’, ‘research’, ‘computer
science’, ‘automation’ resulting in their removal to avoid redundancy.

Moreover, words like papers and authors are removed as they represent entity
types within the AIDA Knowledge Graph (AIDA KG). Additionally, any terms ap-
pearing within the quoted expression are also discarded. Consequently, the resulting
key terms for this example would be: ‘mathematics’, ‘matrix algebra’ and “French
Institute for research in computer science and automation”. These refined key terms
are then used for subsequent query construction and information retrieval.

The key terms, once identified, are searched within the AIDA Knowledge Graph
(AIDA KG) to retrieve the relevant entities and their corresponding types. In the
previous example, all key terms would be found in AIDA KG, with “French Institute
for research in computer science and automation” recognized as organization while
‘mathematics’ and ‘matrix algebra’ as topic.

Subsequently, the Question Understanding module leverages these obtained enti-
ties to generate a grammar for creating all compatible requests that can be translated
into queries for the knowledge graph. In this context, a grammar refers to a set of
production rules that outline how to construct valid sentences or queries. These
rules define the permissible combinations of symbols or tokens and the sequence in
which they should appear.

In our system, the grammar is dynamically generated using templates that in-
7Spacy - https://spacy.io/.
8Specifically, we adopted the “en_core_web_sm" model.

https://spacy.io/
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corporate placeholders filled with the identified entities and their associated types.
Below, we provide an example of a simple template for each query type:

1. count < sub_c > {}

2. list the <super> {num} <sub_l> {}

3. describe {}

4. compare {} vs {}

where:

• <sub_c> = papers | authors | conferences | organizations | citations | journals

• <super> = top | most important | main | most cited

• <sub_l> = papers | authors | conferences | organizations | topics | journals

Curly parentheses can only be filled with instances from the AIDA KG. Variables
in angular parenthesis (e.g., <sub_c>) can only be filled with the previously defined
items (e.g., papers, authors, conferences, and so on). Additionally, synonyms for
these items, as pre-defined in a list, may also be employed. For example, <sub_c>
would match both the words “papers” and “articles”.

During the generation of the grammar, the system will produce all questions
compatible with the set of detected entities. When considering the four templates
defined above, if the system detects entities of type [“topics”, “conferences", “orga-
nizations”, “authors”, “journals”], it will produce a range of questions of types 1 and
2. The module produces types 1 and 2 queries with up to three identified instances,
allowing users to specify queries with three filters. Whenever at least one element
from [“authors”, “conferences”, “organizations”] is found, the system will produce
queries of type 3. Whenever it detects two items of the same class, it will generate
queries of type 4.

In practice, each question type is supported by multiple templates since the same
type of question can appear in several forms. For example, how many <sub_c> {}
is another template for the query type count and would support questions such
as “How many papers are there about the semantic web and machine learning?”.
Therefore, from a modest number of initial templates covering the four query types
(15 in the current implementation) and a set of identified entities, AIDA-Bot can
generate a large number of candidate questions. Current templates were derived
from use cases specific to SN and further improved through iterative refinement
based on user feedback. Since developing new templates requires limited effort, the
system can be easily adapted to other domains.

Next, the system computes the similarity between the original user request and
the questions generated by the grammar. This step enables us to recognise a wide
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variety of formulations pertaining to the same question. In practice, we encode
both the user’s input and the generated questions as sentence embeddings and then
compute their cosine similarity. If the similarity score between the user input and
the most similar generated question exceeds an empirically established threshold,
the module designates the latter as the representative of the user query. As this
question was derived from a template, the system knows how to translate it into a
query on the knowledge graph.

Finally, the Question Understanding module sends all pertinent information for
the next phase to the Response Generator, including key terms, entities, entity
types, and query types.

4.3.2 Response Generator

The Response Generator within the system distinguishes between two primary sce-
narios.

• Matching Generated Query: If the user’s request aligns with one of the pre-
viously generated queries, the Response Generator proceeds to produce the
corresponding query. It then executes this query over the AIDA Knowledge
Graph (AIDA KG) and retrieves the relevant data.

To provide a natural language response, the Response Generator utilizes re-
sponse templates tailored to each specific query type. These templates are
designed to be populated with the relevant data retrieved from AIDA KG. Ad-
ditionally, the templates undergo further refinement, including adjustments to
singular and plural terms, ensuring grammatical correctness and overall coher-
ence in the generated answer. This process results in coherent and contextually
appropriate responses to user queries.

• User Request Not Matching Generated Queries: When the user’s question
fails to match one of the generated queries, the Response Generator module
handles the user’s request as an ’open question’. In such cases, the mod-
ule strives to generate a response by employing a question-answering model
that operates on both the user request and the abstracts of relevant articles.
To facilitate this process, the module first retrieves from the AIDA Knowl-
edge Graph (AIDA KG) the set of papers that contain key terms relevant
to the user’s query. If the query returns no papers, typically because the
user request falls outside the system’s scope or doesn’t align with any exist-
ing articles, AIDA-Bot proactively requests the user to reformulate or modify
their request for better clarity and relevance. However, when relevant papers
are found, the module proceeds to select those whose abstracts exhibit the
highest similarity to the user query. This selection process is facilitated by a
transformer model designed specifically for assessing sentence similarity. Fol-
lowing the selection of relevant papers, a summarization model is applied to
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condense the lengthy abstracts into more concise text, making it easier for
the question-answering model to process. Subsequently, the module utilizes a
question-answering model to generate a response to the user’s question based
on the condensed information from the relevant papers. This response is fur-
ther enriched by providing a brief bibliography that lists the relevant articles.
Whenever possible, the bibliography includes the Digital Object Identifiers
(DOIs) and links to open-access versions of the articles, enhancing the user’s
ability to access and explore the referenced literature. This approach ensures
that the user receives a comprehensive response even when their query doesn’t
match any pre-defined queries.

4.3.3 Transformer Models

AIDA-Bot leverages transformer models for three primary tasks: 1) Assessing Text
Similarity, which is used for measuring sentence similarity, AIDA-Bot utilizes the
‘all-MiniLM-L6-v2’ model, from the Sentence-Transformers library9. This choice
was made due to the model’s efficiency and compact size. Widely recognized as
state-of-the-art technology, it is highly regarded for its effectiveness in addressing
tasks related to Semantic Textual Similarity (Reimers et al., 2019). The Sentence-
Transformers framework is employed to access and utilize this model conveniently.
This framework provides a convenient package for accessing BERT-based models
and their variants, such as RoBERTa, MPNet, and ALBERT. 2) Question An-
swering, the transformer model used is ‘distilbert-base-cased-distilled-squad’10 from
Huggingface. While maintaining performance comparable to BERT, this model con-
sumes less computing power. It achieves a 60% faster runtime while retaining 95%
of BERT’s performance. It was developed by distilling the BERT base with 40%
fewer parameters than the standard textitbert-base-uncased. 3) Text Summarization,
AIDA-Bot employs the ‘sshleifer/distilbart-cnn-12-6’11 model from Huggingface for
text summarization tasks. This model is based on DistilBART models, which are
created by removing the decoder layers from a Seq2Seq transformer and then fine-
tuning to produce high-quality student models. The model consistently generates
superior summaries for AIDA-Bot’s use cases, and distilbart-cnn-12-6 is chosen due
to its significantly lighter footprint.

These transformer models, carefully selected for their efficiency and performance,
play a crucial role in enhancing the capabilities of AIDA-Bot across various natural
language understanding and generation tasks.

9https://www.sbert.net/docs/pretrained_models.html
10https://huggingface.co/distilbert-base-cased-distilled-squad
11https://huggingface.co/sshleifer/distilbart-cnn-12-6

https://www.sbert.net/docs/pretrained_models.html
https://huggingface.co/distilbert-base-cased-distilled-squad
https://huggingface.co/sshleifer/distilbart-cnn-12-6
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Figure 4.1: Odd questions. The higher the score, the better the system.

4.4 Evaluation

We conducted a user study involving five computer scientists from different institu-
tions: the University of Cagliari (Italy), Gesis - Leibniz Institute for Social Science
(Germany), and The Open University (UK). Their areas of expertise include Artifi-
cial Intelligence, Natural Language Processing, Semantic Web, Complex Networks,
Data Science, and Big Data. This study aimed to assess the system’s usability and
gather feedback for improvements.

We began each session with a 15-minute presentation of AIDA-Bot and its capa-
bilities. Then, we instructed the users to engage in an interactive session of about
45 minutes.

We asked them to complete a two-part survey describing their overall experience.
The first section uses the standard System Usability Scale (SUS) questionnaire to
assess the usability of AIDA-Bot. The second section includes five open questions
regarding the strengths, weaknesses, and general feedback about AIDA-Bot. In
what follows, we describe the outcome of these surveys.
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Figure 4.2: Even questions. The lower the score, the better the system.

SUS questionnaire.

The SUS questionnaire12 provided excellent results, scoring 93.5/100, which is equiv-
alent to an A grade, placing the AIDA-Bot in the 95 percentile rank13.

Figures 4.1 and 4.2 depict the distribution of scores provided by users. Figure 4.1
displays the results for positive questions (odd-numbered), while Figure 4.2 presents
feedback for negative questions (even-numbered).

Based on user feedback, AIDA-Bot received favorable ratings for usability. Users
found it easy to use, with an average score of 4.6 ± 0.5. They also noted that its
features were well-integrated, with a score of 4.6±0.5. Users found it to be straight-
forward, with a low complexity rating of 1.2±0.4, and indicated that they would not
require assistance in using it in the future, with a score of 1.0 ± 0.0. Additionally,
the System Usability Scale (SUS) results indicated that users felt highly confident
while using the system (4.6 ± 0.5) and expressed a willingness to use it frequently
(4.2± 0.8).

Open Questions.

In this section, we summarise the answers to the open questions.
12SUS Questionnaire Questions: https://www.usability.gov/how-to-and-tools/methods/

system-usability-scale.html
13Interpreting a SUS score - https://measuringu.com/interpret-sus-score/

https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html
https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html
https://measuringu.com/interpret-sus-score/
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Q1. What are the main strengths of AIDA-Bot? User feedback high-
lighted several strengths of AIDA-Bot. Three users appreciated the system’s simplic-
ity and its ability to swiftly provide all the necessary information. One user found
the system’s capability to retrieve and explore scholarly information particularly
valuable. It eliminates the need to search internal databases or the web, streamlin-
ing the research process. Another user identified one of the primary strengths as
AIDA-Bot’s ability to compare entities using predefined metrics, facilitating data-
driven comparisons and analysis.

Q2. What are the main weaknesses of AIDA-Bot? The primary weakness
identified by most evaluators pertains to the system’s response time, with the current
prototype occasionally taking several seconds to provide an answer. Additionally,
two users expressed reservations about the quality of open-ended responses, citing
occasional instances where the formulation appeared peculiar. It’s worth noting that
these concerns may arise from heightened user expectations influenced by the recent
release of advanced GPT models, which have set a high standard for text generation
quality.

Q3. Can you think of any additional features to be included in AIDA-
Bot? The users offered insightful suggestions for enhancing the system. These
include, i) a feature that allows the system to generate a bibliography based on user
inputs, ii) an improvement in the system’s approach to answering open-ended ques-
tions by incorporating GPT-like models, iii) The ability for the system to remember
and reference what the user said earlier in the conversation.

Q4. Can you think of any additional types of queries for AIDA-Bot?
The users provided several suggestions to enhance the system’s functionality. First,
they proposed enabling the system to answer arbitrary questions about the con-
tent of a specific paper. Second, they recommended expanding the system’s entity
comparison capabilities by allowing users to define arbitrary metrics for comparison.
Lastly, they suggested incorporating a feature that would facilitate the identification
of articles referencing specific analysis techniques, algorithms, or datasets. These
enhancements would broaden the system’s utility and versatility for users in various
domains.

Q5. What would you add to increase the accuracy/comprehensiveness
of the information returned by AIDA-Bot? Two users suggested improving the
entity detection methodology by considering the complete conversational context,
which would include previous messages and a user model. Additionally, one user
recommended utilizing the full text of research papers, rather than just abstracts,
to enhance the precision and comprehensiveness of extracted information.

In summary, the user study demonstrated that AIDA-Bot is highly usable and
perceived as a valuable tool for providing accurate information about the research
landscape. However, the emergence of modern GPT models has raised user ex-
pectations regarding the utilization of contextual information to comprehensively
comprehend queries and generate highly coherent open-domain responses in real
time. Although AIDA-Bot is designed specifically for answering questions about
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the research landscape, it may be beneficial to integrate some of these new solu-
tions. The primary challenge going forward is to do so without compromising the
accuracy of the resulting analytics or deviating from the verifiable information in
the knowledge graph.
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5.1 Introduction

The technology of Knowledge Graphs (KGs) empowered by graph-based knowledge
representation brought an evolutionary change in a range of AI tasks. As a con-
sequence, many application domains in science, industry, and different enterprises
use KGs for data management. However, a challenge with KGs is that, despite the
presence of millions of triples, capturing complete knowledge from the real world
is almost impossible, even for specific application domains. Therefore, KGs usually
remain incomplete.

Scientific research is one of the major domains for the application of KGs.
In the last years, we saw the emergence of several KGs describing research out-
puts, such as Microsoft Academic Graph1 [167], Scopus2, Semantic Scholar3,
Aminer [179], Core [79], OpenCitations [123], Dimensions4, Open Research Knowl-
edge Graph5 [71], and others. These solutions are crucial for performing large-scale
bibliometric studies, informing funding agencies and research policymakers, support-
ing a variety of intelligent systems for querying the scientific literature, identifying
research topics, suggesting relevant articles and experts, detecting research trends,
and so on. Their usefulness and, consequently, our ability to assess research dy-
namics, are however crucially limited by their incompleteness. Even basic metadata
such as affiliations, organization types, references, research topics, and conferences
are often missing, noisy, or not properly disambiguated. Therefore, apparently sim-
ple tasks such as identifying the affiliation and the country of origin of a publication
still require a large amount of manual data cleaning [93].

Traditionally, data integration methods have been applied to solve data incom-
pleteness in the context of databases and repositories. However, when completing
and refining large KGs, it is crucial to adopt scalable and automatic approaches.
Among the many possible graph completion methods, Knowledge Graph Embedding
(KGE) models have recently gained a lot of attention. KGEs learn representations
of graph nodes and edges with the goal of predicting links between existing entities.
Embedding models have been in practical use for various types of KGs in different
domains, including digital libraries [175], biomedical [86], and social media [152].

The motivating scenario for this work was supplied by the Academia/Industry
DynAmics (AIDA)6 Knowledge Graph [21], a resource that was designed for study-
ing the relationship between academia and industry and for supporting systems for
predicting research dynamics. The version of AIDA used in this work integrates the
metadata about 21M publications from Microsoft Academic Graph (MAG) and 8M
patents from Dimensions in the field of Computer Science. In this resource, docu-

1Microsoft Academic Graph - http://aka.ms/microsoft-academic
2Scopus - https://www.scopus.com/
3Semantic Scholar - https://www.semanticscholar.org/
4Dimensions - https://www.dimensions.ai/
5ORKG - https://www.orkg.org/orkg/
6AIDA - http://aida.kmi.open.ac.uk

http://aka.ms/microsoft-academic
https://www.scopus.com/
https://www.semanticscholar.org/
https://www.dimensions.ai/
https://www.orkg.org/orkg/
http://aida.kmi.open.ac.uk
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ments are categorized according to their research topics drawn from the Computer
Science Ontology (CSO)7 [140] and classified with their authors’ affiliation types
on the Global Research Identifier Database (GRID)8 (e.g., ‘Education’, ‘Company’,
‘Government’, ‘Nonprofit’). This solution enables analysing the evolution of research
topics across academia, industry, government institutions, and other organizations.
For instance, it allows us to detect that a specific topic, originally introduced by
academia, has been recently adopted by industry. It can also support systems for
predicting the impact of specific research efforts on the industrial sector [136] and
the evolution of technologies [115]. Nevertheless, only 5.1M out of the 21M articles
could be mapped to a GRID and characterized according to their affiliation type.
Therefore, more than 75% of the publications are missing this critical information,
significantly reducing the scope and accuracy of the resulting analytics. In order to
show that our approach can be applied to fields with very different characteristics,
we also use it to complete the Fields of Study, which is a collection of terms from
multiple disciplines utilized to index the articles in MAG. Indeed, the completeness
of the set of terms associated with a paper varies a lot and depends on the quality
and style of the abstract, which in turn is often parsed from online PDFs, leading
to mistakes and missing content. This in turn hinders our ability to understand the
research concepts associated with the paper and to obtain comprehensive analytics.

Completing the affiliation types and the Fields of Study is crucial for improving
the overall quality of these knowledge graphs and a very good practical use case for
link prediction.

We evaluated Trans4E against several alternative models (TransE, RotatE,
QuatE, ComplEx) on the task of link prediction on AIDA, MAG, and four other
well-known benchmarks (FB15K, FB15k-237, WN18, and WN18RR).

The experiments showed that Trans4E outperforms the other approaches in the
case of N to M relations with N ≫ M and yields very competitive results in all
the other cases, in particular when using low embedding dimensions. The ability to
solve the N≫ M issue and to perform well even when adopting small embedding di-
mensions makes Trans4E particularly apt for handling large scale knowledge graphs
that describe millions of entities of the same type (e.g., documents, persons).

In summary, the contributions of our work are the following:

• We propose Trans4E, a new embedding model specifically designed to provide
link prediction for large-scale KGs presenting N to M relations with N ≫ M.

• We apply Trans4E on a real word scenario that involves completing affiliation
types and Fields of Study (N ≫ M relations) in AIDA and MAG.

• We further evaluate our approach on four well-known benchmarks (FB15k,
FB15k-237, WN18, and WN18RR), showing that Trans4E yields competitive
performances in several configurations.

7CSO - https://cso.kmi.open.ac.uk/
8GRID - https://www.grid.ac/

https://cso.kmi.open.ac.uk/
https://www.grid.ac/
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The rest of the chapter is organised as follows. In Section5.2 , we review the
literature on current embedding models for data completion. In Section5.3, we
present the open issues. In Section5.4, we describe Trans4E. Section5.5 reports the
evaluation of the model versus alternative solutions.

5.2 Background

In this section, we will first review the graph embedding models and their application
to link prediction.

5.2.1 Knowledge Graph Embeddings

In this paragraph, we introduce the definitions required to understand our approach.
Embedding Vectors. Let the knowledge graph be KG = (E ,R, T ), where E

is the set of entities (nodes) in the graph, R is the set of all relations (edges), and T
is the set of all triples in the graph in the form of (h, r, t), e.g., (Berlin, CapitalOf,
Germany). KGE models are applied to KGs for link prediction by measuring the
degree of correctness of a triple. To do so, a KGE model aims at mapping each
entity and relation of the graph into a vector space (shown as (h, r, t), h, r, t ∈ Rd),
where d is the embedding dimension of each vector. By hi, we refer to the i-th
element of the vector h where i ranges in {1, . . . , d}. The vector representation of
the entities and the relations in a KG are the actual embeddings.

Score Function. Using this representation, the plausibility of the triples
is then assessed by the scoring function f(h, r, t) of the applied KGE model.
If a triple is more plausible, its score should be higher. For example,
f(Berlin, CapitalOf, Germany) should be higher than f(Berlin, CapitalOf, France).

Negative Sampling. Traditional machine learning approaches typically in-
volve training on both positive and negative samples. However, in the context of
Knowledge Graphs (KGs), all the triples within them are inherently considered as
true statements. This unique characteristic necessitates the introduction of negative
samples into the training process of Knowledge Graph Embeddings (KGEs). In this
chapter, we employ the technique known as Adversarial Negative Sampling (adv)
for this purpose. This approach entails generating a set of negative samples derived
from a given triple (h, r, t) by employing a probabilistic algorithm that replaces ei-
ther the subject h or the object t with a random entity (h′ or t′) drawn from the set
of entities E .

Loss Function. Due to the initial phase of the learning process, embedding
vectors are initialized with random values, the scores of the triples for positive
and negative samples are also random. To address this, an optimization process is
employed to adapt the embeddings such that positive samples yield higher scores
compared to negative ones. This optimization is achieved by minimizing a loss
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function denoted as L. The commonly employed method for optimizing the loss
function is Stochastic Gradient Descent (SGD).

N to M Relations. As mentioned above, given a relation r, the representation
of facts in triple form is (h, r, t). Depending on the type of a relation and its meaning,
for a fixed head (say h1), there are at most M possible tails connected to the head,
i.e. {(h1, r, t1), (h1, r, t2)}, . . . , (h1, r, tM). Similarly, for a fixed tail, (say t1), there
are at most N possible head entity, i.e. {(h1, r, t1), (h2, r, t1), . . . , (hN , r, t1)}. There
are four cases that may arise for a relations which connects a different number of
heads and tails: a) both N and M are small, b) both M and N are large, c) N is
small and M is large, and d) N is large and M is small. The latter is the focus of
this chapter. For example, in the AIDA knowledge graph the “hasType” relations
connects a very large number of head entities (5.1M articles) to only 8 tail entities
(the GRID types).

5.2.2 Review of State-of-the-art KGEs

Here we summarize some of the most used existing models focusing in particular on
their scoring function.

TransE

[36] is one of the early embedding models and is well known for its outstanding
performance and simplicity. It is a solid baseline that can still outperform many
of the most recent and complex KGEs [65]. The idea of the TransE model is to
enforce embedding of entities and relations in a positive triple (h, r, t) to satisfy the
following equality:

h + r ≈ t (5.1)

where h, r and t are the embedding vectors of head, relation, and tail, respectively.
TransE model defines the following scoring function:

fr(h, t) = −∥h + r− t∥ (5.2)

RotatE

[155] is a model designed to transform the head entity to the tail entity by using the
relation rotation. This model embeds entities and relations in complex space. If we
constrain the norm of entity vectors, this model would be reduced to TransE. The
scoring function of RotatE is

fr(h, t) = −∥h ◦ r− t∥ (5.3)

in which ◦ is the element-wise product. Rotate is one of the recent state-of-the-art
models which is leading the accuracy competition among KGEs [155].
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ComplEx

[160] is a semantic matching model, which assesses the plausibility of facts by con-
sidering the similarity of their latent representations. In other words, it is assumed
that similar entities have common characteristics, i.e. are connected through simi-
lar relationships [109, 168]. In ComplEx the entities are embedded in the complex
space. The score function of ComplEx is given as follows:

f(h, t) = ℜ(hT diag(r) t̄)

in which t̄ is the conjugate of the vector t and ℜ returns the real part of the complex
number.

QuatE

[177] model relations in the quaternion space. Similarly to RotatE, QuatE represents
a relation as a rotation. However, a rotation in quaternion space is more expressive
than a rotation in complex space. A product of two quaternions Q1⊗Q2 is equivalent
to first scaling Q1 by magnitude |Q2| and then rotating it in four dimensions. QuatE
finds a mapping E → Hd, where an entity h is represented by a quaternion vector
h = ah + bhi+ chj+ dhk, with ah, bh, ch, dh ∈ Rd.

The scoring function is computed as follows:

ϕ(h, r, t) = h′ · t = ⟨a′h, at⟩+ ⟨b′h, bt⟩+ ⟨c′h, ct⟩+ ⟨d′h, dt⟩ (5.4)

where ⟨·, · ⟩ is the inner product. h′ is computed by first normalizing the relation
embedding r = pr + qri+ urj+ vrk to a unit quaternion:

r(n) =
r

|r|
=

pr + qri+ urj+ vrk√
p2r + q2r + u2

r + v2r
(5.5)

and then computing the Hamiltonian product between r(n) and h = ah+ bhi+ chj+
dhk:

h′ = h⊗ r(n) := (ah ◦ p− bh ◦ q − ch ◦ u− dh ◦ v)
+ (ah ◦ q + bh ◦ p+ ch ◦ v − dh ◦ u) i
+ (ah ◦ u− bh ◦ v + ch ◦ p+ dh ◦ q) j
+ (ah ◦ v + bh ◦ u− ch ◦ q + dh ◦ p)k

(5.6)

5.3 Open Issues
Traditionally, data integration methods have been applied to solve data incomplete-
ness in the context of databases and repositories. However, when completing and
refining large KGs, it is crucial to adopt scalable and automatic approaches. Among
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the many possible graph completion methods, Knowledge Graph Embedding (KGE)
models have recently gained a lot of attention. KGEs learn representations of graph
nodes and edges with the goal of predicting links between existing entities. Embed-
ding models have been in practical use for various types of KGs in different domains,
including digital libraries [175], biomedical [86], and social media [152].

However, the specific characteristics of scholarly KGs poses important challenges
for link prediction methods based on KGE models [36, 155, 160, 177, 169, 159, 105].
One crucial aspect is the presence of several N to M relations with N≫M. Given
a triple (h, r, t), this situation arises when the cardinality of the entities in the
head position (h) for a certain relation (r) is much higher than the one of the
entities in the tail position (t). This is the case for most scholarly knowledge
graphs [123, 167, 9, 179, 78] that usually categorize millions of documents (e.g.,
papers, patents) according to a relatively small set of categories (e.g., topics, affili-
ation kinds, countries, chemical compounds).

Current KGE models lack the ability to handle effectively these kinds of relations
since they are unable to assign to each entity a well distinct embedding vector in a
low dimensional space. As a result, link prediction and node classification techniques
that exploit these embeddings tend to perform poorly.

To address this problem, in this chapter we will analyze Trans4E, a new embed-
ding model specifically designed to support link prediction for KGs which present
N to M relations with N≫M. Specifically, Trans4E tackles the issue by providing a
larger number of possible vectors (8d−1, where d is the embedding dimension) to be
assigned to entities involved in N to M relations. Trans4E enables the generation of
a well distinct vector for each entity even when using small embedding dimensions.

5.4 Trans4E

5.4.1 The Trans4E Model

Trans4E is a novel KGE model designed to effectively handle KGs which include N
to M relations with N≫M.

In this section, we show that the capacity of this model for a given relation (e.g.,
hasGRIDType, hasTopic) and the corresponding tail entity (e.g., type or topic) is
8d, which allows to generate a distinct vector for each entity (e.g., a specific paper)
even when using small embedding dimensions.

Here we introduce the core formulation of the score function of Trans4E.
Trans4E maps the entities of the graph via relations in Quaternion vector space

Hd.
Concretely, given a triple of the form (h, r, t), our model follows the following

steps:

(a) The head entity vector (h ∈ Hd) is rotated by rθ degrees in quaternion space
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i.e. hθr = h⊗ rθ. ⊗ is an element-wise Hamilton product between two quater-
nion vectors.

(b) The rotated head i.e. hθr is translated by the relation embedding vector r to
get hr = hθr + r.

(c) The translated head embedding vector should meet the tail embedding vector
i.e. hr ≈ ηh ⊗ t for a positive sample (h, r, t). t ∈ Hd. However, there is a
possibility that the transformed vector of the head is not exactly meeting the
tail. In order to solve this problem, we could use ηh = [ηh1, . . . , ηhd] ∈ Hd,
which is a mapping regularizer.

Following the mentioned steps, we define the score function as:

f(h, r, t) = −∥hr − ηh ⊗ t∥. (5.7)

The score function returns a low value if the triple is false i.e. hr ̸= ηh ⊗ t and
returns high value (close to zero) if the triple is true i.e. hr ≈ ηh ⊗ t. In this way,
we measure the plausibility of each triple (h, r, t).

Furthermore, two regularized variants of the Trans4E model have been intro-
duced for this study. The first one is referred to as Trans4EReg1, which is a reg-
ularization of the Trans4E model. Trans4EReg1 incorporates relation-specific head
rotation and tail mapping regularization. The second variant is Trans4EReg2, an-
other regularization of Trans4E. Trans4EReg2 features a relation-specific rotation
applied to the tail side, in addition to the inclusion of relation-specific head rotation
and tail mapping regularization.

5.4.2 Link Prediction on N to M Relations

Here we show that Trans4E provides a higher capacity with fewer limitations than
other models.

Given a relation r (e.g., hasGRIDType) and a tail t (e.g., ’Education’), the
following constraints are applied for each of the resulting triples:


h1θri + ri = ηh1i

⊗ ti,

h2θri + ri = ηh2i
⊗ ti,

...
hNθri + ri = ηhNi

⊗ ti, i = 1, . . . , d.

(5.8)
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We can rewrite the Hamilton product as 4-dimensional matrix-vector product:

hθri = hi ⊗ rθi =
arθ −brθ −crθ −drθ
brθ arθ −drθ crθ
crθ drθ arθ −brθ
−drθ −crθ brθ arθ



ah
bh
ch
dh

 = Hih⃗i.
(5.9)

Without loss of generality, we assume that the embedding of the relation trans-
lation ri is zero and ηhpi

is a real value. In this way, we can write the above system
of equations in the following form:


Hih⃗1i = ηh1i

t⃗i

Hih⃗2i = ηh2i
t⃗i

...
Hih⃗1i = ηhNi

t⃗i, i = 1, . . . , d.

(5.10)

It’s important to note that the matrix Hi is a 4 × 4 matrix with four distinct
eigenvalues and their corresponding eigenvectors. As a result, we can express the
relationship as Hih⃗pi = λhpi

h⃗pi = ηhpi
t⃗pi. When λhpi

equals ηhpi
, the ith dimension of

the head and tail vectors will be identical; otherwise, they will differ. Consequently,
in each dimension, we have a total of 8 possible options to assign to the head entity
vector, as we have 4 distinct eigenvectors with two cases: one where the head and
tail are equal and the other where they are not.

Considering that we utilize vectors of dimensionality d, there are a total of 8d−1
possible distinct vectors to be assigned to entities that appear in the head, such
as articles in AIDA. Consequently, the model’s capacity becomes 8d − 1, offering a
more expansive space compared to the TransE and RotatE models.

In Section 5.5, we will show the advantages of this solution by comparing it
against alternative models.

5.5 Evaluation
We compared Trans4E against four alternative embedding models: TransE, RotatE,
ComplEX, and QuatE.

5.5.1 Evaluation Datasets

We ran the experiments on a portion of the knowledge graph AIDA+MAG including
68,906 entities and 180K triples. Specifically, we considered the following entities:
publication IDs, authors, affiliation organizations, topics, publication types, confer-
ence editions, conference series, journals, years, countries, and references.
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In this subset, the hasGRIDType relation includes about 5k entities (research
papers) in the head position and 7 entities as tail (‘Education’, ‘Company’, ‘Gov-
ernment’, ‘Healthcare’, ‘Nonprofit’, ‘Facility’, and ‘Other’).

Regarding the hasTopic relation, the highest number of research articles associ-
ated to a topic is 4,659, while the highest number of topics associated to research
articles is only 13.

We split the datasets into train (80%), test (10%), and validation (10%) sets. Ad-
ditionally, we evaluated the performance of our model on four benchmarks: FB15K
(14,951 entities and 1,345 relations), FB15k-237 (14,451 entities and 237 relations),
WN18 (40,943 entities and 18 relations), and WN18RR (40,943 entities and 13 re-
lations).

5.5.2 Evaluation Criteria

In this section we discuss the criteria that we considered for the evaluation.
Performance Metrics. The standard evaluating metrics for the performance

of KGEs are: Mean Rank (MR), Mean Reciprocal Rank (MRR) and Hits@k (k=1,
3, 10) [168].

MR is the average rank of correct triples in the test set. In order to compute it,
we generate two sets of triples, Sh = (h, r, ?) and St = (?, r, t), by corrupting each
test triple (h, r, t). After this step, the scores of all the triples in Sh, St are computed
and the triples are sorted. The rank (rh, rt) of the original triple (i.e. (h, r, t)) is then
computed in both sets Sh, and St. For any triple, rh is the notation for the right
ranks and rt for the left ranks. The rank of the example triple of (h, r, t) is computed
as rank = rh+rt

2
. If we assume ranki to be the rank of the i−th triple in the test set

obtained by a KGE model, then the MR and the MRR are obtained as follows:

MR =
∑
i

ranki,

MRR =
∑
i

1

ranki
.

For the evaluation on hasGRIDType and hasTopic relations, we only corrupted
the tail of the relations and replaced it with all the entities in the KG.

The Hits@K, for k = 1, 3, 10 . . . , is one of the standard link prediction mea-
surements. By considering the percentage of the triples for which ranki is equal or
smaller than k, we computed the Hits@K. MR, the average MRR, Hits@1, Hits@3,
and Hits@10 are reported in Tables 2-6.

Dimension and KG Scale. Although the performance measures of a machine
learning model are important criteria for evaluation, the dimension of the embedding
vectors is specifically important for KGE models, which are supposed to be used in
the real-world large-scale KGs. Indeed, an embedding with very large dimensions
may be unfeasible in most practical settings.
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Figure 5.1: hasTopic for dimension 5,50 and 500
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Figure 5.2: hasGRIDType for dimension 5,50 and 500
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Table 5.1: Performance of KGEs on AIDA for Dimension 5
Model Type hasTopic hasGRIDType

MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10
TransE 3785 0.031 0.006 0.027 0.071 6 0.658 0.500 0.771 0.970
RotatE 4749 0.036 0.000 0.001 0.008 38 0.472 0.000 0.000 0.001
QuatE 4862 0.066 0.021 0.066 0.151 159 0.252 0.166 0.271 0.431
ComplEx 3726 0.044 0.003 0.042 0.111 6 0.429 0.001 0.838 0.931
Trans4EReg1 3007 0.403 0.325 0.450 0.531 1 0.941 0.915 0.978 0.995
Trans4EReg2 2047 0.401 0.325 0.445 0.528 1 0.956 0.928 0.985 0.988
Trans4E 2908 0.089 0.030 0.083 0.211 1 0.900 0.834 0.965 0.998

Table 5.2: Performance of KGEs on AIDA for Dimension 50
Model Type hasTopic hasGRIDType

MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10
TransE 3903 0.135 0.043 0.126 0.355 1 0.859 0.769 0.944 1.000
RotatE 3890 0.155 0.057 0.144 0.411 1 0.891 0.823 0.970 1.000
QuatE 1693 0.093 0.057 0.106 0.165 1718 0.096 0.062 0.116 0.148
ComplEx 7279 0.081 0.036 0.093 0.167 700 0.896 0.869 0.919 0.939
Trans4EReg1 2424 0.379 0.300 0.416 0.515 117 0.907 0.856 0.947 0.991
Trans4EReg2 3250 0.394 0.327 0.429 0.507 1 0.959 0.928 0.990 1.000
Trans4E 3842 0.158 0.053 0.154 0.416 1 0.866 0.790 0.931 1.000

Table 5.3: Performance of KGEs on AIDA for dimension 500.
Model Type hasTopic hasGRIDType

MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10
TransE 3982 0.400 0.294 0.462 0.592 1 0.968 0.944 0.990 1.000
RotatE 4407 0.433 0.332 0.492 0.622 1 0.953 0.933 0.975 0.996
QuatE 1353 0.426 0.341 0.472 0.581 1 0.957 0.928 0.983 0.998
ComplEx 5855 0.099 0.077 0.109 0.129 1566 0.566 0.531 0.596 0.609
Trans4EReg1 2040 0.402 0.295 0.466 0.604 233 0.910 0.882 0.937 0.944
Trans4EReg2 1942 0.424 0.325 0.482 0.602 34 0.955 0.931 0.978 0.990
Trans4E 3904 0.426 0.318 0.492 0.628 1 0.968 0.944 0.995 0.998

Therefore, we compared the performances of our model against state-of-the art
models in a very low dimensional embedding. This was done to simulate a real-world
application of KGEs on large scale KGs. Indeed, models which obtain satisfactory
performances on a portion of a graph using a small vector size should also perform
well when adopting a higher dimension on a larger portion of the same graph [106,
61].

5.5.3 Hyperparameter Setting

The development environment of our model is PyTorch9. In the experiments,
we reshuffled the training set in each epoch, and generated 16 mini batches on
the reshuffled samples. To determine the performances of our model in high and
low dimensions, the embedding dimension (d) was set to {5, 50, 500} in the ex-
periments. The batch size (b) is considered as {256, 512}, the fixed margin γ is

9PyTorch - https://pytorch.org/

https://pytorch.org/
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{2, 3, 4, 5, 10, 15, 20, 30} and learning rate as {0.001, 0.01, 0.05, 0.1} with a negative
sample of 10. L2 regularization coefficient is {0.000005, 0.0000005} for the models
QuatE, Trans4EReg1, and Trans4EReg2. The best hyperparameter combination for
Trans4E and Trans4EReg2 is b = 256, lr = 0.1, γ = 20 and for Trans4EReg1 is b =
256, lr = 0.001, γ = 20, and d = 500 for all the models. For the regularized versions
λ =0.000005.

5.5.4 Results and Discussions

In this section, we present the outcomes of our experiments. More specifically,
the results of the evaluation for graph completion on AIDA+MAG are detailed in
Section 5.5.4. Section 5.5.4 provides a performance comparison of Trans4E and var-
ious alternative methods across a range of standard benchmarks, including FB15k,
FB15k-237, WN18, and WN18RR. Additionally, Section 5.4.3 investigates into the
analysis of the representation of research topics, showcasing a study on the distri-
bution of their embedding vectors.

Knowledge Graph Completion in AIDA+MAG

In this section we evaluate the performance of Trans4E versus alternative methods
in completing the two relations hasGRIDType and hasTopic in AIDA+MAG.

Specifically, we compared Trans4E with TransE, RotatE, QuatE and ComplEx.
We also included Trans4EReg1 and Trans4EReg2, the two regularized versions pre-
viously defined in Section 4.1.

Table 5.1 reports the performances of the seven models for dimension 5.
Trans4EReg1 clearly outperforms all the other models for the hasTopic relations.
Trans4EReg2 obtains the second-best performance. For instance, when consider-
ing the hasTopic relation, Trans4EReg1 and Trans4EReg2 yield 32.5% in Hits@1
while all the other solutions obtain less than 3%. For the hasGRIDType rela-
tions Trans4EReg2 outperforms all the others with a 92.8% in Hits@1. Moreover,
Trans4EReg1, yields 91.5% in Hits@1 and Trans4E 83.4%, while the best of the
other models is TransE with 50.0%.

RotatE performed surprisingly poorly on both the hasTopic and hasGRIDType
relations, yielding 0% in Hits@1. It should be noted that during the testing phase,
for each test triple (p, hasGRIDType, t), we systematically replaced the tail entity
t with all entities present in the graph. Subsequently, we ranked the actual entities
against the corrupted triples in this process. Notably, RotatE, with a dimensionality
of 5, did not rank any typed entities among the top 10 occurrences. This observa-
tion implies that non-typed entities are ranked higher than typed entities in the
corruption process. This phenomenon can be attributed to the constrained solution
space of the RotatE model, a topic that is also explored in [107].

The overall accuracy for hasGRIDType is typically higher than hasTopic. For
instance, Trans4EReg1 yields a Hits@10 of 99.5% for hasGRIDType and 53.1% for
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Table 5.4: Performance of KGEs on FB15K and WN18.
Model Type FB15k WN18

MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10
TransE – 0.463 0.297 0.578 0.749 – 0.495 0.113 0.888 0.943
RotatE 40 0.797 0.746 0.830 0.884 309 0.949 0.944 0.952 0.959
QuatE 35 0.742 0.658 0.805 0.881 349 0.942 0.927 0.952 0.960
Trans4E 47 0.767 0.681 0.834 0.892 175 0.950 0.944 0.953 0.960

Table 5.5: Performance of KGEs on FB15K-237 and WN18RR.
Model Type FB15k-237 WN18RR

MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10
TransE 357 0.294 – – 0.465 3384 0.226 – – 0.501
RotatE 177 0.338 0.241 0.375 0.533 3340 0.476 0.428 0.492 0.571
QuatE 170 0.282 0.178 0.315 0.501 2272 0.303 0.179 0.386 0.530
Trans4E 158 0.332 0.236 0.366 0.527 1755 0.469 0.416 0.487 0.577

hasTopic. This is mainly due to the fact that the number of entities to be considered
for hasTopic is much higher than that for hasGRIDType.

Overall, Trans4EReg1 seems to be the most suitable model for addressing large-
scale KGs, where increasing the dimension of the model is too costly in computa-
tional terms.

Table 5.2 reports the performances of the models using dimensions 50.
Trans4EReg1 and Trans4EReg2 outperforms all the models with regards to the
hasTopic by a considerable margin (up to 10% improvement on Hits@10). When
considering hasGRIDType, Trans4EReg2 obtains the best performances in all met-
rics, folowed by Trans4EReg1 and RotatE. Due to the overfitting, the performance
of Trans4EReg1 and Trans4EReg2 decreases as the dimension increases from 5 to
50. In fact, Trans4EReg1 and Trans4EReg2 with dimension 5 still outperforms all
the models with dimension 50 in most of the metrics.

Table 5.3 reports the experiments with a dimension of 500. For hasGRIDType,
Trans4E and TransE are comparable and obtain the best performances. When con-
sidering hasTopic, QuatE, RotatE, and Trans4E perform similarly well. Specifically,
QuatE yields the best performance in Hits@1 (34.1%), while Trans4E and RotatE
perform best in Hits@3 (49.2%), and Trans4E obtains the highest Hits@10 (62.8%).

Figure 5.1 and 5.2 summarize the performances of all the models for dimension
5, 50, and 500. Trans4EReg1 significantly outperforms all the models when using
low dimensions and performs well also in high dimensions.

Link Prediction on Benchmark Datasets

We evaluated the performances of the Trans4E model against the competitors on a
set of standard benchmark datasets with diverse relations

(N to M relations where N and M are large, N and M are small, N≫M and
N≪M).
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Figure 5.3: Distribution of the main topics in academia and industry.

Table 5.4 and Table 5.5 show the performances of the KGE models on the bench-
mark datasets FB15k, FB15k-237, WN18, and WN18RR. Trans4E outperforms the
other models in Hits@3 and Hits@10 in FB15k and WN18. It also obtains a sig-
nificantly better MR on FB15k-237 and WN18RR. In FB15k, the Trans4E model
outperforms all the other models when considering the Hits@3 and Hits@10. In
WN18, Trans4E outperforms TransE and QuatE, and obtains competitive results
with respect to RotatE. To note that, these results are computed by running the
models on the benchmark datasets using the best obtained hyperparameter settings
where the dimension is 200, and with 20 negative samples using adversarial negative
sampling [155]. The results are comparatively close in the case of FB15k-237 and
WN18RR, where Trans4E has a better performance in MR.

Overall, the results show that our model outperforms other KGE models on N to
M relations with N≫M and provides competitive performance on KGs with diverse
relations.
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Figure 5.4: Distribution of Topics w.r.t Years. year >= 2015 is considered
recent, year >= 2010 and year < 2015 are denoted as medium_recent, year >=
2005 and year < 2010 are medium_old, year>= 2000 and year < 2005 mean old,
and anything before 2000 is very_old.

Efficiency of the Embeddings

To further investigate the representation of research topics with Trans4E, we anal-
ysed how the embeddings discriminate articles tagged with different topics.

Figure 5.3 shows the embeddings associated to the articles in AIDA+MAG in two
dimensions. In order to produce it, we first selected five major topics of the machine
learning venues: “fuzzy_classification”, “natural_language_processing”, “competi-
tive_learning”, “machine learning”, and “bioinformatics”. Then, we retrieved the
embedding vectors of the papers tagged with those topics and visualized them by
using T-SNE [92].

We can appreciate how papers with the same topics tend to cluster together.
For example, papers belonging to the “fuzzy_classification” topic (green) lie within
the same cluster. Note that papers in some topics such as “bioinformatics” may be
associated to other topics as well (e.g. a paper may be in “bioinformatics” and use
“fuzzy_classification” methods). This is why papers related to more general topics
are distributed with a larger variance.

We further evaluated the ability of our model to properly distribute topics in
the vector space based on their publication dates. In Figure 5.4, we illustrate the
distribution of the learned vectors for the topics w.r.t their publishing years. This
shows that topics such as “convolutional_neural_networks”, “parallel_processing”,
and “speech_recognition” are correctly identified to be hot topics for the correspond-
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ing years.
The topic “word_embedding” lies in the border of recent and medium_old period

indicating that even if old is still lasting.There is also a cluster of topics around the
very_old time period for which the corresponding vectors are very different from
the ones in other time periods. A manual analysis revealed that most of them were
mostly active before the year 2000.



Chapter 6

AIDA-KG Analysis
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6.1 Introduction

In this chapter, we present a scientometric analysis in which we assess whether a
diverse pool of expertise within a research team can influence their scientific impact,
measured as the number of citations received by the resulting research papers in the
upcoming 5 years. The analysis was performed on 114,203 Computer Science pa-
pers from the Academia/Industry DynAmics (AIDA) Knowledge Graph , published
within the 2010-2015 timeframe. To assess the diversity of a team, we characterise a
researcher’s expertise as the distribution of research topics of their paper in the pre-
vious 5 years. To this purpose, we leverage the Computer Science Ontology, which
consists of 14K topics and provides a more fine-grained representation compared to
the generic disciplines provided by typical scholarly datasets such as Scopus and
Web of Science. We then computed the pairwise cosine similarity between each cou-
ple of authors in a paper and defined two metrics as proxy for diversity of expertise:
1) the maximum value of cosine distance between the authors, and 2) the number
of connected components obtained when linking authors according to a similarity
threshold.

The results show that both diversity metrics are significantly associated with
the number of citations at five years. In other words, research papers authored by
a research team with a wide set of skills and expertise tend to have a higher impact
than the ones authored by more homogeneous teams. The remainder of the chapter
is organised as follows. In paragraph 6.2 we describe the open issues, paragraph
6.3 provides an overview of the state of the art, while paragraph 6.4 outlines the
materials and methodologies employed in the study. The findings are presented in
Paragraph 6.5.

6.2 Open Issues

Understanding the correlation between the composition of a research team and the
potential impact of their research papers is of paramount importance. Such compre-
hension can pave the way for the formulation of science policies and best practices
aimed at propelling innovation. One commonly scrutinized aspect is the diversity
of the research team across various dimensions, including but not limited to ethnic-
ity [7], gender [110], disciplinary backgrounds [161], team size [173], among others.
Notably, less attention has been dedicated to the diversity of expertise within the
group of researchers.

In recent years, there has been a growing emphasis on the significance of in-
terdisciplinary approaches and collaborative endeavors between different scientific
fields. Funding agencies, scientific journals, and governmental institutions have pro-
gressively underscored the necessity of such interactions. While the current land-
scape may inadvertently encourage researchers to specialize narrowly within their
fields, the scientific community aspires to unite its efforts to tackle societal chal-
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lenges. These challenges encompass a spectrum of pressing issues, including climate
change, poverty, disease, inequality, and the imperative for sustainable development.
By their very nature, these challenges demand intricate and multifaceted solutions
that call for the amalgamation of diverse areas of expertise. The cross-pollination of
ideas from different fields of expertise can also break down the traditional barriers
between disciplines and uncover unexpected insights that can drive new discoveries.

6.3 Background
In the literature, we can find a plethora of studies that analysed research team diver-
sity across several dimensions: nationality [151], ethnicity [7, 60], institutions [74],
gender [110], academic age [73], disciplinary backgrounds [161], and team size [173].
The literature consensus is that a higher diversity often leads to an increase in
productivity or impact. For instance, Smith et al. (2014) showed that promoting
international collaboration has important benefits for scientific visibility, quality,
and impact. Likewise, research on cross-institution teams in the field of engineering,
social science, and others highlighted that multi-university collaborations with top-
tier universities produce high-impact papers [74]. Wu et al. (2019) analysed the size
of research teams and found that small teams tend to build on less popular and po-
tentially disruptive ideas, but also experience a citation delay, whereas larger teams
work on more popular ideas and gather citations rapidly [173]. AlShebli et al. (2018)
studied the effect of ethnicity, gender, academic age, and affiliations on research im-
pact. Their analysis shows that, even if all these factors play a role, ethnicity is
the most prominent one, associated with an impact gain of 10.63In this chapter, we
focus instead on the diversity of expertise, which has been notoriously hard to study
since scholarly datasets lack a high-quality representation of researchers’ expertise.

6.4 Approach
In this paragraph, we describe the data selection and the methodologies used to
assess the diversity of expertise within a paper.

6.4.1 Data Selection

To analyse whether expertise diversity is related to the number of citations, we
selected 114,203 research publications fulfilling four constraints: i) they were pub-
lished between 2010 and 2015, ii) they reached at least 2 citations in the following
five years, iii) they were authored by at least two authors, and iv) each author had
at least one publication in the five years prior the paper under analysis. We set the
first constraint to compare papers in the same time period. The second condition
excludes patents and other technical documents that sometimes get included in the
dataset, but do not typically receive citations. The third condition is a minimum
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requirement to analyse the characteristics of a research team. The last condition
is required to compute metrics that consider the recent expertise of the authors.
In practice, we first randomly selected 150K papers from AIDA KG in the period
2010-15 (first constraint) and then removed the ones that did not meet the remaining
constraints. We assessed the impact of a paper according to the number of citations
received 5 years after its publication. For instance, the impact of a paper published
in 2013 would be based on all the citations gathered by 2018. We then split the
papers in 10 buckets of papers according to their number of citations after 5 years.
Table 6.1 reports these groups alongside their frequency and the citation median.

Table 6.1: Groups of papers according to the citation ranges
Bucket Identifier Citation ranges (c) Citation Median Num. of Papers

A 2 ≤ c < 5 3 37,232
B 5 ≤ c < 10 6 27,696
C 10 ≤ c < 15 12 12,606
D 15 ≤ c < 20 17 7,180
E 20 ≤ c < 30 24 7,355
F 30 ≤ c < 40 34 3,717
G 40 ≤ c < 50 44 2,181
H 50 ≤ c < 100 64 3,691
I 100 ≤ c < 150 118 6,245
J c ≥ 150 226 6,292

6.4.2 Assessing Author Expertize

As a following step, we identified 363,381 authors from the 114K papers and de-
termined their expertise. Specifically, for each author, we selected their research
publications in the 5 years prior to the publication of the paper under analysis.
Next, we computed the distribution of topics in these articles, i.e., we counted the
times a given topic appeared in the relevant papers. We normalised this distribution
over the total number of papers and subtracted the normalised topic distribution
of the whole Computer Science domain. This was done to identify the topics that
are more relevant to the specific author, as suggested in (Angioni et al., 2022). For
instance, the final weight of the topic Machine Learning for an author will be 40

Finally, we ranked the topics based on this score and selected the top 10. We
ran different experiments by testing other values between 5 and 20, but the overall
results were very similar.

6.4.3 Assessing Expertise Diversity in a Team of Authors

To assess the diversity of expertise, we computed two statistical metrics on each
paper. The first is the maximum value of the cosine distances computed on each
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couple of authors in the research team. The second metric counts the number of
sub-teams having different expertise. Specifically, for a given research paper, we
computed the cosine distance between each couple of authors based on their top-
10 topics, generating a distribution of (N×(N-1))/2 values. The cosine distance is
computed as the complement to one of the cosine similarity, and moves from 0 to 1.
The higher the cosine distance the more diverse the set of topics between the two
authors. In this context, the average of the cosine distance is a bad indicator, since
can produce very different results for papers that a researcher would consider very
similar in terms of diversity. As an example, a research team consisting of an author
in Human Computer Interaction and a second author in Machine Learning may
obtain a fairly high value. However, a team composed of three authors in Human-
Computer Interaction and three others in Machine Learning, would produce a much
lower value. Therefore, we instead used as the first diversity metric the maximum
value of the distribution, which does not suffer from this issue. In order to produce
a more granular metric that would reflect the different components in the team (two
in the previous example), we clustered authors according to their expertise and
counted the resulting number of subgroups. The higher the number of subgroups
the more diverse the pool of researchers. Specifically, for each paper, we created an
authorship graph G = (V,E), where V is the set of authors and E is the list of edges.
We generated an edge between a pair of authors when their cosine distance is below
0.3, i.e., they have a similarity higher than 0.7, which typically indicates a high
degree of similarity between two vectors. Next, we extract the number of connected
components, which are the groups of authors with similar expertise. Finally, based
on the number of extracted components, we characterised the paper’s diversity of
expertise as: i) low, with 1 or 2 components, ii) moderate, with 3 or 4 components,
iii) high, with 5 or 6 components, or iv) very high, from 7 components upward.
Figure 6.1 shows an example of an author network with 7 authors arranged in 3
subgroups.

6.4.4 Investigating the relationship between diversity of ex-
pertise and citations

In order to assess if the expertise diversity of the authors of a paper is significantly
associated with the number of citations in the following five years, we studied the
distribution of the two previously described metrics across the 10 buckets. The
difference between variables was studied with the chi-square test. The correlation
between distributions of continuous variables was expressed by Pearson’s linear cor-
relation coefficient r, and relative p-value. Statistical significance corresponded in
both cases to p<0.05.
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Figure 6.1: Example of network of authors with 3 components. In this case, the
paper will be characterised as having moderate diversity.

6.5 Results

In this section, we discuss our results and report relevant statistical tests.

6.5.1 Max cosine distance between authors

Figure 6.2 reports the frequency of papers for a certain maximum cosine distance
over the full dataset. The most notable characteristic is the peak at 1. The specific
distributions of the 10 buckets are similar in the range 0.1-0.9, but exhibit remarkable
differences among them in the frequencies of 0 and 1. Therefore, we focused our
analysis on these two cases. A score of 0 means that all the authors of a paper
have exactly the same expertise (e.g., they all work on the very same branch of
Human-Computer Interaction), while a score of 1 means that at least one author is
working on completely different areas. The ratio #1/#0 can thus be used as a good
indication of diversity. A higher ratio of #1/#0 will point to a higher expertise
diversity.

Table 6.2 reports on the number of 0 and 1 across the buckets as well as the ratio
between these two values. Figure 3 further highlights this phenomenon by showing
the #1/#0 ratio against the citation median of each bucket. The Pearson correlation
coefficient between the distributions of these two variables is 0.955 (p<0.0001), which
represents a strong direct linear correlation. This seems to confirm the hypothesis
that a higher expertise diversity leads to a higher number of citations, i.e., to a
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Figure 6.2: The distribution of the maximum values of cosine distance.

Identifier # of 0s # of 1s #1/#0
A 1,195 14,401 12.05
B 578 10,726 18.56
C 189 4,809 25.44
D 96 2,689 28.01
E 71 2,787 39.25
F 32 1,415 44.22
G 23 820 35.65
H 28 1,398 49.93
I 33 2,406 72.91
J 25 2,351 94.04

Table 6.2: Frequency of research papers with zeros and ones according to the ranges
of citations.

higher impact.

6.5.2 Number of components in the author graph

Table 6.3 reports the distribution of articles with low, moderate, high, and very high
diversity as defined in Section 3.4. The percentage of papers with low diversity is
inversely correlated to the median number of citations (r= -0.80, p=0.03), whereas
the number of papers with high diversity is directly correlated (r=0.97, p < 0.0001).
Hence, the ratio between the number of papers with high or very high diversity
and the ones with low diversity (see last column of Table 6.3) shows a significantly
high direct correlation (Pearson’s r=0.90) with the median number of citations. For
instance, the set of papers with less than five citations (A) includes only 3.0The chi-
square test applied the distribution of the four diversity categories (low, moderate,
high, and very high) between adjacent buckets i and (i + 1) found a significant
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low moderate high very Total (very high + high)/low
A 64.84% 32.15% 2.79% 0.23% 37,232 0.05
B 61.69% 34.71% 3.25% 0.35% 27,700 0.06
C 60.06% 35.40% 4.14% 0.40% 12,606 0.08
D 58.23% 36.56% 4.75% 0.46% 7,180 0.09
E 57.92% 36.56% 4.88% 0.64% 7,355 0.10
F 56.60% 37.18% 5.62% 0.59% 3,717 0.11
G 56.44% 37.37% 5.64% 0.55% 2,181 0.11
H 54.67% 37.83% 6.52% 0.97% 3,695 0.14
I 52.49% 39.12% 7.21% 1.18% 6,245 0.16
J 51.16% 39.16% 7.99% 1.68% 6,292 0.19
ALL 60.51% 34.91% 4.10% 0.49% 114,203 0.08

Table 6.3: Percentages of papers with low, moderate, high, and very high diversity.

difference between A and B and B and C (p < 0.0001), decreasing for C vs D (p <
0.04), and becoming not significant for the following pairs. A is also significantly
different from B-J (p < 0.0001) and A-B is significantly different from C-J (p <
0.0001). Figure 6.3 further showcases this dynamic by reporting the difference in
the ratio of the diversity categories between the B-J buckets and A. For instance, the
difference between the ratio of high-diversity papers in J (7.99%) and A (2.78%) is
5.21%. In conclusion, the results obtained by using the four categories of diversity
align with the ones based on the maximum cosine distance. In both cases, the
expertise diversity metric is significantly associated with the number of citations.
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Figure 6.3: Difference in the ratio of the diversity categories between the B-J buckets
and A.
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The importance of scholarly knowledge graphs lies in their potential to revo-
lutionize research and academia. They provide a structured, interconnected view
of scholarly information, facilitating advanced search, discovery, and analysis. For
the scholarly domain in this thesis we have proposed Academia/Industry DynAmics
(AIDA) Knowledge graph. This resource characterizes 21 million publications and
8 million patents categorized based on research topics derived from the Computer
Science Ontology. The core objective of this work was to tackle the challenge of
constructing a comprehensive scholarly knowledge graph that encompasses and cat-
egorizes all dimensions of scholarly entities. It can be used to identify and analyze
the research trends of different industries and how and when academia and/or indus-
try tackle these in particularly significant ways, thus facilitating a granular analysis
of the interaction between these two worlds. In addition, we’ve shown the evaluation
we performed on AIDA. Particularly, we evaluated both the pipeline for generating
it and the impact of AIDA for forecasting the impact of research trends in Industry.

Within AIDA, we presented AIDA Dashboard, a tool to support the analysis and
comparison of scholarly venues (conferences, journals) according to several metrics,
developed within Springer Nature. We’ve shown that the dashboard is built on top
of AIDA, and characterizes each venues according to several aspects. In fact in
each venue in can assess: 1) the research area of interests, 2) analytics about every
scholarly entity that publish (e.g. authors) or is useful to produce analysis (e.g.
country, topics) about the venue. In addition we’ve discussed on the possibility and
various aspects of the graphical user interface of the AIDA Dashboard and how this
tool can be useful for both researchers and editors. We evaluated the dashboard
both in qualitative and quantitative terms.

Another tool proposed is AIDA-Bot, a conversational agent that is built on top
of AIDA Knowledge Graph, and provides accurate and factual information about
the research landscape. The architecture of AIDA-Bot is based on two different
modules: 1) question understanding module, and 2) response generator modules.
The Question Understanding module first identifies key terms in user queries using
Named-Entity Recognition, then filters out redundant terms and searches for these
key terms in the AIDA Knowledge Graph. It dynamically generates grammars based
on the entities found, which helps in producing relevant queries for the knowledge
graph. By calculating similarity with the user’s input, it selects the most suitable
query for further processing by the Response Generator. While the Response Gen-
erator serves two main scenarios: for user queries that match generated queries, it
runs equivalent queries on the AIDA KG to retrieve data, and for natural language
responses, it employs tailored templates. We have also integrated transformers to
summarize and question-answering task provided in AIDA-Bot. We’ve performed a
user-study including open questions on the capability of the system to provide good
results. The system is evaluated by the users as excellent, and the answers provided
by AIDA-Bot results very good and accurate.

Subsequently, a novel embedding model for knowledge graph completion
(Trans4E) is proposed. We described how this model is useful for the task of link
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prediction especially for knowledge graphs that have many-to-few relations, such
as academic knowledge graphs. Trans4E stands for Translational Embeddings for
Entity and Edge Encoding. It is based on the idea of translating entities and re-
lations in a low-dimensional vector space, while also encoding the edge types and
cardinalities. We applied the model on two large-scale academic knowledge graphs,
the Academia/Industry DynAmics (AIDA) and Microsoft Academic Graph (MAG),
and showed competitive results compared to other models. We’ve also seen how the
model can help to complete the information about fields of study, affiliation types,
and other attributes of academic entities.

Finally, we proposed a scientometric analysis exploring the impact of diversity in
terms of the authors’ expertise on the scientific impact of their papers. The approach
proposes two ways of measuring the diversity of expertise: 1) The Field Diversity
Index (FDI), and 2) the Field Entropy Index (FEI). We’ve seen how FDI measures
the diversity of expertize in a team, while FEI measures the distribution of the
fields in a team. In this study we found out that both FDI and FEI are positively
correlated with the number of citations, meaning that papers with more diverse
teams, in terms of field of expertize, tend to get more citations. It also encourages
interdisciplinary collaboration and supporting diverse research communities.
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