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Abstract. We study a nonlinear elliptic equation driven by the degenerate fractional p-Laplacian, with

Dirichlet type condition and a jumping reaction, i.e., (p − 1)-linear both at infinity and at zero but with

different slopes crossing the principal eigenvalue. Under two different sets of hypotheses, entailing different

types of asymmetry, we prove the existence of at least two nontrivial solutions. Our method is based on

degree theory for monotone operators and nonlinear fractional spectral theory.

1. Introduction

Nonlinear elliptic equations with jumping (a.k.a. asymmetric, or crossing) reactions represent a classical
subject of investigation in nonlinear analysis. Such equations can be written in the following general form:

−Lpu = f(x, u) in Ω,

coupled with some boundary conditions. Here Ω is some domain, Lp is an elliptic operator, which is (p− 1)-
homogeneous for some p > 1 (linear if p = 2), and f : Ω × R → R is a Carathéodory function s.t. the
quotient

t 7→ f(x, t)

|t|p−2t

has different finite limits for |t| → ∞ and/or t→ 0. The study of such problems goes back to [3], with relevant
contributions from [15] (where the term ’jumping’ was also introduced), [33], and [8] (where a general abstract
formulation of the problem was given). All the cited works deal with the semilinear case. In the quasilinear
case, we recall the results of [1,19,29] (dealing with the Dirichlet p-Laplacian), [2] (dealing with the Neumann
p-Laplacian). In the nonlocal framework, we recall [26] (dealing with the fractional Laplacian).

Since the reaction is asymptotically (p− 1)-linear at both ±∞ and 0, the study of such problems is naturally
related to that of the eigenvalue problem for Lp. In general, nontrivial solutions appear as soon as the limits
above ’jump’ over the principal eigenvalue of Lp. Existence results can be proved via either variational
methods (critical point theory and Morse theory), or topological methods (degree theory).

In this paper we study the following fractional order nonlinear equation with Dirichlet condition:

(1.1)

{
(−∆)sp u = f(x, u) in Ω

u = 0 in Ωc.

Here Ω ⊂ RN (N ≥ 2) is a bounded domain with C1,1 boundary, p > 2, s ∈ (0, 1) s.t. N > ps, the leading
operator is the fractional p-Laplacian, defined for all u : RN → R smooth enough and all x ∈ RN by

(−∆)sp u(x) = 2 lim
ε→0+

∫
Bc

ε(x)

|u(x)− u(y)|p−2(u(x)− u(y))

|x− y|N+ps
dy,

and f : Ω×R→ R is a Carathéodory mapping with (p− 1)-linear growth both at 0 and at ±∞, with different
slopes (jumping reaction). The operator (−∆)sp is both a nonlocal and a nonlinear one, which for p = 2
reduces to the well-known fractional Laplacian. The corresponding eigenvalue problem can be stated as
follows:

(1.2)

{
(−∆)sp u = λ|u|p−2u in Ω

u = 0 in Ωc.

2010 Mathematics Subject Classification. 35P30, 35R11, 47H11.

Key words and phrases. Fractional p-Laplacian, Jumping reactions, Degree theory.

1



2 S. FRASSU, A. IANNIZZOTTO

The eigenvalue problem (1.2) has been studied, for instance, in [27,28], leading to the existence of a diverging
sequence of variational (Lusternik-Schnirelmann) eigenvalues

0 < λ1 < λ2 6 . . . 6 λk 6 . . . ,

with properties analogous to those of the classical p-Laplacian. The nonlinear problem (1.1) (or variants of it)
was studied in [9,11,13,14,21,22,24], where asymptotic comparison between f(x, ·) and some eigenvalue of
the sequence above is often used as a means to the end of proving existence of nontrivial solutions. Most
of the cited works use variational methods. In particular, asymmetric reactions ((p− 1)-superlinear at ∞,
(p− 1)-sublinear at −∞) are considered in [22].

Our approach is topological, based on Browder’s topological degree for (S)+-maps, and follows [1, 2]. We
prove multiplicity results for problem (1.1) with jumping reactions, under two different sets of hypotheses:

(a) if the quotient f(x, t)/(|t|p−2t) is asymptotically bounded below λ1 for |t| → ∞, and between λ1 and
λ2 for t→ 0, then (1.1) has at least two nontrivial solutions (Theorem 4.5);

(b) if the quotient f(x, t)/(|t|p−2t) is asymptotically bounded below λ1 for t → ∞, above λ1 for both
t→ −∞, 0+, and tends to 0 for t→ 0−, then (1.1) has at least two nontrivial solutions, one of which
positive (Theorem 5.5).

In both cases we do not assume that the asymptotic limits exist. The proofs are based on a comparison
between the operator driving problem (1.1) and the one arising from convenient weighted eigenvalue problems,
which preserves Browder’s degree by homotopy invariance. In this comparison we use an index formula for
(−∆)sp proved in [14], and monotonicity properties of weighted eigenvalues proved in [20].

The paper has the following structure: in Section 2 we recall the basic notions of the degree theory for
demicontinuous (S)+-maps; in Section 3 we recall the functional-analytic framework and some well-known
results about fractional p-Laplacian problems, including weighted eigenvalue problems; in Section 4 we deal
with case (a); and in Section 5 we deal with case (b).

Notation: Throughout the paper, for any A ⊂ RN we shall set Ac = RN \ A. For any two measurable
functions f, g : Ω→ R, f 6 g in Ω will mean that f(x) 6 g(x) for a.e. x ∈ Ω (and similar expressions). The
positive (resp., negative) part of f is denoted f+ (resp., f−). If X is an ordered Banach space, then X+ will
denote its non-negative order cone. For all r ∈ [1,∞], ‖ · ‖r denotes the standard norm of Lr(Ω) (or Lr(RN ),
which will be clear from the context). Every function u defined in Ω will be identified with its 0-extension to
RN . Moreover, C will denote a positive constant (whose value may change case by case).

2. Degree theory for (S)+-maps

Topological degree theory for (S)+-mappings from a Banach space into its dual was introduced by Browder
in [6] and subsequent papers, as an infinite-dimensional extension of Brouwer’s degree theory, and then
generalized in [1, 18] to set-valued mappings. We recall here some basic features of such theory, following the
general approach of [30, Section 4.3].

Let (X, ‖ · ‖) be a separable reflexive Banach space with dual (X∗, ‖ · ‖∗). We say that A : X → X∗ is a
(S)+-map, if for any sequence (un) in X, un ⇀ u in X and

lim sup
n→∞

〈A(un), un − u〉 ≤ 0

imply un → u (strongly). By Troyanskij’s renorming theorem, we can assume that both X and X∗ are locally
uniformly convex. So, there is a (single-valued) duality map F : X → X∗ s.t. for all u ∈ X

‖F(u)‖2 = ‖u‖2 = 〈F(u), u〉.
Such F is a (S)+-homeomorphism between X and X∗. Also, we remark that if A : X → X∗ is a demicontinuous
(i.e., strong to weak∗ continuous) (S)+-map and B : X → X∗ is a completely continuous map, then A+B is
a demicontinuous (S)+-map.

We will now define a degree for a triple (A,U, u∗), where U ⊆ X is a bounded open set, A : U → X∗ is a
demicontinuous (S)+-map, and u∗ ∈ X∗ \A(∂U). First we introduce a Galerkin type approximation. Since
X is separable, there exists an increasing sequence (Xn) of finite-dimensional subspaces of X s.t.

∞⋃
n=1

Xn = X.
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For all n ∈ N we denote Un = U ∩Xn and define An : Un → X∗n (Un denotes the closure of Un in Xn) by
setting for all u ∈ Un, v ∈ Xn

〈An(u), v〉 = 〈A(u), v〉n

(〈·, ·〉n denotes the duality between X∗n and Xn). By [30, Proposition 4.38], the Brouwer degree of An eventually
stabilizes as n→∞, i.e., there exists n0 ∈ N s.t. for all n > n0 we have u∗ /∈ An(∂Un) and

degB(An, Un, u
∗) = degB(An0

, Un0
, u∗).

So, we can define the degree for the triple (A,U, u∗) as

deg(S)+(A,U, u∗) = degB(An0
, Un0

, u∗).

The integer-valued map deg(S+) inherits the main properties of Brouwer’s degree. In particular, it is invariant

with respect to a special class of homotopies. We say that h : [0, 1]× U → X∗ is a (S)+-homotopy, if tn → t
in [0, 1], un ⇀ u in X, and

lim sup
n→∞

〈h(tn, un), un − u〉 ≤ 0

imply un → u in X and h(tn, un) ⇀ h(t, u) in X∗. For instance, if A,B : U → X∗ are demicontinuous
(S)+-maps, then

h(t, u) = (1− t)A(u) + tB(u)

defines a (S)+-homotopy [30, Proposition 4.41]. For the reader’s convenience, we summarize the properties of
deg(S)+ :

Proposition 2.1. [30, Theorem 4.42] Let U ⊂ X be a bounded open set, A : U → X∗ be a demicontinuous
(S)+-map, u∗ /∈ A(∂U). Then:

(i) (normalization) if u∗ ∈ F(U), then deg(S)+(F , U, u∗) = 1;

(ii) (domain additivity) if U = U1 ∪ U2, with U1, U2 ⊂ X nonempty open sets s.t. U1 ∩ U2 = ∅ and
u∗ /∈ A(∂U1 ∪ ∂U2), then

deg(S)+(A,U, u∗) = deg(S)+(A,U1, u
∗) + deg(S)+(A,U2, u

∗);

(iii) (excision) if C ⊂ U is closed s.t. u∗ /∈ A(C), then

deg(S)+(A,U \ C, u∗) = deg(S)+(A,U, u∗);

(iv) (homotopy invariance) if h : [0, 1]× U → X∗ is a (S)+-homotopy s.t. u∗ /∈ h(t, ∂U) for all t ∈ [0, 1],
then

t 7→ deg(S)+(h(t, ·), U, u∗)

is constant in [0, 1];
(v) (solution) if deg(S)+(A,U, u∗) 6= 0, then there exists u ∈ U s.t. A(u) = u∗;

(vi) (boundary dependence) if B : U → X∗ is a demicontinuous (S)+-map s.t. A(u) = B(u) for all
u ∈ ∂U , then

deg(S)+(A,U, u∗) = deg(S)+(B,U, u∗).

We conclude this section by recalling a result on the degree of a potential operator, originally established by
Rabinowitz [32] for the Leray-Schauder degree:

Proposition 2.2. [30, Corollary 4.49] Let Φ ∈ C1(X) be a functional s.t. Φ′ : X → X∗ is a demicontinuous
(S)+-map, u0 ∈ X be a local minimizer and an isolated critical point of Φ. Then, there exists ρ0 > 0 s.t. for
all ρ ∈ (0, ρ0]

deg(S)+(Φ′, Bρ(u0), 0) = 1.
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3. General Dirichlet problems and weighted eigenvalue problems

In this section we collect some useful results related to the fractional p-Laplacian, which we shall exploit in
our analysis of problem (1.1).

First we fix a functional-analytic framework, following [12,21]. For all measurable u : RN → R we set

[u]ps,p =

∫∫
RN×RN

|u(x)− u(y)|p

|x− y|N+ps
dxdy.

Then we define the following fractional Sobolev spaces:

W s,p(RN ) =
{
u ∈ Lp(RN ) : [u]s,p <∞

}
,

W s,p
0 (Ω) =

{
u ∈W s,p(RN ) : u(x) = 0 in Ωc

}
,

the latter being a uniformly convex, separable Banach space with norm ‖u‖ = [u]s,p and dual space W−s,p
′
(Ω)

(with norm ‖ · ‖−s,p′). Set p∗s = Np/(N − ps). Since Ω is bounded, the embedding W s,p
0 (Ω) ↪→ Lq(Ω) is

continuous for all q ∈ [1, p∗s] and compact for all q ∈ [1, p∗s).

On the reaction of (1.1) we make the following general assumption:

H0 f : Ω× R→ R is a Carathéodory function, and there exist c0 > 0, q ∈ (1, p∗s) s.t. for a.e. x ∈ Ω and all
t ∈ R

|f(x, t)| ≤ c0(1 + |t|q−1).

Under such hypothesis, the following definition is well posed. We say that u ∈W s,p
0 (Ω) is a (weak) solution of

(1.1), if for all v ∈W s,p
0 (Ω)∫∫

RN×RN

|u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y))

|x− y|N+ps
dx dy =

∫
Ω

f(x, u)v dx.

We have the following a priori estimate for the solutions:

Proposition 3.1. [7, Theorem 3.3] Let H0 hold, u ∈W s,p
0 (Ω) be a solution of (1.1). Then, u ∈ L∞(Ω) with

‖u‖∞ 6 C, for some C = C(‖u‖) > 0.

Regularity theory for nonlinear, nonlocal operators is still developing. A major role in such theory is played
by the following weighted Hölder spaces, with weight dsΩ(x) = dist(x,Ωc)s. Set

C0
s (Ω) =

{
u ∈ C0(Ω) :

u

dsΩ
has a continuous extension to Ω

}
, ‖u‖0,s =

∥∥∥ u
dsΩ

∥∥∥
∞
,

and for all α ∈ (0, 1)

Cαs (Ω) =
{
u ∈ C0(Ω) :

u

dsΩ
has a α-Hölder extension to Ω

}
,

‖u‖α,s = ‖u‖0,s + sup
x 6=y

|u(x)/dsΩ(x)− u(y)/dsΩ(y)|
|x− y|α

.

The embedding Cαs (Ω) ↪→ C0
s (Ω) is compact for all α ∈ (0, 1). By [21, Lemma 5.1], the positive cone C0

s (Ω)+

of C0
s (Ω) has a nonempty interior given by

int(C0
s (Ω)+) =

{
u ∈ C0

s (Ω) : inf
Ω

u

dsΩ
> 0
}
.

Combining Proposition 3.1 and [25, Theorem 1.1], we have the following global regularity result for the
degenerate case p > 2:

Proposition 3.2. Let H0 hold, u ∈W s,p
0 (Ω) be a solution of (1.1). Then, u ∈ Cαs (Ω) for some α ∈ (0, s].

We define the operators driving (1.1). For all u, v ∈W s,p
0 (Ω) we set

〈A(u), v〉 =

∫∫
RN×RN

|u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y))

|x− y|N+ps
dxdy.

It is easily seen that A : W s,p
0 (Ω)→W−s,p

′
(Ω) is a demicontinuous (S)+-map (see [13, Lemma 2.1], [14, Lemma

3.2]). We recall from [22, Lemma 2.1] the following inequality, which holds for all u ∈W s,p
0 (Ω):

(3.1) ‖u±‖p 6 〈A(u),±u±〉.
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We also define the Nemytskij operator

〈Nf (u), v〉 =

∫
Ω

f(x, u)v dx.

By H0, Nf : W s,p
0 (Ω) → W−s,p

′
(Ω) is a completely continuous map. Thus, A − Nf is a demicontinuous

(S)+-map. Clearly, any u ∈W s,p
0 (Ω) is a (weak) solution iff in W−s,p

′
(Ω) we have

A(u)−Nf (u) = 0.

Sometimes we will deal with problem (1.1) variationally. Let us define an energy functional by setting for all
(x, t) ∈ Ω× R

F (x, t) =

∫ t

0

f(x, τ) dτ,

and for all u ∈W s,p
0 (Ω)

Φ(u) =
‖u‖p

p
−
∫

Ω

F (x, u) dx.

By H0, it is easily seen that Φ ∈ C1(W s,p
0 (Ω)) with derivative given for all u ∈W s,p

0 (Ω) by

Φ′(u) = A(u)−Nf (u),

so the solutions of (1.1) coincide with the critical points of Φ. By using Proposition 3.2 above, we get the
following useful result about equivalence of local minimizers of Φ in the topologies of W s,p

0 (Ω) and C0
s (Ω),

respectively:

Proposition 3.3. [24, Theorem 1.1] Let H0 hold, u ∈W s,p
0 (Ω). Then, the following are equivalent:

(i) there exists σ > 0 s.t. Φ(u+ v) > Φ(u) for all v ∈W s,p
0 (Ω) ∩ C0

s (Ω), ‖v‖0,s 6 σ;
(ii) there exists ρ > 0 s.t. Φ(u+ v) > Φ(u) for all v ∈W s,p

0 (Ω), ‖v‖ 6 ρ.

Finally, we recall a strong maximum principle and Hopf’s lemma (see also [23, Theorem 2.6]):

Proposition 3.4. [10, Theorems 1.2, 1.5] Let H0 hold, and c1 > 0 be s.t. for a.e. x ∈ Ω and all t ≥ 0

f(x, t) ≥ −c1tp−1.

Then, for all u ∈W s,p
0 (Ω)+ \ {0} solution of (1.1) we have u ∈ int(C0

s (Ω)+).

The rest of this section is devoted to the following weighted eigenvalue problem with m ∈ L∞(Ω)+ \ {0} and
λ ∈ R:

(3.2)

{
(−∆)sp u = λm(x)|u|p−2u in Ω

u = 0 in Ωc.

This reduces to (1.2) for m ≡ 1. For a general, possibly singular weight see [9, 14, 17, 20]. Set for all
u, v ∈W s,p

0 (Ω)

〈Km(u), v〉 =

∫
Ω

m(x)|u|p−2uv dx.

By [14, Lemma 3.2], Km : W s,p
0 (Ω) → W−s,p

′
(Ω) is a completely continuous map. So, A − λKm is a

demicontinuous (S)+-map for all λ ∈ R. According to the general definition above, we say that u ∈W s,p
0 (Ω)

is a (weak) solution of (3.2) if in W−s,p
′
(Ω) we have

A(u)− λKm(u) = 0.

So, λ ∈ R is an eigenvalue of (−∆)sp , with weight m, if there exists u ∈W s,p
0 (Ω) \ {0} solution of (3.2), which

is then an eigenfunction associated to λ. Arguing as in [27] and following the general scheme of [31], we set

Sp(m) =
{
u ∈W s,p

0 (Ω) :

∫
Ω

m(x)|u|p dx = 1
}
.

For all k ∈ N we set
Fk = {S ⊆ Sp(m) : S closed, S = −S, i(S) ≥ k},

where i(·) denotes the Fadell-Rabinowitz cohomological index, and

(3.3) λk(m) = inf
S⊂Fk

sup
u∈S
‖u‖p.
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By means of (3.3) we define a sequence of variational (Lusternik-Schnirelmann) weighted eigenvalues

0 < λ1(m) < λ2(m) ≤ · · · ≤ λk(m) ≤ · · · → ∞.

If m ≡ 1, then we set λk = λk(1) (eigenvalues of (1.2)). The following proposition summarizes the properties
of the principal weighted eigenvalue λ1(m), including a strong monotonicity property with respect to m:

Proposition 3.5. [20, Propositions 3.3, 4.2] Let m ∈ L∞(Ω)+ \ {0}. Then, λ1(m) > 0 is the smallest
eigenvalue of (−∆)sp with weight m and has the following variational characterization:

λ1(m) = inf
u∈W s,p

0 (Ω)\{0}

‖u‖p∫
Ω
m(x)|u|p dx

,

the infimum being attained at a unique eigenfunction û1,m ∈ Sp(m)∩ int(C0
s (Ω)+). Besides, any eigenfunction

associated to an eigenvalue λ > λ1(m) is nodal. Finally, if m′ ∈ L∞(Ω)+ \ {0} is s.t. m 6 m′ in Ω and
m 6≡ m′, then λ1(m) > λ1(m′).

Regarding the second eigenvalue λ2(m), we have the following properties, including a weaker monotonicity
property (analogous to [4, Proposition 3] for the p-Laplacian):

Proposition 3.6. [20, Propositions 3.4, 4.3] Let m ∈ L∞(Ω)+ \ {0}. Then, λ2(m) is the smallest eigenvalue
of (−∆)sp with weight m, greater than λ1(m). Besides, if m′ ∈ L∞(Ω)+ \ {0} is s.t. m < m′ in Ω, then
λ2(m) > λ2(m′).

For the demicontinuous (S)+-map A−λKm there holds the following index formula (see [2, Lemma 2, Theorem
2] for the Neumann p-Laplacian):

Proposition 3.7. [14, Theorem 3.5] Let m ∈ L∞(Ω)+ \ {0}, r > 0. Then

(i) deg(S)+(A− λKm, Br(0), 0) = 1 for all λ ∈ (0, λ1(m));

(ii) deg(S)+(A− λKm, Br(0), 0) = −1 for all λ ∈ (λ1(m), λ2(m)).

We also recall the following technical property:

Proposition 3.8. [22, Lemma 2.7] Let θ ∈ L∞(Ω) be s.t. θ 6 λ1 in Ω, θ 6≡ λ1. Then, there exists σ > 0 s.t.
for all u ∈W s,p

0 (Ω)

‖u‖p −
∫

Ω

θ(x)|u|p dx > σ‖u‖p.

Finally, we consider problem (3.2) with a bounded perturbation β ∈ L∞(Ω)+ \ {0}:

(3.4)

{
(−∆)sp u = λm(x)|u|p−2u+ β(x) in Ω

u = 0 in Ωc.

The following result, which will be useful in our study, is analogous to [11, Lemma 4.1], dealing with
supersolutions for m = 1 (see [16, Proposition 4.1] for the p-Laplacian case):

Lemma 3.9. Let m,β ∈ L∞(Ω)+ \ {0}, λ > λ1(m), and u ∈W s,p
0 (Ω) be a solution of (3.4). Then, u− 6≡ 0.

Proof. Since β 6≡ 0, we clearly have u 6≡ 0. We argue by contradiction, assuming u ∈ W s,p
0 (Ω)+ \ {0}. By

Proposition 3.4, then we have u ∈ int(C0
s (Ω)+). Let û1,m ∈ int(C0

s (Ω)+) be as in Proposition 3.5, and for all
x ∈ RN set

v(x) =
ûp1,m(x)

up−1(x)
.

By reasoning in a similar way to the proof of [22, Theorem 2.8], we deduce that v ∈W s,p
0 (Ω)+ ∩L∞(Ω). From

the discrete Picone’s inequality [5, Proposition 4.2], for all x, y ∈ RN we have

|û1,m(x)− û1,m(y)|p > |u(x)− u(y)|p−2(u(x)− u(y))
( ûp1,m(x)

up−1(x)
−
ûp1,m(y)

up−1(y)

)
= |u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y)).
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Using the inequality above and testing (3.4) with v ∈W s,p
0 (Ω)+ we have

‖û1,m‖p >
∫∫

RN×RN

|u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y))

|x− y|N+ps
dx dy(3.5)

= λ

∫
Ω

m(x)up−1v dx+

∫
Ω

β(x)v dx.

From (3.5) we have

‖û1,m‖p > λ
∫

Ω

m(x)ûp1,m dx+

∫
Ω

β(x)
ûp1,m
up−1

dx

> λ1(m)

∫
Ω

m(x)ûp1,m dx,

against Proposition 3.5. Thus, we conclude that u− 6≡ 0. �

Remark 3.10. Most results in this section also hold in the singular case p ∈ (1, 2). The assumption p > 2 is
only required to have regularity as in Proposition 3.2 and the consequent Proposition 3.3 (see [24,25]).

4. Two nontrivial solutions for jumping reactions

In this section we study problem (1.1) under the following hypotheses, which imply a symmetric ’jump’ over
the principal eigenvalue between 0 and ±∞:

H1 f : Ω× R→ R is a Carathéodory mapping satisfying
(i) for all M > 0 there exists aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and all |t| ≤M

|f(x, t)| ≤ aM (x);

(ii) there exist θ1, θ2 ∈ L∞(Ω)+ s.t. θ1 ≤ θ2 ≤ λ1 in Ω, θ2 6≡ λ1, and uniformly for a.e. x ∈ Ω

θ1(x) ≤ lim inf
|t|→∞

f(x, t)

|t|p−2t
≤ lim sup
|t|→∞

f(x, t)

|t|p−2t
≤ θ2(x);

(iii) there exist η1, η2 ∈ L∞(Ω) s.t. λ1 ≤ η1 ≤ η2 < λ2 in Ω, η1 6≡ λ1, and uniformly for a.e. x ∈ Ω

η1(x) ≤ lim inf
t→0

f(x, t)

|t|p−2t
≤ lim sup

t→0

f(x, t)

|t|p−2t
≤ η2(x).

Note that we assume non-resonance both at 0 and ±∞, with a relevant difference: non-resonance with λ1 is
only required on a subset of Ω with positive measure, while non-resonance with λ2 must hold on the whole
Ω. Clearly, H1 implies H0 (with q = p). So, all the results of Section 3 apply here. Besides, from H1 (iii)
we immediately see that f(·, 0) = 0 in Ω, hence problem (1.1) admits the trivial solution u = 0. We aim at
proving the existence of nontrivial solutions, so we may assume, without loss of generality, that (1.1) has
finitely many solutions.

Example 4.1. The autonomous mapping f ∈ C(R) defined by

f(t) = θ|t|p−2t+ (η − θ)|t|p−2t
ln(1 + |t|)
|t|

,

with θ < λ1 < η < λ2, satisfies H1.

In the following lemmas we study the behavior of the operator A−Nf . We begin with an existence result:

Lemma 4.2. If H1 holds, then (1.1) has a solution u0 ∈ Cαs (Ω) \ {0}. Moreover, there exists ρ0 > 0 s.t. for
all ρ ∈ (0, ρ0]

deg(S)+(A−Nf , Bρ(u0), 0) = 1.

Proof. By H1 (ii) and Proposition 3.8, there exists σ > 0 s.t. for all u ∈W s,p
0 (Ω)

(4.1) ‖u‖p −
∫

Ω

θ2(x)|u|p dx > σ‖u‖p.

Fix ε ∈ (0, σλ1). By H1 (ii) we can find M > 0 s.t. for a.e. x ∈ Ω and all |t| > M

f(x, t)

|t|p−2t
6 θ2(x) + ε.
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By H1 (i), for a.e. x ∈ Ω and all |t| 6M we have

|f(x, t)| 6 aM (x).

So, for a.e. x ∈ Ω and all t > M we get

F (x, t) 6
∫ M

0

|f(x, τ)| dτ +

∫ t

M

(θ2(x) + ε)τp−1 dτ

6MaM (x) +
θ2(x) + ε

p
(tp −Mp)

6
θ2(x) + ε

p
tp + C.

Similar estimates hold for t 6M , so for a.e. x ∈ Ω and all t ∈ R we have

(4.2) F (x, t) 6
θ2(x) + ε

p
|t|p + C.

Define Φ ∈ C1(W s,p
0 (Ω)) as in Section 3. By (4.1), (4.2), and Proposition 3.5 we have for all u ∈W s,p

0 (Ω)

Φ(u) >
‖u‖p

p
−
∫

Ω

(θ2(x) + ε

p
|u|p + C

)
dx

>
σ

p
‖u‖p − ε

p
‖u‖pp − C

>
(
σ − ε

λ1

)‖u‖p
p
− C,

and the latter tends to ∞ as ‖u‖ → ∞. So, Φ is coercive in W s,p
0 (Ω). Plus, it is sequentially weakly l.s.c.

Thus, there exists u0 ∈W s,p
0 (Ω) s.t.

(4.3) Φ(u0) = inf
u∈W s,p

0 (Ω)
Φ(u) =: µ0.

Let û1 ∈ int(C0
s (Ω)+) be as in Proposition 3.5 (with m ≡ 1). By H1 (iii) we have∫

Ω

η1(x)ûp1 dx > λ1.

Fix now ε > 0 s.t.

ε <

∫
Ω

η1(x)ûp1 dx− λ1.

By H1 (iii) there exists δ > 0 s.t. for a.e. x ∈ Ω and all t ∈ (0, δ]

f(x, t)

tp−1
> η1(x)− ε,

hence

F (x, t) >
η1(x)− ε

p
tp.

For all τ > 0 small enough we have 0 < τû1 6 δ in Ω, so, recalling Proposition 3.5, we have

Φ(τ û1) 6
τp

p
‖û1‖p −

∫
Ω

η1(x)− ε
p

(τ û1)p dx

=
τp

p

(
λ1 −

∫
Ω

η1(x)ûp1 dx+ ε
)
< 0.

Then we have µ0 < 0 in (4.3), in particular u0 6= 0. From (4.3) we have Φ′(u0) = 0 in W−s,p
′
(Ω), so u0 solves

(1.1). By Proposition 3.2 we have u0 ∈ Cαs (Ω) \ {0}.
Finally, recalling that Φ′ = A−Nf is a demicontinuous (S)+-map and u0 is a local minimizer of Φ and an
isolated critical point (by the assumption that Φ has only finitely many such points), by Proposition 2.2 there
exists ρ0 > 0 s.t. for all ρ ∈ (0, ρ0]

deg(S)+(A−Nf , Bρ(u0), 0) = 1,

which concludes the proof. �
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The next lemma deals with the asymptotic behavior of A−Nf :

Lemma 4.3. If H1 holds, then there exists R0 > 0 s.t. for all R > R0

deg(S)+(A−Nf , BR(0), 0) = 1.

Proof. Fix m∞ ∈ L∞(Ω)+ s.t. θ1 6 m∞ 6 θ2 in Ω, and define Km∞ : W s,p
0 (Ω)→W−s,p

′
(Ω) as in Section 3,

hence A−Km∞ is a demicontinuous (S)+-map. Now set for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h∞(t, u) = A(u)− (1− t)Nf (u)− tKm∞(u).

As seen in Section 2, h∞ : [0, 1] ×W s,p
0 (Ω) → W−s,p

′
(Ω) is a (S)+-homotopy. We claim that there exists

R0 > 0 s.t.

(4.4) h∞(t, u) 6= 0 for all t ∈ [0, 1], ‖u‖ > R0.

Arguing by contradiction, assume that there exist sequences (tn) in [0, 1], (un) in W s,p
0 (Ω) s.t. ‖un‖ → ∞ and

for all n ∈ N we have h∞(tn, un) = 0 in W−s,p
′
(Ω), i.e.,

A(un) = (1− tn)Nf (un) + tnKm∞(un).

Passing to a subsequence if necessary, we have tn → t and ‖un‖ > 0. Set for all n ∈ N

vn =
un
‖un‖

.

The sequence (vn) is obviously bounded in W s,p
0 (Ω), so passing to a further subsequence we have vn ⇀ v in

W s,p
0 (Ω), vn → v in Lp(Ω), and vn(x)→ v(x) for a.e. x ∈ Ω. Dividing the equality above by ‖un‖p−1 we get

for all n ∈ N

(4.5) A(vn) = (1− tn)gn + tnKm∞(vn),

where we have set for all x ∈ Ω

gn(x) =
f(x, un(x))

‖un‖p−1
.

Reasoning as in Lemma 4.2 we see that there exists C > 0 s.t. for a.e. x ∈ Ω and all t ∈ R

(4.6) |f(x, t)| 6 C(1 + |t|p−1).

We focus on the first term on the right-hand side of (4.5). By (4.6), we have for all n ∈ N∫
Ω

|gn(x)|p
′
dx 6 C

∫
Ω

(1 + |un|p−1)p
′

‖un‖p
dx

6 C
1 + ‖un‖pp
‖un‖p

,

and the latter is bounded by the continuous embedding W s,p
0 (Ω) ↪→ Lp(Ω). So, (gn) is a bounded sequence in

Lp
′
(Ω). Passing to a subsequence, we have gn ⇀ g∞ in Lp

′
(Ω). We claim that there exists ĝ∞ ∈ L∞(Ω) s.t.

in Ω

(4.7) g∞ = ĝ∞|v|p−2v, θ1 6 ĝ∞ 6 θ2.

Indeed, set

Ω+ =
{
x ∈ Ω : v(x) > 0

}
, Ω− =

{
x ∈ Ω : v(x) < 0

}
, Ω0 =

{
x ∈ Ω : v(x) = 0

}
.

Then fix ε > 0 and set for all n ∈ N

Ω+
ε,n =

{
x ∈ Ω : un(x) > 0, θ1(x)− ε 6 f(x, un(x))

up−1
n (x)

6 θ2(x) + ε
}
.

For a.e. x ∈ Ω+ we have vn(x)→ v(x) > 0 as n→∞, hence un(x)→∞. Recalling H1 (ii), for all n ∈ N big
enough we have un(x) > 0 and

θ1(x)− ε 6 f(x, un(x))

up−1
n (x)

6 θ2(x) + ε,
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i.e., x ∈ Ω+
ε,n. In other words, χΩ+

ε,n
→ 1 a.e. in Ω+, with bounded convergence, which implies χΩ+

ε,n
gn ⇀ g∞

in Lp
′
(Ω+). By definition of vn, for all n ∈ N big enough we have in Ω+

χΩ+
ε,n

(θ1 − ε)vp−1
n 6 χΩ+

ε,n
gn 6 χΩ+

ε,n
(θ2 + ε)vp−1

n .

Passing to the limit as n→∞ we get in Ω+

(θ1 − ε)vp−1 6 g∞ 6 (θ2 + ε)vp−1.

Further, letting ε→ 0+, we get in Ω+

θ1v
p−1 6 g∞ 6 θ2v

p−1,

which proves the claim in Ω+. Similarly, considering the set

Ω−ε,n =
{
x ∈ Ω : un(x) < 0, θ1(x)− ε 6 f(x, un(x))

|un(x)|p−2un(x)
6 θ2(x) + ε

}
,

we get in Ω−

θ2|v|p−2v 6 g∞ 6 θ1|v|p−2v.

Finally, for a.e. x ∈ Ω0 we have vn(x)→ 0, which with ‖un‖ → ∞ and (4.6) implies gn(x)→ 0. So we have
g∞ = 0 in Ω0, which completes the argument for (4.7).

Now we go back to (4.5), which we test with vn − v ∈W s,p
0 (Ω) getting

〈A(vn), vn − v〉 = (1− tn)

∫
Ω

gn(x)(vn − v) dx+ tn

∫
Ω

m∞(x)|vn|p−2vn(vn − v) dx,

and the latter tends to 0 as n→∞, so we have

lim sup
n
〈A(vn), vn − v〉 6 0.

By the (S)+-property of A, we deduce that vn → v in W s,p
0 (Ω), in particular ‖v‖ = 1. Besides, passing to the

limit in (4.5) as n→∞ and applying (4.7), we have in W−s,p
′
(Ω)

A(v) = g̃∞|v|p−2v,

where we have set for all x ∈ Ω

g̃∞(x) = (1− t)ĝ∞(x) + tm∞(x).

In other words, v solves the weighted eigenvalue problem

(4.8)

{
(−∆)sp v = g̃∞(x)|v|p−2v in Ω

v = 0 in Ωc.

Clearly g̃∞ ∈ L∞(Ω), and due to (4.7) and the choice of m∞ it satisfies θ1 6 g̃∞ 6 θ2 in Ω. By H1 (ii), then,
we have g̃∞ 6 λ1 in Ω and g̃∞ 6≡ λ1, hence by Proposition 3.5

λ1(g̃∞) > λ1(λ1) = 1.

Thus, by (4.8), v 6= 0 is an eigenfunction with weight g̃∞, associated to the eigenvalue 1, against Proposition
3.5. This proves (4.4).

Now we can apply Proposition 2.1 (iv) (homotopy invariance), which gives for all R > R0

(4.9) deg(S)+(A−Nf , BR(0), 0) = deg(S)+(A−Km∞ , BR(0), 0).

To conclude, we compute the degree of A−Km∞ . By H1 (ii) we have m∞ 6 λ1 in Ω and m∞ 6≡ λ1, hence
by Proposition 3.5 we have

λ1(m∞) > λ1(λ1) = 1.

Therefore, by Proposition 3.7 (i) we have for all R > 0

deg(S)+(A−Km∞ , BR(0), 0) = 1,

which along with (4.9) gives for all R > R0

deg(S)+(A−Nf , BR(0), 0) = 1,

thus concluding the proof. �
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The last lemma deals with the behavior of A−Nf near 0:

Lemma 4.4. If H1 holds, then there exists r0 > 0 s.t. for all r ∈ (0, r0]

deg(S)+(A−Nf , Br(0), 0) = −1.

Proof. Fix m0 ∈ L∞(Ω) s.t. η1 6 m0 6 η2 in Ω, and define Km0 : W s,p
0 (Ω)→W−s,p

′
(Ω) as in Section 3, hence

A−Km0
is a demicontinuous (S)+-map. As in Lemma 4.3, we define a (S)+-homotopy h0 : [0, 1]×W s,p

0 (Ω)→
W−s,p

′
(Ω) by setting for all (t, u) ∈ [0, 1]×W s,p

0 (Ω)

h0(t, u) = A(u)− (1− t)Nf (u)− tKm0(u).

We claim that there exists r0 > 0 s.t.

(4.10) h0(t, u) 6= 0 for all t ∈ [0, 1], 0 < ‖u‖ 6 r0.

Arguing as above by contradiction, assume that there exist sequences (tn) in [0, 1], (un) in W s,p
0 (Ω) \ {0} s.t.

un → 0 in W s,p
0 (Ω) and for all n ∈ N we have h0(tn, un) = 0 in W−s,p

′
(Ω). Set for all n ∈ N

vn =
un
‖un‖

.

Passing to a subsequence, we have tn → t, as well as vn ⇀ v in W s,p
0 (Ω), vn → v in Lp(Ω), and vn(x)→ v(x)

for a.e. x ∈ Ω. Plus, for all n ∈ N we have

(4.11) A(vn) = (1− tn)gn + tnKm0
(vn),

where we have set for all x ∈ Ω

gn(x) =
f(x, un(x))

‖un‖p−1
.

By H1 (ii) (iii), we can find C > 0, δ ∈ (0, 1) s.t. for a.e. x ∈ Ω and all t ∈ R with either |t| < δ or |t| > δ−1

|f(x, t)| 6 C|t|p−1.

Besides, by H1 (i) with M = δ−1 > 0, for a.e. x ∈ Ω and all δ 6 |t| 6 δ−1 we have

|f(x, t)| 6 aM (x) 6
‖aM‖∞
δp−1

|t|p−1.

All in all, taking C > 0 even bigger if necessary, for a.e. x ∈ Ω and all t ∈ R we have

|f(x, t)| 6 C|t|p−1.

Now for all n ∈ N we have ∫
Ω

|gn(x)|p
′
dx 6

∫
Ω

(C|un|p−1

‖un‖p−1

)p′
dx

6 C
‖un‖pp
‖un‖p

= C‖vn‖pp,

and the latter is bounded by the continuous embedding W s,p
0 (Ω) ↪→ Lp(Ω). So we see that (gn) is a bounded

sequence in Lp
′
(Ω), hence up to a further subsequence gn ⇀ g0 in Lp

′
(Ω). Arguing as in Lemma 4.3 and

defining this time the sets

Ω+
ε,n =

{
x ∈ Ω : un(x) > 0, η1(x)− ε 6 f(x, un(x))

up−1
n (x)

6 η2(x) + ε
}
,

Ω−ε,n =
{
x ∈ Ω : un(x) < 0, η1(x)− ε 6 f(x, un(x))

|un(x)|p−2un(x)
6 η2(x) + ε

}
for all ε > 0, n ∈ N, we find ĝ0 ∈ L∞(Ω) s.t. in Ω

(4.12) g0 = ĝ0|v|p−2v, η1 6 ĝ0 6 η2.

Testing (4.11) with vn − v ∈ W s,p
0 (Ω) and using the (S)+-property of A, we see that vn → v in W s,p

0 (Ω),
hence ‖v‖ = 1. Passing to the limit in (4.11) as n→∞, we see that v 6= 0 solves

(4.13)

{
(−∆)sp v = g̃0(x)|v|p−2v in Ω

v = 0 in Ωc,
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where we have set for all x ∈ Ω

g̃0(x) = (1− t)ĝ0(x) + tm0(x).

Clearly, g̃0 ∈ L∞(Ω), and due to (4.12) and the choice of m0 it satisfies η1 6 g̃0 6 η2 in Ω. By H1 (iii), then,
we have λ1 6 g̃0 < λ2 in Ω and g̃0 6≡ λ1, so from Proposition 3.5 we have

λ1(g̃0) < λ1(λ1) = 1,

while by Proposition 3.6 we have

λ2(g̃0) > λ2(λ2) = 1.

This is against Proposition 3.6, as problem (4.13) has no eigenvalue in the interval (λ1(g̃0), λ2(g̃0)). So (4.10)
is proved.

Now we can apply Proposition 2.1 (iv) (homotopy invariance), which gives for all r ∈ (0, r0]

(4.14) deg(S)+(A−Nf , Br(0), 0) = deg(S)+(A−Km0
, Br(0), 0).

To conclude, we compute the degree of A−Km0 . By H1 (iii) we have λ1 6 m0 < λ2 in Ω and m0 6≡ λ1, so
by Propositions 3.5, 3.6 we have

λ1(m0) < 1 < λ2(m0).

Hence, by Proposition 3.7 (ii) we have for all r > 0

deg(S)+(A−Km0 , Br(0), 0) = −1,

which along with (4.14) gives for all r ∈ (0, r0]

deg(S)+(A−Nf , Br(0), 0) = −1,

thus concluding the proof. �

Using the Lemmas above we can prove our first multiplicity result (an analogous result for the Neumann
p-Laplacian with set-valued reactions is [2, Theorem 3]):

Theorem 4.5. If H1 holds, then problem (1.1) has at least two nontrivial solutions u0, u1 ∈ Cαs (Ω) \ {0}.

Proof. First, from H1 we know that 0 solves (1.1). From Lemma 4.2 we know that there exists a solution
u0 ∈ Cαs (Ω) \ {0} s.t. for all ρ > 0 small enough

deg(S)+(A−Nf , Bρ(u0), 0) = 1.

Besides, from Lemma 4.3 we know that for all R > 0 big enough

deg(S)+(A−Nf , BR(0), 0) = 1,

and from Lemma 4.4 that for all r > 0 small enough

deg(S)+(A−Nf , Br(0), 0) = −1.

Choosing ρ, r > 0 even smaller and R > 0 bigger if necessary, we can ensure

Bρ(u0) ∪Br(0) ⊂ BR(0), Bρ(u0) ∩Br(0) = ∅.
Besides, by our standing assumption that A−Nf vanishes at finitely many points, we can find ρ, r > 0 s.t.
A(u)−Nf (u) 6= 0 for all u ∈ ∂Bρ(u0) ∪ ∂Br(0). So, by Proposition 2.1 (ii) (domain additivity) we have

deg(S)+(A−Nf , BR(0), 0) = deg(S)+(A−Nf , Bρ(u0), 0) + deg(S)+(A−Nf , Br(0), 0)

+ deg(S)+(A−Nf , BR(0) \ (Bρ(u0) ∪Br(0)), 0),

which amounts to

deg(S)+(A−Nf , BR(0) \ (Bρ(u0) ∪Br(0)), 0) = 1.

By Proposition 2.1 (v) (solution property), there exists u1 ∈ BR(0) \ (Bρ(u0) ∪Br(0)) s.t. in W−s,p
′
(Ω)

A(u1)−Nf (u1) = 0.

By Proposition 3.2, finally, we conclude that u1 ∈ Cαs (Ω) \ {0, u0} is a second solution of (1.1). �

Remark 4.6. The proof of Theorem 4.5 can be performed using the properties of the degree in different
ways, for instance exploiting Proposition 2.1 (iii) (excision property).
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5. Two nontrivial solutions for doubly asymmetric reactions

In this section we study problem (1.1) under different hypotheses, implying an asymmetric ’jump’, from above
the principal eigenvalue to below between 0 and ∞ and vice versa between −∞ and 0:

H2 f : Ω× R→ R is a Carathéodory mapping satisfying
(i) for all M > 0 there exists aM ∈ L∞(Ω)+ s.t. for a.e. x ∈ Ω and |t| ≤M

|f(x, t)| ≤ aM (x);

(ii) there exist θ1, θ2 ∈ L∞(Ω) s.t. θ1 ≤ θ2 ≤ λ1 in Ω, θ2 6≡ λ1, and uniformly for a.e. x ∈ Ω

θ1(x) ≤ lim inf
t→∞

f(x, t)

tp−1
≤ lim sup

t→∞

f(x, t)

tp−1
≤ θ2(x);

(iii) there exist η1, η2 ∈ L∞(Ω) s.t. λ1 ≤ η1 ≤ η2 in Ω, η1 6≡ λ1, and uniformly for a.e. x ∈ Ω

η1(x) ≤ lim inf
t→0+

f(x, t)

tp−1
≤ lim sup

t→0+

f(x, t)

tp−1
≤ η2(x);

(iv) there exist ξ1, ξ2 ∈ L∞(Ω) s.t. λ1 ≤ ξ1 ≤ ξ2 in Ω, ξ1 6≡ λ1, and uniformly for a.e. x ∈ Ω

ξ1(x) ≤ lim inf
t→−∞

f(x, t)

|t|p−2t
≤ lim sup

t→−∞

f(x, t)

|t|p−2t
≤ ξ2(x);

(v) uniformly for a.e. x ∈ Ω

lim
t→0−

f(x, t)

|t|p−2t
= 0.

Hypotheses H2 conjure a doubly asymmetric behavior of f(x, ·), which is bounded below λ1 at ∞, bounded
above λ1 both at 0+ and at −∞ (without resonance on a positive measure subset of Ω), while we assume that
it is (p− 1)-superlinear at 0−. Clearly H2 implies H0 (with q = p), so all the results of Section 3 apply. As in
Section 4, H2 (iii) (v) imply that (1.1) admits the trivial solution u = 0. Without loss of generality, we may
assume that (1.1) has only finitely many solutions.

Example 5.1. The autonomous mapping f ∈ C(R) defined by

f(t) =

{
η tp−1 + 2

π (θ − η)tp−1 arctan(t) if t > 0

ξ 2
π |t|

p−1 arctan(t) if t ≤ 0,

with θ < λ1 and ξ, η > λ1, satisfies H2.

Dealing with this case, we need to introduce truncated reactions, along with the corresponding operators and
functionals. So we set for all (x, t) ∈ Ω× R

f±(x, t) = f(x,±t±), F±(x, t) =

∫ t

0

f±(x, τ) dτ.

Further, define the completely continuous maps N±f : W s,p
0 (Ω)→W−s,p

′
(Ω) by setting for all u, v ∈W s,p

0 (Ω)

〈N±f (u), v〉 =

∫
Ω

f±(x, u)v dx,

and the functionals Φ± ∈ C1(W s,p
0 (Ω)) by setting for all u ∈W s,p

0 (Ω)

Φ±(u) =
‖u‖p

p
−
∫

Ω

F±(x, u) dx,

satisfying Φ′± = A − N±f . Finally, for any m ∈ L∞(Ω)+ \ {0} we define two completely continuous maps

K±m : W s,p
0 (Ω)→W−s,p

′
(Ω) by setting for all u, v ∈W s,p

0 (Ω)

〈K±m(u), v〉 = ±
∫

Ω

m(x)(u±)p−1v dx.

Our first existence results bears a sign information this time:

Lemma 5.2. If H2 holds, then (1.1) has a solution u0 ∈ Cαs (Ω)∩ int(C0
s (Ω)+). Moreover, there exists ρ0 > 0

s.t. for all ρ ∈ (0, ρ0]
deg(S)+(A−Nf , Bρ(u0), 0) = 1.
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Proof. We closely follow the argument of Lemma 4.2. Using H2 (i) (ii) and Proposition 3.8 we prove that Φ+

is coercive in W s,p
0 (Ω). Besides, it is sequentially weakly l.s.c. Thus, there exists u0 ∈W s,p

0 (Ω) s.t.

(5.1) Φ+(u0) = inf
u∈W s,p

0 (Ω)
Φ+(u0) =: µ+

0 .

Then, using H2 (iii), we see that µ+
0 < 0, hence u0 6= 0. By (5.1), we have Φ′+(u0) = 0 in W−s,p

′
(Ω), i.e., for

all v ∈W s,p
0 (Ω)

(5.2) 〈A(u0), v〉 =

∫
Ω

f+(x, u0)v dx.

Testing (5.2) with −u−0 ∈W
s,p
0 (Ω), by (3.1) we have

‖u−0 ‖p 6 〈A(u0),−u−0 〉

=

∫
Ω

f+(x, u0)(−u−0 ) dx = 0,

so u0 > 0 in Ω. Therefore, (5.2) rephrases as (1.1). Since u0 ∈W s,p
0 (Ω)+ \ {0} solves (1.1), by Propositions

3.2, 3.4 we have u0 ∈ Cαs (Ω) ∩ int(C0
s (Ω)+).

Since Φ = Φ+ in W s,p
0 (Ω)+, from (5.1) we see that u0 ∈ int(C0

s (Ω)+) is a local minimizer of Φ in C0
s (Ω). So,

by Proposition 3.3, it is as well a local minimizer of Φ in W s,p
0 (Ω). By our standing assumption that Φ has

only finitely many critical points, u0 is an isolated critical point of Φ. So, by Proposition 2.2, there exists
ρ0 > 0 s.t. for all ρ ∈ (0, ρ0]

deg(S)+(A−Nf , Bρ(u0), 0) = 1,

which concludes the proof. �

Again we study the asymptotic behavior of A−Nf , which mainly relies on the growth of f(x, ·) at −∞:

Lemma 5.3. If H2 holds, then there exists R0 > 0 s.t. for all R > R0

deg(S)+(A−Nf , BR(0), 0) = 0.

Proof. Fix m∞ ∈ L∞(Ω)+ s.t. ξ1 6 m∞ 6 ξ2 in Ω, and define K−m∞ : W s,p
0 (Ω)→W−s,p

′
(Ω) as above. The

first part of the proof follows that of Lemma 4.3. We define a (S)+-homotopy h−∞ : [0, 1]×W s,p
0 (Ω)→W−s,p

′
(Ω)

by setting for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h−∞(t, u) = A(u)− (1− t)Nf (u)− tK−m∞(u).

We claim that there exists R0 > 0 s.t.

(5.3) h−∞(t, u) 6= 0 for all t ∈ [0, 1], ‖u‖ > R0.

Arguing by contradiction, assume that there exist sequences (tn) in [0, 1], (un) in W s,p
0 (Ω) s.t. ‖un‖ → ∞ and

for all n ∈ N we have h−∞(tn, un) = 0 in W−s,p
′
(Ω), i.e.,

(5.4) A(un) = (1− tn)Nf (un) + tnK
−
m∞(un).

By H2 (ii) and Proposition 3.8, there exists σ > 0 s.t. for all u ∈W s,p
0 (Ω)

‖u‖p −
∫

Ω

θ2(x)|u|p dx > σ‖u‖p.

Fix ε ∈ (0, σλ1). Then, by H2 (ii) we can find M > 0 s.t. for a.e. x ∈ Ω and all t >M

f(x, t) 6 (θ2(x) + ε)tp−1.

Also, for a.e. x ∈ Ω and all t ∈ [0,M ] we have by H2 (i)

f(x, t) 6 aM (x).

All in all, we can find C > 0 s.t. for a.e. x ∈ Ω and all t > 0

f(x, t) 6 (θ2(x) + ε)tp−1 + C.
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By applying (3.1) and testing (5.4) with u+
n ∈W

s,p
0 (Ω)+, we get for all n ∈ N

‖u+
n ‖p 6 〈A(un), u+

n 〉

= (1− tn)

∫
Ω

f(x, un)u+
n dx− tn

∫
Ω

m∞(x)(u−n )p−1u+
n dx

6
∫

Ω

(θ2(x) + ε)(u+
n )p dx+ C‖u+

n ‖1,

which, along with the continuous embedding W s,p
0 (Ω) ↪→ L1(Ω), implies(

σ − ε

λ1

)
‖u+

n ‖p 6 C‖u+
n ‖.

Hence (u+
n ) is bounded in W s,p

0 (Ω). Besides, by the triangle inequality we have for all n ∈ N

‖u−n ‖ > ‖un‖ − ‖u+
n ‖,

and the latter tends to ∞ as n→∞. So we have ‖u−n ‖ → ∞. Passing if necessary to a subsequence, we have
tn → t and ‖un‖ > 0. Set for all n ∈ N

vn =
un
‖un‖

.

Since (vn) is bounded in W s,p
0 (Ω), passing to a further subsequence we have vn ⇀ v in W s,p

0 (Ω), vn → v in
Lp(Ω), and vn(x)→ v(x) for a.e. x ∈ Ω. Note that

‖v+
n ‖ =

‖u+
n ‖

‖un‖
→ 0

as n→∞. So, for a.e. x ∈ Ω we have

v−n (x) = v+
n (x)− vn(x)→ −v(x),

which implies v(x) 6 0 in Ω. Dividing (5.4) by ‖un‖p−1 we have for all n ∈ N

(5.5) A(vn) = (1− tn)gn + tnK
−
m∞(vn),

where we have set for all x ∈ Ω

gn(x) =
f(x, un(x))

‖un‖p−1
.

Reasoning as in Lemma 4.3 we see that (gn) is bounded in Lp
′
(Ω), hence, passing to a subsequence, gn ⇀ g∞

in Lp
′
(Ω). We will now prove that there exists ĝ∞ ∈ L∞(Ω) s.t. in Ω

(5.6) g∞ = ĝ∞|v|p−2v, ξ1 6 ĝ∞ 6 ξ2.

Indeed, recall that v 6 0 in Ω. Set

Ω− =
{
x ∈ Ω : v(x) < 0

}
, Ω0 =

{
x ∈ Ω : v(x) = 0

}
.

Then, for all ε > 0, n ∈ N set

Ω−ε,n =
{
x ∈ Ω : un(x) < 0, ξ1(x)− ε 6 f(x, un(x))

|un(x)|p−2un(x)
6 ξ2(x) + ε

}
.

By H2 (iv) we have χΩ−ε,n
→ 1 in Ω− with bounded convergence, hence χΩ−ε,n

gn ⇀ g∞ in Lp
′
(Ω−). Besides,

by definition of vn, for all ε > 0 and all n ∈ N big enough, in Ω− we have vn < 0 and

χΩ−ε,n
(ξ2 + ε)|vn|p−2vn 6 χΩ−ε,n

gn 6 χΩ−ε,n
(ξ1 − ε)|vn|p−2vn.

Passing to the limit as n→∞ and ε→ 0+, we get in Ω−

ξ2|v|p−2v 6 g∞ 6 ξ1|v|p−2v.

Similarly, we get g∞ = 0 in Ω0, which completes the argument for (5.6).

Now we test (5.5) with vn − v ∈W s,p
0 (Ω), so we get for all n ∈ N

〈A(vn), vn − v〉 = (1− tn)

∫
Ω

gn(x)(vn − v) dx− tn
∫

Ω

m∞(x)(v−n )p−1(vn − v) dx.
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The latter tends to 0 as n→∞, so by the (S)+-property of A we have vn → v in W s,p
0 (Ω), hence in particular

‖v‖ = 1. Passing to the limit in (5.5) as n→∞ and using (5.6), we see that v solves the weighted eigenvalue
problem

(5.7)

{
(−∆)sp v = g̃∞(x)|v|p−2v in Ω

v = 0 in Ωc,

where we have set for all x ∈ Ω
g̃∞(x) = (1− t)ĝ∞(x) + tm∞(x).

Clearly g̃∞ ∈ L∞(Ω), in addition by (5.6) and the choice of m∞ we have ξ1 6 g̃∞ 6 ξ2 in Ω, hence by H2

(iv) g̃∞ > λ1 in Ω with g̃∞ 6≡ λ1. By Proposition 3.5 we have

λ1(g̃∞) < λ1(λ1) = 1.

So, v is a non-principal eigenfunction of (5.7), hence nodal (again by Proposition 3.5), against v 6 0 in Ω.
The contradiction proves (5.3).

We can now apply Proposition 2.1 (iv) (homotopy invariance) and get for all R > R0

(5.8) deg(S)+(A−Nf , BR(0), 0) = deg(S)+(A−K−m∞ , BR(0), 0).

So we are led to computing the degree of A −K−m∞ , which this time cannot be done directly. Fix β∞ ∈
L∞(Ω)+ \ {0}, and for all (t, u) ∈ [0, 1]×W s,p

0 (Ω) set

ĥ∞(t, u) = A(u)−K−m∞(u) + tβ∞

(here we identify β∞ with an element of W−s,p
′
(Ω)). Clearly ĥ∞ : [0, 1] × W s,p

0 (Ω) → W−s,p
′
(Ω) is a

(S)+-homotopy. We claim that for all t ∈ [0, 1] and all u ∈W s,p
0 (Ω) \ {0}

(5.9) ĥ∞(t, u) 6= 0.

Arguing by contradiction, let t ∈ [0, 1], u ∈W s,p
0 (Ω) \ {0} be s.t. in W−s,p

′
(Ω)

(5.10) A(u) = K−m∞(u)− tβ∞.
We distinguish two cases:

(a) If t = 0, then (5.10) rephrases as
A(u) = K−m∞(u).

Testing with u+ ∈W s,p
0 (Ω) and applying (3.1), we have

‖u+‖p 6 〈A(u), u+〉

= −
∫

Ω

m∞(x)(u−)p−1u+ dx = 0,

so u 6 0 in Ω. Then u solves in fact{
(−∆)sp u = m∞(x)|u|p−2u in Ω

u = 0 in Ωc.

By H2 (iv) and the choice of m∞ we have m∞ > λ1 in Ω and m∞ 6≡ λ1, hence

λ1(m∞) < λ1(λ1) = 1.

So, u ∈ −W s,p
0 (Ω)+ \ {0} is a non-principal eigenfunction with weight m∞, hence nodal by Proposition

3.5, a contradiction.
(b) If t ∈ (0, 1], then testing (5.10) with u+ ∈W s,p

0 (Ω)+ and applying (3.1) we have

‖u+‖p 6 〈A(u), u+〉

= −
∫

Ω

m∞(x)(u−)p−1u+ dx− t
∫

Ω

β(x)u+ dx 6 0,

so again u 6 0 in Ω. Then, −u ∈W s,p
0 (Ω)+ satisfies{

(−∆)sp (−u) = m∞(x)(−u)p−1 + tβ∞(x) in Ω

−u = 0 in Ωc.
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As above λ1(m∞) < 1, so this violates Lemma 3.9.

In both cases we reach a contradiction, thus proving (5.9). Again by Proposition 2.1 (iv) (homotopy invariance)
we have for all R > 0

(5.11) deg(S)+(A−K−m∞ , BR(0), 0) = deg(S)+(A−K−m∞ + β∞, BR(0), 0).

Finally, for all R > 0 we have

(5.12) deg(S)+(A−K−m∞ + β∞, BR(0), 0) = 0.

Arguing by contradiction, assume that the degree above does not vanish for some R > 0. Then, by Proposition
2.1 (v) (solution property) there exists u ∈ BR(0) s.t. in W−s,p

′
(Ω)

A(u) = K−m∞(u)− β∞,

namely, {
(−∆)sp u = −m∞(x)(u−)p−1 − β∞(x) in Ω

u = 0 in Ωc.

Arguing as in case (b) above we see that u 6 0 in Ω and reach a contradiction to Lemma 3.9, thus proving
(5.12).

Now, concatenating (5.8), (5.11), and (5.12), we have for all R > R0

deg(S)+(A−Nf , BR(0), 0) = 0,

thus concluding the proof. �

We complete the picture by studying the behavior of A−Nf near 0, which is governed by the behavior of
f(x, ·) near 0+:

Lemma 5.4. If H2 holds, then there exists r0 > 0 s.t. for all r ∈ (0, r0]

deg(S)+(A−Nf , Br(0), 0) = 0.

Proof. Fix m0 ∈ L∞(Ω) s.t. η1 6 m0 6 η2 in Ω, and define the map K+
m0

: W s,p
0 (Ω)→W−s,p

′
(Ω) as above.

At first we follow the proof of Lemma 4.4. We define a (S)+-homotopy h+
0 : [0, 1]×W s,p

0 (Ω)→W−s,p
′
(Ω) by

setting for all (t, u) ∈ [0, 1]×W s,p
0 (Ω)

h+
0 (t, u) = A(u)− (1− t)Nf (u)− tK+

m0
(u).

We claim that there exists r0 > 0 s.t.

(5.13) h+
0 (t, u) 6= 0 for all t ∈ [0, 1], 0 < ‖u‖ 6 r0.

Arguing by contradiction, assume that there exist sequences (tn) in [0, 1], (un) in W s,p
0 (Ω) \ {0} s.t. un → 0

in W s,p
0 (Ω) and h+

0 (tn, un) = 0 in W−s,p
′
(Ω) for all n ∈ N. Set for all n ∈ N

vn =
un
‖un‖

.

Passing if necessary to a subsequence, we have tn → t as well as vn ⇀ v in W s,p
0 (Ω), vn → v in Lp(Ω), and

vn(x)→ v(x) for a.e. x ∈ Ω. Besides, for all n ∈ N we have in W−s,p
′
(Ω)

(5.14) A(vn) = (1− tn)gn + tnK
+
m0

(vn),

where we have set for all x ∈ Ω

gn(x) =
f(x, un(x))

‖un‖p−1
.

Reasoning as in Lemma 4.4 we see that (gn) is a bounded sequence in Lp
′
(Ω), so passing to a further

subsequence we have gn ⇀ g0 in Lp
′
(Ω). We claim that there exists ĝ0 ∈ L∞(Ω) s.t. in Ω

(5.15) g0 = ĝ0(v+)p−1, η1 6 ĝ0 6 η2.

Indeed, define the set

Ω+ =
{
x ∈ Ω : v(x) > 0

}
,
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and for all ε > 0, n ∈ N

Ω+
ε,n =

{
x ∈ Ω : un(x) > 0, η1(x)− ε 6 f(x, un(x))

up−1
n (x)

6 η2(x) + ε
}
.

By H2 (iii) we have χΩ+
ε,n
→ 1 a.e. in Ω+, with bounded convergence, hence χΩ+

ε,n
gn ⇀ g0 in Lp

′
(Ω+).

Recalling the definition of vn, for all ε > 0 and all n ∈ N big enough, in Ω+ we have vn > 0 and

χΩ+
ε,n

(η1 − ε)vp−1
n 6 χΩ+

ε,n
gn 6 χΩ+

ε,n
(η2 + ε)vp−1

n .

Passing to the limit as n→∞ and then as ε→ 0+, we get in Ω+

η1v
p−1 6 g0 6 η2v

p−1.

Similarly, using H2 (v) we get g0 = 0 in Ω \ Ω+, which completes the argument for (5.15).

Now we go back to (5.14). Testing with vn − v ∈W s,p
0 (Ω), we have

〈A(vn), vn − v〉 = (1− tn)

∫
Ω

gn(x)(vn − v) dx+ tn

∫
Ω

m0(x)(v+
n )p−1(vn − v) dx,

and the latter tends to 0 as n → ∞. So, by the (S)+-property of A we have vn → v in W s,p
0 (Ω), hence

‖v‖ = 1. Passing to the limit in (5.14) as n→∞ and using (5.15), we get in W−s,p
′
(Ω)

(5.16) A(v) = g̃0(v+)p−1,

where we have set for all x ∈ Ω

g̃0(x) = (1− t)ĝ0 + tm0(x).

Clearly g̃0 ∈ L∞(Ω), and by (5.15) and the choice of m0 we have η1 6 g̃0 6 η2 in Ω. Testing (5.16) with
−v− ∈W s,p

0 (Ω) and applying (3.1), we have

‖v−‖p 6 〈A(v),−v−〉

=

∫
Ω

g̃0(x)(v+)p−1(−v−) dx = 0,

hence v > 0 in Ω. We can therefore rephrase (5.16) as the weighted eigenvalue problem

(5.17)

{
(−∆)sp v = g̃0(x)vp−1 in Ω

v = 0 in Ωc.

By H2 (iii) we have g̃0 > λ1 in Ω with g̃0 6≡ λ1, so by Proposition 3.5

λ1(g̃0) < λ1(λ1) = 1.

Thus, v 6= 0 is a non-principal eigenfunction of (5.17), hence nodal (again by Proposition 3.5), against v > 0.
This contradiction proves (5.13).

We apply Proposition 2.1 (iv) (homotopy invariance) and get for all r ∈ (0, r0]

(5.18) deg(S)+(A−Nf , Br(0), 0) = deg(S)+(A−K+
m0
, Br(0), 0).

Now there remains to compute the right-hand side. We proceed as in Lemma 5.3, fixing β0 ∈ L∞(Ω)+ \ {0}
and setting for all (t, u) ∈ [0, 1]×W s,p

0 (Ω)

ĥ+
0 (t, u) = A(u)−K+

m0
(u)− tβ0.

Clearly, ĥ+
0 : [0, 1]×W s,p

0 (Ω)→W−s,p
′
(Ω) is a (S)+-homotopy. Again we claim that for all t ∈ [0, 1] and all

u ∈W s,p
0 (Ω) \ {0}

(5.19) ĥ+
0 (t, u) 6= 0.

Arguing by contradiction, let t ∈ [0, 1], u ∈W s,p
0 (Ω) \ {0} be s.t. in W−s,p

′
(Ω)

(5.20) A(u) = K+
m0

(u) + tβ0.

We distinguish two cases:
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(a) If t = 0, then (5.20) rephrases as

A(u) = K+
m0

(u).

Testing with −u− ∈W s,p
0 (Ω) and applying (3.1) we have

‖u−‖p 6 〈A(u),−u−〉

=

∫
Ω

m0(x)(u+)p−1(−u−) dx = 0,

so u > 0 in Ω. Then u solves in fact{
(−∆)sp u = m0(x)up−1 in Ω

u = 0 in Ωc.

By H2 (iii) we have m0 > λ1 in Ω with m0 6≡ λ1, so by Proposition 3.5

λ1(m0) < λ1(λ1) = 1.

So, u is a non-principal eigenfunction with weight m0, hence nodal, against u > 0.
(b) If t ∈ (0, 1], then testing (5.20) with −u− ∈W s,p

0 (Ω) and applying (3.1) we have

‖u−‖p 6 〈A(u),−u−〉

=

∫
Ω

m0(x)(u+)p−1(−u−) dx+ t

∫
Ω

β0(x)(−u−) dx 6 0,

so u > 0 in Ω. Then (5.20) becomes{
(−∆)sp u = m0(x)up−1 + tβ0(x) in Ω

u = 0 in Ωc,

with 1 > λ1(m0) as above and u > 0 in Ω, against Lemma 3.9.

In both cases we reach a contradiction, thus proving (5.19). This in turn allows us to apply Proposition 2.1
(iv) (homotopy invariance) and have for all r > 0

(5.21) deg(S)+(A−K+
m0
, Br(0), 0) = deg(S)+(A−K+

m0
− β0, Br(0), 0).

To conclude, we claim that for all r > 0

(5.22) deg(S)+(A−K+
m0
− β0, Br(0), 0) = 0.

Arguing by contradiction, assume that for some r > 0

deg(S)+(A−K+
m0
− β0, Br(0), 0) 6= 0.

By Proposition 2.1 (v) (solution property) there exists u ∈ Br(0) s.t.{
(−∆)sp u = m0(x)(u+)p−1 + β0(x) in Ω

u = 0 in Ωc.

Arguing as in case (b) we see that u > 0 in Ω, violating Lemma 3.9. So (5.22) is proved.

Finally, concatenating (5.18), (5.21), and (5.22) we get for all r ∈ (0, r0]

deg(S)+(A−Nf , Br(0), 0) = 0,

which concludes the proof. �

Our multiplicity result for this case is the following:

Theorem 5.5. If H2 holds, then problem (1.1) has at least two nontrivial solutions u0 ∈ Cαs (Ω)∩ int(C0
s (Ω)+),

u1 ∈ Cαs (Ω) \ {0}.
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Proof. The proof is similar to that of Theorem 4.5. First, from H2 we know that 0 solves (1.1). By Lemma
5.2 there exists a solution u0 ∈ Cαs (Ω) ∩ int(C0

s (Ω)+) s.t. for all ρ > 0 small enough

deg(S)+(A−Nf , Bρ(u0), 0) = 1.

Besides, by Lemma 5.3 we have for all R > 0 big enough

deg(S)+(A−Nf , BR(0), 0) = 0,

and by Lemma 5.4 we have for all r > 0 small enough

deg(S)+(A−Nf , Br(0), 0) = 0.

Choosing ρ, r > 0 even smaller and R > 0 bigger if necessary, we can ensure

Bρ(u0) ∪Br(0) ⊂ BR(0), Bρ(u0) ∩Br(0) = ∅.
By our standing assumption that A−Nf vanishes at finitely many points, we can find ρ, r > 0 s.t. A(u)−
Nf (u) 6= 0 for all u ∈ ∂Bρ(u0) ∪ ∂Br(0). So, by Proposition 2.1 (ii) (domain additivity) we have

deg(S)+(A−Nf , BR(0), 0) = deg(S)+(A−Nf , Bρ(u0), 0) + deg(S)+(A−Nf , Br(0), 0)

+ deg(S)+(A−Nf , BR(0) \ (Bρ(u0) ∪Br(0)), 0),

which amounts to

deg(S)+(A−Nf , BR(0) \ (Bρ(u0) ∪Br(0)), 0) = −1.

By Proposition 2.1 (v) (solution property), there exists u1 ∈ BR(0) \ (Bρ(u0) ∪Br(0)) s.t. in W−s,p
′
(Ω)

A(u1)−Nf (u1) = 0.

By Proposition 3.2, finally, we conclude that u1 ∈ Cαs (Ω) \ {0, u0} is a second solution of (1.1). �

Remark 5.6. Formally, Theorem 5.5 above is analogous to [1, Theorem 32]. Nevertheless, the nonlocal
nature of the operator (−∆)sp bears significant differences. The main issue is that, in general, for u ∈W s,p

0 (Ω)
we have

(−∆)sp u 6= (−∆)sp u
+ − (−∆)sp u

−,

which demands a different technique in dealing with the positive and negative parts, with respect to the case
of the p-Laplacian (compare for instance [1, Proposition 30] to our Lemma 5.3).
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[15] S. Fuč́ık, Boundary value problems with jumping nonlinearities, Časopis Pěst. Mat. 101 (1976) 69–87.
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Nonlinear Anal. 191 (2020) art. 111635.

[25] A. Iannizzotto, S. Mosconi, M. Squassina, Fine boundary regularity for the degenerate fractional p-Laplacian, J. Funct.

Anal. 279 (2020) art. 108659.

[26] A. Iannizzotto, N.S. Papageorgiou, Existence and multiplicity results for resonant fractional boundary value problems,

Discrete Contin. Dyn. Syst. Ser. S 11 (2018) 511–532.

[27] A. Iannizzotto, M. Squassina, Weyl-type laws for fractional p-eigenvalue problems, Asymptot. Anal. 88 (2014) 233–245.

[28] E. Lindgren, P. Lindqvist, Fractional eigenvalues, Calc. Var. Partial Differential Equations 49 (2014) 795–826.

[29] S.A. Marano, N.S. Papageorgiou, On a Dirichlet problem with p-Laplacian and asymmetric nonlinearity, Rend. Lincei

Mat. Appl. 26 (2015) 57–74.

[30] D. Motreanu, V. V. Motreanu, N. S. Papageorgiou, Topological and variational methods with applications to nonlinear

boundary value problems, Springer, New York (2014).

[31] K. Perera, R.P. Agarwal, D. O’Regan, Morse theoretic aspects of p-Laplacian type operators, American Mathematical

Society, Providence (2010).

[32] P.H. Rabinowitz, A note on topological degree for potential operators, J. Math. Anal. Appl. 51 (1975) 483–492.

[33] B. Ruf, On nonlinear elliptic problems with jumping nonlinearities, Ann. Mat. Pura Appl. 128 (1981) 133–151.

(S. Frassu, A. Iannizzotto) Department of Mathematics and Computer Science

University of Cagliari

Via Ospedale 72, 09124 Cagliari, Italy

Email address: silvia.frassu@unica.it, antonio.iannizzotto@unica.it


	1. Introduction
	2. Degree theory for (S)+-maps
	3. General Dirichlet problems and weighted eigenvalue problems
	4. Two nontrivial solutions for jumping reactions
	5. Two nontrivial solutions for doubly asymmetric reactions
	References

