
International Journal of Computer Vision
https://doi.org/10.1007/s11263-024-02102-x

Synthetic Data for Video Surveillance Applications of Computer Vision:
A Review

Rita Delussu1 · Lorenzo Putzu1 · Giorgio Fumera1

Received: 28 June 2023 / Accepted: 22 April 2024
© The Author(s) 2024

Abstract
In recent years, there has been a growing interest in synthetic data for several computer vision applications, such as automotive,
detection and tracking, surveillance, medical image analysis and robotics. Early use of synthetic data was aimed at performing
controlled experiments under the analysis by synthesis approach. Currently, synthetic data are mainly used for training
computer vision models, especially deep learning ones, to address well-known issues of real data, such as manual annotation
effort, data imbalance and bias, and privacy-related restrictions. In this work, we survey the use of synthetic training data
focusing on applications related to video surveillance, whose relevance has rapidly increased in the past few years due to
their connection to security: crowd counting, object and pedestrian detection and tracking, behaviour analysis, person re-
identification and face recognition. Synthetic training data are even more interesting in this kind of application, to address
further, specific issues arising, e.g., from typically unconstrained image or video acquisition conditions and cross-scene
application scenarios. We categorise and discuss the existing methods for creating synthetic data, analyse the synthetic data
sets proposed in the literature for each of the considered applications, and provide an overview of their effectiveness as training
data. We finally discuss whether and to what extent the existing synthetic data sets mitigate the issues of real data, highlight
existing open issues, and suggest future research directions in this field.

Keywords Synthetic data · Computer vision · Video surveillance applications · Crowd counting · Object and pedestrian
detection and tracking · Behaviour analysis · Person re-identification · Face recognition

1 Introduction

Synthetic images have become very common in the field of
Computer Vision (CV) for a large variety of real-world appli-
cations (Meharban et al. 2021; Dong et al. 201; Pratt et al.
1978; Frolov et al. 2021; Nikolenko 2021). To the best of
our knowledge, they firstly appeared in the CV literature
in a work by Pratt et al. (1978). Synthetic data were orig-
inally used to ease the analysis and comparison of image
processing methods through the generation of images from
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a model under strictly controlled conditions (e.g., in terms
of textures, materials and light), according to the so-called
analysis by synthesis approach (Pratt et al. 1978; Horn and
Schunck 1981;Woodham et al. 1985). Since then, the interest
in synthetic data has considerably increased in CV, as well as
in other fields, as witnessed by the ever-increasing number of
publications (see image on top of Fig. 1). Their purpose has
also remarkably changed: with the rise of machine learning
and especially of Convolutional Neural Networks (CNNs),
synthetic images are beingmainly used as trainingdata, either
alone or togetherwith real images (Jaipuria et al. 2020; Shang
et al. 2018; Nikolenko 2021), with the aim of increasing the
training set size, thus improving performances and prevent-
ing over-fitting. Collecting large training sets of real data, as
required by CNNs, is indeed very difficult. This is due to sev-
eral issues, particularly manual annotation effort, difficulty
in collecting representative examples of the target scenes or
patterns of interest and,more recently, privacy-related restric-
tions.
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1.1 Issues of Real Data

Manual annotation effort is a well-known limitation in col-
lecting a large amount of real training data, especially in CV
applications that require fine-grained supervision, e.g., crowd
counting, where the position of each pedestrian’s head has to
be annotated for density-based CNNmodels. It can also lead
to annotation errors or inaccuracy, e.g., wrong identity anno-
tations in person re-identification (Re-Id) data sets (Zheng
et al. 2015; Ergys et al. 2016); missing head annotations in
dense crowd images, in crowd counting data sets (Sindagi
et al. 2022); misplaced or wrong track annotations in peo-
ple tracking data sets due to interpolation of ground truth
among adjacent frames to save manual effort (Smeulders et
al. 2014). Another relevant issue in several CV applications
is the difficulty of collecting real, representative examples of
the target scenes or patterns of interest, e.g., the abnormal
events of interest for anomalous behaviour detection or the
different crowd density levels of interest for crowd count-
ing and density estimation. This can lead to two related but
different problems: data bias and imbalance. For instance, a
data set for anomalous behaviour detection may be balanced
in terms of the number of examples of each kind of abnor-
mal event collected during design, which, however, may be
representative only of a limited set of the possible anoma-
lous behaviours that can occur during operation; conversely,
in other applications (e.g., crowd counting) it may be possi-
ble to collect examples of the target scenes (camera views)
of interest, but they may be highly unbalanced in terms of
factors such as crowd size, due to, e.g., lack of dense crowd
images.A related issue is domain shift,which occurs in cross-
scene settings where the target scenes are different from the
ones used for training, causing a decrease in the effective-
ness of supervised methods. Privacy-related restrictions are
instead a more recent issue of applications involving images
of people. For instance, the General Data Protection Regu-
lation (GDPR), in force in the European Union since 2016,
restricts the use of images or videos acquired from video
surveillance cameras to investigation activities or to prevent
acts of terrorism. This makes it even more difficult to col-
lect real data sets for applications such as Re-Id and face
recognition (Boutros et al. 2022).

To address the above issues, the use of synthetic data has
been proposed by many authors for tasks such as crowd
counting (Sindagi and Patel 2018; Li et al. 2021; Elbish-
lawi et al. 2020), Re-Id (Ye et al. 2022; Wu et al. 2019),
crowd behaviour analysis (Júnior et al. 2010), face recogni-
tion (Guo and Zhang 2019) and object detection (Liu et al.
2020). All these applications may benefit (or have already
benefited as can be seen from the image at the bottom of
Fig. 1) from synthetic data, since they allow, in principle, to
automatically generate a large number of images or videos,
including all the possible scenes of interest, and to automati-

cally provide high-quality and error-free annotations (Júnior
et al. 2010), with no privacy issues (Guo and Zhang 2019).

Since early work in this field, not only the purpose of syn-
thetic data but also the techniques to generate them have
considerably changed. Besides basic data augmentation,
nowadays, they include computer graphics tools and image-
to-image translationmethods based on generative adversarial
networks (GANs), also involving real images (Shamsolmoali
et al. 2021; Zhu et al. 2017; Tripathi et al. 2019) and dif-
fusion models (Wu et al. 2023; Kim et al. 2023). In some
cases, it is difficult to define a clear boundary between real
and synthetic images, especially when real images are used
to generate new ones, since often the original image is not
substantially changed but is only manipulated, e.g., by flip-
ping, cropping, etc. In that case, the term augmentation or
smart-augmentation is also used (Nikolenko 2021). In the
following, we shall use the term “real” image or video to
refer to a signal produced directly by a sensor (as a 2D or 3D
array) and the term “synthetic” or “artificial” to refer to data
generated by computer processing.

1.2 Scope and Contribution of this Survey

Among the different applications of synthetic images, in this
work, we focus on CV tasks related to video surveillance
(VS), and in particular crowd counting, object and pedestrian
detection and tracking, behaviour analysis, Re-Id and face
recognition.Our focus onVSapplications has twomainmoti-
vations. First, their relevance is rapidly increasing due to their
connection to security. Second, besides exhibiting nearly all
the issues mentioned above, they also exhibit specific ones,
forwhich the use of synthetic data appears evenmore promis-
ing, i.e., unconstrained image or video acquisition settings;
cross-scene application scenarios, where a model (e.g., for
crowd counting) has to be deployed to scenes different than
the ones used for training; privacy restrictions in collecting
data sets for model training and evaluation (e.g., in Re-Id
and face recognition); difficulty in collecting patterns repre-
sentative of all the categories of interest, e.g., different kinds
of anomalous behaviours. With respect to existing surveys
related to synthetic data for VS applications, this work cov-
ers more recent publications, and a more comprehensive set
of applications and of synthetic image generation techniques,
including image synthesis (see Sect. 2). We believe a survey
of this rapidly evolving field can be very useful to understand
its current evolution better and to provide insights for future
work.

1.3 Data Sources

We reviewed work on synthetic images for VS tasks pub-
lished from January 2014 to November 2023. We collected
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Fig. 1 Top: number of
publications of the past 40 years
related to synthetic images in
Computer Vision (red) and in
Pattern Recognition (blue).
Bottom: number of publications
related to synthetic image
generation with Generative IA,
Computer Graphics and Image
composition methods for each
video surveillance task over the
past 25 years. We collected
information from Scopus and
considered any type of
document (accessed on
16/11/2023) (Color figure
online)

almost one hundred papers from the DBLP,1 Scopus2 and
Web of Science3 databases, using the following keywords:
synthetic OR synthesis AND images AND
computer vision AND video surveillance.
We then selected publications from the following venues.
Conferenceproceedings:ComputerVision andPatternRecog-
nition (CVPR), InternationalConferenceonComputerVision
(ICCV), International Conference on Pattern Recognition
(ICPR), International Conference on Robotics, Automation
(ICRA), International Conference on Learning Representa-
tions (ICLR), International Conference on Image Processing
(ICIP), International Joint Conference on Computer Vision,
Imaging and Computer Graphics Theory and Applications
(VISIGRAPP), Winter Conference on Applications of Com-
puter Vision (WACV), European Conference on Computer

1 https://dblp.uni-trier.de/db/.
2 https://www.scopus.com/search/form.uri?display=basic#basic.
3 https://www.webofscience.com/wos/woscc/basic-search.

Vision (ECCV), European Signal Processing Conference
(EUSIPCO), International Conference on Computer Analy-
sis of Images and Patterns (CAIP), International Conference
onMultimedia, International Joint Conference onBiometrics
(IJCB), Conference on Neural Information Processing Sys-
tems (NeurIPS) and International Conference on Automatic
Face and Gesture Recognition. Journals: IEEE Trans. on
Pattern Analysis and Machine Intelligence, IEEE Trans. on
Information Forensics and Security, IEEE Trans. on Circuits,
Systems and Video Technology, Computer Vision and Image
Understanding, PatternRecognition,Neurocomputing, Inter-
national Journal of Computer Vision, Neural Computing and
Applications, Neural Processing Letters, Neural Network,
Pattern Recognition Letters, IET Image Processing.

1.4 Paper Structure

In Sect. 3 we give a comprehensive overview of the VS appli-
cationsmentioned above, focusing on issues thatmotivate the
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use of synthetic data. We then survey in Sect. 4 existing work
on synthetic data for such applications, including a descrip-
tion of the techniques used to generate them. In Sect. 5, we
describe and analyse all the existing synthetic data sets for
the above applications and compare them with benchmark
data sets of real data. In Sect. 6, we analyse the effectiveness
of synthetic data in data enhancement and representation.
Finally, in Sect. 7 we discuss the extent to which synthetic
data solve or mitigate the existing issues of real data in the
considered applications and propose possible solutions and
directions for future work in this field.

2 RelatedWork

This survey is the first one focused on synthetic data for
CV applications related to VS. Previous surveys on synthetic
data focused on different aspects (Nikolenko 2021; Li 2021;
Shamsolmoali et al. 2021; Zhou et al. 2021; Frolov et al.
2021; Abdolahnejad and Liu 2020; Meharban et al. 2021;
Dong et al. 201; Croitoru et al. 2023). A recent book by
Nikolenko (2021) provided a wide survey of synthetic data
focused on their use in deep learning techniques, which was
not limited to the CV field, and did not provide an in-depth
analysis of VS applications, on the related synthetic data sets
and on the synthetic data generation techniques proposed so
far in this field, except for GANs. Other surveys on synthetic
data focused on specific image synthesis approaches or on
single applications: image synthesis and editing techniques
based on GANs (Li 2021) and other adversarial networks
(Shamsolmoali et al. 2021), text-to-image synthesis (Zhou
et al. 2021; Frolov et al. 2021), diffusion models (Croitoru et
al. 2023), face recognition (Boutros et al. 2023b) or face
synthesys (Abdolahnejad and Liu 2020), medical images
(Meharban et al. 2021) and aperture radar (Dong et al. 201).

On the other hand, the use of synthetic data has been men-
tioned by existing surveys on CV applications related to VS,
but often in a limited way: object (car and pedestrian) detec-
tion (Liu et al. 2020) and tracking (Sun et al. 2021; Smeulders
et al. 2014), Re-Id (Ye et al. 2022; Wu et al. 2019; Karanam
et al. 2019; Zahra et al. 2023), face recognition (Wang and
Deng 2021; Guo and Zhang 2019) and crowd counting (Li
et al. 2021; Saleh et al. 2015; Leng et al. 2020; Júnior et al.
2010).

Differently from the above-mentioned work, our survey
thoroughly analyses the use of synthetic images in the most
relevant VS applications of CV. In particular, we first point
out the specific and often shared issues of such applications
that further motivate the use of synthetic data; we describe
the different approaches to synthetic image generation pro-
posed so far, and finally, we analyse the existing data sets
of synthetic images and evaluate the effectiveness of syn-

thetic training data with respect to benchmark data sets of
real images.

3 Applications

In this section,we describe theVS applications ofCVconsid-
ered in our survey, i.e., crowd counting, object and pedestrian
detection and tracking, human and crowd behaviour analysis,
Re-Id and face recognition, together with the related state-of-
the-art approaches. Our goal is to point out their open issues,
and in particular, the ones that can be addressed (at least in
principle) or have already been addressed, using synthetic
data. Common issues across all the considered applications
have already been discussed in Sect. 1, i.e.: manual annota-
tion effort of real training data; limited representativeness
of such data, causing, in turn, data bias and imbalance,
and domain shift issues; privacy restrictions for applications
involving images of people.

3.1 Crowd Counting

Crowd counting consists of estimating the number of peo-
ple in a given image or video frame. This task is useful,
e.g., to law enforcement agencies for monitoring crowds in
public spaces, especially for large and dense crowds. State-
of-the-art methods are based on CNNs (Sindagi and Patel
2017) and use either a regression or a detection approach
(Sam et al. 2020). The former consists of first regressing the
crowd density map and then estimating the corresponding
count by simple integration over such amap (i.e., a pixel-wise
sum). The latter performs firstly pedestrian detection. To take
into account occlusions between people, which occur mainly
in dense crowd images, and tend to increase as the camera
height and its inclination relative to the ground decrease, both
approaches require a training set of crowd images with man-
ual annotation of the head position of each pedestrian; in
particular, the latter approach usually performs head instead
of full body detection. Therefore, the corresponding man-
ual annotation effort is considerable, limiting the size of real
data sets; it may also affect the quality of annotations. For
instance, videos of the benchmarkWorldExpo’10 and CityS-
treet data set (Zhang et al. 2016; Zhang and Chan 2019)
(see Sect. 5.1) contain a manually annotated frame every 15
or 30s, whereas the other frames have been automatically
annotated by interpolating between two consecutive, manu-
ally annotated ones. This leads to low-quality annotations in
terms of missing or misplaced head positions; for instance,
this is particularly evident in the images of the CityStreet
data set (Zhang and Chan 2019) (see Fig. 2).

Another issue, partly related to the one discussed above,
is the difficulty of collecting real data sets representative of
all the target scenes where a crowd counting system may be
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deployed. Crowd counting models are indeed affected by a
mismatch between training and testing data in terms of sev-
eral specific factors, such as camera viewing angle (e.g., from
almost horizontal views of fixed or PTZ cameras placed at a
low height to vertical views of cameras mounted on drones),
scale and perspective variations, scene background (Li et al.
2021), lighting conditions (which can exhibit large variations
in outdoor scenes typical of surveillance applications, e.g.,
from daytime to night, or under different weather conditions
like rain, snow and fog), as well as crowd size and density
level (Sindagi and Patel 2018; Wang et al. 2021). Since it is
very difficult to collect and manually annotate crowd images
representative of all possible scenes of interest in terms of the
above factors (Sindagi et al. 2020), real data sets may exhibit
a considerable degree of imbalance in favour of some kinds
of scenes (see Fig. 2). This can lead to poor quality head
localisation and thus inaccurate estimates of crowd count
during inference, especially for dense crowds (Sindagi and
Patel 2018). Tomitigate this issue, multi-scene data sets have
been proposed,made up of images fromdifferent scenes, e.g.,
crawled from the web (see Sect. 5.1) (Zhang et al. 2016b;
Idrees et al. 2018a; Sindagi et al. 2022; Wang et al. 2021).
Despite relatively large variations in terms of background,
perspective and number of people, even these data sets are
clearly unbalanced, e.g., street views are predominant, as
well as medium-density scenes with respect to low and high-
density ones (see Fig. 2). Furthermore, to achieve a certain
degree of scene variation, multi-scene data sets are not col-
lected from VS camera networks, and therefore they contain
images that are not representative of realistic surveillance
scenes, in terms of image perspective (e.g., group photo or
photo memories are present), quality and content (e.g., some
images contain trademarks) (Sindagi et al. 2022; Wang et al.
2021) (see Fig. 2).

3.2 Object and Pedestrian Detection

Detection tasks consist of locating instances of interest from
pre-defined object categories inside an image, mostly by
enclosing them inside a bounding box (BB) (Liu et al. 2020).
Pedestrians and vehicles (e.g., car and bus) are among the
categories of greater interest for surveillance applications; in
particular, pedestrians belong to the category of articulated
objects,which is themost challenging one for detection tasks.
The detection task is useful for several surveillance applica-
tions, such as perimeter protection, traffic monitoring, and
access monitoring to restricted areas; it can also be a prelim-
inary step for other tasks, such as tracking (see Sect. 3.3) and
Re-Id (Sect. 3.5).

Regardless of the detectionmethod used, the annotation of
training images consists of drawing a BB around each object
instance of interest and of associating it with the correspond-
ing label (if more than one object category is considered).

In particular, BBs should be as precise (tight) as possible to
limit the influence of the background.

Object detection is challenging in the presence of defor-
mations (for non-rigid objects), scale and viewpoint varia-
tions, blur, motion, and low image resolution. Additionally,
structured objects may exhibit considerable intra-class varia-
tions, e.g., in shape, colour,material and size (e.g., for vehicle
detection, different car models or even different instances of
the same model); pedestrians’ appearance can also exhibit
variations in pose and attributes (e.g., bags and hats). These
issues might lead to inaccurate localisation, e.g., non-tight
BBs, including background regions.

Despite the limited number of categories considered in
object detection for VS applications (mainly pedestrians and
vehicles), the annotation issue is still present. Indeed it can
be infeasible to annotate all possible objects, and inmost data
sets, images or frames are only partially annotated (Liu et al.
2020).

3.3 Object and Pedestrian Tracking

Tracking consists of inferring one or more objects’ motion
in a sequence of frames (Smeulders et al. 2014). It is, there-
fore, inherently related to video analysis, contrary to object
detection. The main tracking approaches can be categorised
as single- and multi-object tracking according to the number
of objects that should be tracked. This task is very useful
for several surveillance applications, such as traffic moni-
toring and pedestrian behaviour analysis (see Sect. 3.4). As
mentioned before, some tracking methods exploit instance
detection as a sub-task (Sun et al. 2021): in this case, their
effectiveness also depends on detection accuracy. Training
videos for object tracking require manual annotation of the
position (BB coordinates) of each instance of interest in
every frame and an identity label that should be consistent
over the whole video. The corresponding annotation effort
is, therefore, considerable, especially for multi-object track-
ing. Tracking and detection tasks share most of the issues
discussed in Sect. 3.2, related to scale and viewpoint varia-
tions and intra-class object variations. Additionally, tracking
presents further challenges due to, e.g., suddenobjectmotion,
and significant scene changes in case of camera motion (e.g.,
when videos are acquired from drones) (Abbass et al. 2021;
Sun et al. 2021).

A further issue is that, with respect to other applications, a
limited number of benchmark data sets is available for object
and pedestrian tracking (Smeulders et al. 2014).

3.4 Human and Crowd Behaviour Analysis

Pedestrian and crowd behaviour analysis aims at recognising
predefined behaviours of interest, or at detecting abnormal
events at the level of either individual, small groups or crowds
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Fig. 2 Examples of the issues of real data sets for crowd counting. Top
row: data imbalance in terms of scenes and crowd density [source: JHU
(Sindagi et al. 2022)]. Bottom row, from left to right: low quality anno-

tations [source: Citystreet (Zhang and Chan 2019)], unrealistic images
due to perspective and content [group photo and trademarked photo;
source: ShtechA (Zhang et al. 2016a)]

(Sánchez et al. 2020). This can be very useful in surveillance
applications, e.g., for preventing or for quick response to vio-
lence, crimes and other dangerous or anomalous behaviours,
such as anomalous patterns of crowd flow in crowded places
or events (Schroder et al. 2019).

Well-known issues of anomalous behaviour detection are
the lack of a universal definition of anomaly, which instead
strongly depends on the application as well as on the context
(Li et al. 2014), and the difficulty of enumerating beforehand
all possible events or behaviours that can be considered as
anomalous in a specific application. This directly affects the
representativeness of benchmark data sets, which as a conse-
quence contain only a limited number of labelled anomalous
scenes and behaviours (Li et al. 2014; Tripathi et al. 2019).
For instance, most data sets focus on fights or violent scenes
and mainly consist of videos collected from the Web, often
acquired during sporting events (e.g., hockeymatches).Other
data sets are made up of simulated scenes performed by vol-
unteers, making them more complete but at the same time
less realistic (Sánchez et al. 2020).

Additionally, anomalous behaviours could extend for
indefinite and even very long frame sequences; they can also
co-occur with other, possibly unrelated unusual events. In
some data sets, every frame of a video is annotated (Chan
et al. 2008); in other data sets, the whole video has a single
annotation corresponding to the anomalous behaviour occur-

ring in it, although it extends over a few frames only (Sultani
et al. 2018).

For the above reasons, behaviour analysis, particularly
anomalous behaviour detection, is probably the most chal-
lengingCV task in surveillance applications.Moreover, since
it involves detection and tracking as preliminary sub-tasks
(Sánchez et al. 2020), it inherits the respective issues dis-
cussed in Sects. 3.2 and 3.2.

3.5 Person Re-Identification

Person re-identification aims at matching images of people
across different and non-overlapping camera views, mainly
based on clothing appearance (including attributes like bags)
(Karanam et al. 2019). Its main goal is to reduce the human
effort in monitoring tasks and the time required to inspect
recorded videos to search for individuals of interest dur-
ing investigations. In the latter case, it allows searching for
an individual of interest, typically using a query image, on
a large gallery of pedestrian bounding boxes automatically
extracted from a given set of videos.

Re-Id is inherently a cross-scene task since the individ-
ual in the query image has to be searched among images
acquired by different camera views. Accordingly, benchmark
data sets contain images of pedestrians from at least two dif-
ferent camera views. On the one hand, data set collection and
manual annotation for this task require considerable effort.
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Indeed, Re-Id data sets are made up of bounding boxes of
pedestrians,mostlymanually drawn,with at least two images
of each identity from at least two different cameras. More-
over, images of each identity need to be manually annotated
with the same ID label (Ye et al. 2022). On the other hand,
cross-scene issues considerably affect the accuracy of Re-Id
systems due to, e.g., different camera settings (perspective,
resolution, and colours), lighting conditions and background,
besides issues related to, e.g., changes in pedestrian pose.
In addition, since during operation the gallery of pedestrian
bounding boxes is automatically populated using a pedes-
trian detector or tracker, the accuracy of Re-Id systems is
also affected by errors in these sub-systems.

Twomain issues of existing data sets are that: (i) their vol-
ume is too limited with respect to real applications involving
several different cameras and hours of recording, and (ii)
they do not exhibit a sufficiently large variation in weather
conditions, lighting, scale, viewpoint and scene background
(Leng et al. 2020; Saleh et al. 2015; Liu et al. 2020). For
instance, most of them only contain daytime images acquired
from RGB cameras, whereas thermal cameras can also be
considered to cover night-time application scenarios (Zheng
et al. 2021). Furthermore, recent privacy regulations (Guo
and Zhang 2019; Uner et al. 2021) impose restrictions on
the acquisition of images that allow distinguishing charac-
teristics peculiar to individuals (EiC of Pattern Recognition
2022), which hinders the collection of real data sets for this
task.

3.6 Face Recognition

Face recognition aims to identify or verify the identity of an
individual (Wang and Deng 2021). Verification, used, e.g., in
mobile devices, consists of matching a face image against a
single template of the claimed identity stored in the device.
In contrast, identification consists of matching a face image
against all images (different templates) in a database.

This task presents specific issues such as blur, especially in
unconstrained settings, as well as variations in facial expres-
sion and pose. The annotation of training images mainly
consists of the person’s identity, but since most of such
data sets are also used for other tasks (e.g., facial emotion
recognition and facial age estimation), they also require the
annotation of landmarks or keypoints for eyes, nose, mouth,
etc.

Existing face recognition data sets present several kinds of
biases related to gender, age, and in particular demography.
Indeed, most images show Caucasian people, whereas other
races are significantly less represented. Moreover, among all
the surveillance-related applications, face recognition is the
onemost affected by privacy issues (EuropeanUnionAgency
forFundamentalRights 2019). For this reason, several bench-
mark data sets do not contain daily life images but are made

up, e.g., of photos of celebrities, which makes them not rep-
resentative of typical operating conditions (Wang and Deng
2021; Li et al. 2020).

4 Approaches to Synthetic Data Generation

In the previous section, we pointed out the main issues of the
considered VS tasks that can be addressed using synthetic
data. This section describes the synthetic data generation
approaches proposed so far for such tasks. In contrast to
the previous sections that were structured according to VS
tasks, this one is structured according to the data generation
approaches, since each of them has been used for different
tasks. In particular, we identified three main categories of
approaches: generative models, computer graphics engines,
and image composition. The latter consists in combining dif-
ferent images or image patches, including real ones. We do
not consider basic data augmentation techniques (e.g., ran-
dom image flipping or cropping) widely used to mitigate
over-fitting, although they can be considered as a further,
basic approach for producing synthetic images.

4.1 Generative Models

Generative models aim to generate artificial data (e.g.,
images); they can be categorised into Generative Adversarial
Networks (GAN) and Diffusion Models (DM).

4.1.1 Generative Adversarial Network

The GAN-based approach aims to generate synthetic images
through CNNs using an adversarial learning process. The
most straightforward GAN architecture is based on a gener-
ator network (G), aimed at generating synthetic images, and a
discriminator network (D), aimed at distinguishing real from
“fake” (generated) ones (Goodfellow 2017). The adversarial
learning process consists of training G and D in parallel,
letting G generate new images until D cannot distinguish
between real and generated ones (Shamsolmoali et al. 2021).

Different kinds of GANs have been developed; the
main categories are CycleGANs (Zhu et al. 2017), Star-
GANs (Choi et al. 2018), and Deep Convolutional GANs
(DCGANs) (Radford et al. 2016). All the above kinds of
GANs have been used in the literature for generating syn-
thetic data (besides basic data augmentation) in many of the
considered CV tasks, especially for Re-Id (Zheng et al. 2021;
Han et al. 2021), face recognition (Farooq et al. 2021; Li et
al. 2021) and object detection (Sultana et al. 2020). In the
following, we briefly describe them and their application to
the considered CV tasks (Fig. 3).

CycleGANs are made up of two generators that learn two
mapping functions from an image domain X to a different
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Fig. 3 Categorisation of synthetic methods for image and video generation, and chart of the respective number of papers where they have been
used for the different VS tasks (denoted by colours) (Color figure online)

image domain Y and vice versa, and two discriminators DX
and DY aimed at distinguishing between real and generated
images. CycleGANs have been used for Re-Id to improve
accuracy under low light conditions (e.g., at night time)
through the use of thermal infrared images by Zheng et al.
(2021). Due to the limited number of thermal infrared data
sets, aCycleGANmodelwas trained to translateRGB images
into thermal ones. The trained GAN was then used to gen-
erate thermal images of data sets which do not contain this
kind of data. Finally, a trainedmodel can extract and combine
multi-modal information to improve Re-Id accuracy. Cycle-
GANs have been considered in a similar scenario andwith an
analogous objective for object detection byGuo et al. (2019).
Another method devised for object detection by Sultana et al.
(2020) proposed to employ CycleGAN to generate several
background images of the target scene. This approach has
been proposed to detect moving objects in the target scene.
In face recognition, instead, CycleGANs have been used in
an online setting to translate low-quality images, which are
typically provided by surveillance cameras, into high-quality
ones, to improve recognition accuracy (Farooq et al. 2021).

CycleGANs canmodify image colour and texture but can-
not perform shape transformation (e.g., of a car image into a

truck one); they also exhibit limited scalability, since they can
learn a mapping between only two domains simultaneously.
StarGANs overcome the latter issue by learning the map-
pings between any set of domains of interest. To this aim,
a single, flexible generator was used by Choi et al. (2018),
which learns to translate an input image into the desired target
domain; the adversarial learning process was implemented
using an auxiliary classifier on top of the discriminator to
manage multiple domains. StarGANs have been used in Re-
Id for data augmentation with different translation strategies
(Liu et al. 2019; Tian et al. 2021; Zhang and Hu 2023):
Intra-data set (Liu et al. 2019), where the pedestrians’ images
acquired from a certain camera are translated to look similar
to images acquired from a different camera in terms of back-
ground, illumination, etc.; inter-data set (Tian et al. 2021),
where the images of a source data set are translated to look
similar to images acquired from a different target data set.
The aim is to produce images with the style of the target data
set while preserving the identity of the corresponding person
in the source data set. A combination of the two above strate-
gies is employed by Zhang and Hu (2023) to bridge the gap
between different domains.
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A common issue of GANs is that their training process
is challenging for two main reasons: the generator might
collapse, i.e., it can always generate the same output for dif-
ferent inputs; and, often, GANs training fails to converge,
meaning that the local equilibrium is far from the global
one (Shamsolmoali et al. 2021). To address these issues,
DCGANs have been proposed. They present significant dif-
ferences with respect to a “classic” GAN architecture, i.e.,
different GAN layers are removed (e.g., hidden fully con-
nected layers) or replaced with different ones (e.g., pooling
layers are replaced by convolutional ones). Several authors
have used DCGANs for data augmentation in Re-Id (Ainam
et al. 2019b; Ding et al. 2019; Ainam et al. 2019a; Ding et
al. 2018). In these works, a framework which includes k-
means clustering algorithm and DCGAN has been proposed.
Firstly k-means is applied to the features extracted from train-
ing images through an inner layer of the CNN. The obtained
clusters are exploited to determine the network’s most rep-
resentative features and for data augmentation via DCGANs
by generating new images for each cluster. Finally, gener-
ated and real images of the same domain are used to learn
the model.

Several other kinds of GANs have also been used for Re-
Id (Wu et al. 2021; Hussin and Yildirim 2021; Chen et al.
2019; Verma et al. 2023), face recognition (Mokhayeri et al.
2020; Qiu et al. 2021; Saez-Trigueros et al. 2021;Wood et al.
2021) and object detection (Lin et al. 2023). In the Re-Id task
GANs are mainly used for data augmentation and to prevent
over-fitting during training. In particular, Deep adversarial
data augmentation with attribute-guided (DADAA) (Wu et
al. 2021) allows attaining new pedestrian images with dif-
ferent colours of the upper body of pedestrians. StyleGAN
(Hussin and Yildirim 2021) is used to generate images with
different styles in terms of resolution, background, colour,
illumination andposes forRe-Id. Such styles are estimated by
grouping the images of the same data set. Context Rendering
GAN (CRGAN) (Chen et al. 2019) have been proposed for a
similar task, but in this case, the images are translated from
a source data set to a target one. Individual-preserving and
environmental-switching cyclic generation network (IPES-
GAN) generates new images by cropping a human body and
adding it to a target background image, while preserving the
pedestrian’s identity and pose.

Also in face recognition, GAN-based approaches are
mainly used for data augmentation. In particular, inMokhay-
eri et al. (2020) the augmentation process focuses on face
pose. The source (real) images are transformed into a 3D
image using a 3D model to simulate a specific pose. Then,
these 3D images are used to train the Controlled GAN
(CGAN) that aims to refine the realism of generated images
and adapt them to the target poses. In Saez-Trigueros et al.
(2021) a conditional GAN has been used both to increase
the number of samples per identity (different facial expres-

sion and head pose) and to generate new identities. Such
an approach exploits an embedding module that combines
identity-related attributes and random non-identity-related
attributes.

Similarly, in Qiu et al. (2021), a 3D identity mixup
module is incorporated into a GAN, to generate images
of virtual people with DISentangled, precisely-COntrollable
(DiscoFaceGAN) latent representations for the identity of
non-existing people, expression, pose, and illumination.
Finally, an interpolation technique between two individual
images is used to increase the number of identities. Like-
wise, Karras et al. (2021) used a style-based GAN to obtain
new face images by combining existing ones.

For object detection, a cycle-object-consistent image-to-
image translation network has been proposed by Lin et al.
(2023) to bridge the gap between different domains.

4.1.2 Diffusion Models

Diffusion model (DM) approaches have been recently pro-
posed in the literature (Croitoru et al. 2023). DM has been
used in several CV tasks (Azizi et al. 2023; Trabucco et al.
2023; Rombach et al. 2022) (e.g., image classification), but
in a few VS tasks (Kim et al. 2023; Wu et al. 2023). DM
aims to generate synthetic data by using a different approach
with respect to GANs, based on the concept of “diffusion”
to simulate data generation. Basically, the generation of syn-
thetic samples consists of two phases (Ho et al. 2020; Nichol
and Dhariwal 2021). The first phase, called “forward dif-
fusion”, applies a sequence of invertible transformations to
“diffuse” the sample until it reaches the desired complex data
distribution. It is like gradually adding noise (e.g., Gaussian)
until the original data distribution is corrupted. The second
phase, called “reverse diffusion”, maps the obtained distribu-
tion back to the original data distribution through a sequence
of inverse transformations. To this aim, the training process
consists of learning the parameters of the invertible transfor-
mations, preceded by a standardisation to convert the data
into a distribution with zero mean and unit variance (typi-
cally, a Gaussian distribution). In other words, a DM first
corrupts the input image by progressively adding noise and
then it learns to reconstruct it.

So far, works on DM models mostly focused on the eval-
uation of the quality of generated data (Croitoru et al. 2023);
only few of them considered their use for generating training
data (Kim et al. 2023;Wu et al. 2023). In particular, Kim et al.
(2023) proposed an image-to-image DM approach and then
used the generated images to train face recognition models.
The approach consists of two stages named sampling and
mixing. In the former, a face image is generated and a spe-
cific style is selected. In the latter, an image with the selected
style is generated. This process is repeated several times to
obtain a set of images, Another work focused on the creation
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of a tool to generate annotated data for detection tasks by
using text-to-image DMs (Wu et al. 2023). In the first step,
latent code and text-image representation obtained by DM
are used to train a perceptual decoder. In the second step,
a large language model generates several (diverse) prompts
that aim at generating images while the perceptual decoder
generates annotations. In particular, that method allows the
generation of several annotations such as human pose, depth
and semantic mask, instance mask and deep-fashion mask.
Although DM approaches produce high-quality data, they
require multiple steps to generate a single sample and there-
fore, they present a lower synthesis speed with respect to
GANs (Croitoru et al. 2023).

4.2 Computer Graphics Engines

Software platforms used in game design and rendering tasks
are currently capable of generating images and videos of var-
ious kinds of scenes with a high level of photo-realism. For
this reason, they are also being used to generate synthetic data
for variousCV tasks. In particular, the twomost famous game
designplatforms,UnityUnityTechnologies (n.d.) andUnreal
Engine Epic Games (n.d.) (Unreal for short), have been used
to this aim, as well as the Script Hook V library, which
allows using (offline) the video game Grand Theft Auto
V (GTAV) Blade (n.d.); among rendering software, NOVA
(Kerim et al. 2021a), BlackMagicDesignBlackmagicDesign
(n.d.) (BlackMagic for short), Blender Blender Online Com-
munity (n.d.), AutoDesk Autodesk Inc. (n.d.), Abobe Fuse
CC Adobe (n.d.) (Adobe for short), MakeHuman (Commu-
nity 2020), CARLA (Dosovitskiy et al. 2017) have been used.

Among game design platforms,Unreal is suited especially
for developing large games, thanks to its fast rendering and
memory and resource optimisation; however, it has a lim-
ited user community. Unity has a larger community instead,
but its rendering is slower than Unreal and more suited to
small and mid-size games. Both platforms are licence-free,
although with some limitations. Images generated using the
Script Hook V library allow the user to use the native func-
tions of GTAV.

Concerning rendering software, Blender allows 3D mod-
elling and 3D animation but is time-consuming in rendering.
Autodesk and MakeHuman are effortless (with respect to
other rendering software) and present a user-friendly inter-
face. However, the former requires significant hardware
resources, whereas the latter can only generate 3D human
models but not complete scenes. CARLA is a simulator
(based on Unreal) developed for autonomous driving.

Toour knowledge, the above-mentioned software has been
used to generate synthetic data in all the considered CV
applications, with the exception of game design platforms
for face recognition. In particular, synthetic data have been
used mainly to train CV models without real data and to

generate new benchmark data sets. Among game design plat-
forms, GTAV has been used to generate bounding boxes of
pedestrians from different scenes for Re-Id (Wan et al. 2020;
Xiang et al. 2020), videos of normal and abnormal events
for behaviour analysis (Lazaridis et al. 2018; Montulet and
Briassouli 2020; Lin et al. 2021), and scenes for object detec-
tion (Ciampi et al. 2020; Johnson-Roberson et al. 2017) and
tracking (Richter et al. 2017; Fabbri et al. 2018), aswell as for
crowd counting (Zhao et al. 2020; Zhang et al. 2021;Wang et
al. 2021, 2019).Besides automatic generation and annotation
of images and videos, GTAV has also been used for generat-
ing more challenging scenarios than the ones present in real
data (e.g., night scenes and low light conditions) (Zhao et al.
2020), and to obtain a balanced data set in terms of weather
conditions (e.g., clear and raining) (Montulet and Briassouli
2020). Finally, GTAV has also been used to generate bench-
mark data sets for crowd counting (Zhang et al. 2021; Wang
et al. 2019), object detection (Ciampi et al. 2020; Johnson-
Roberson et al. 2017) and tracking (Richter et al. 2017; Fabbri
et al. 2018), crowd behaviour analysis (Montulet and Brias-
souli 2020) and Re-Id (Wan et al. 2020; Wang et al. 2019)
(see Sect. 5). Similarly, Unity and Unreal Engine have been
used to generate scenarios for object detection (Jaipuria et al.
2020; Linder et al. 2020) and benchmark data sets for Re-Id
(Uner et al. 2021; Sun and Zheng 2019), behaviour analy-
sis (Cheung et al. 2019; de Souza et al. 2017) and tracking
(Cabon et al. 2020) (see Sect. 5).

With regard to rendering software,NOVA has been used to
simulate adverse weather conditions for tracking (Kerim et
al. 2021b) and to generate benchmark data sets for behaviour
analysis (Courty et al. 2014), tracking (Kerim et al. 2021b)
and face recognition (Wood et al. 2021); AutoDesk has been
used to create scene-specific images for object and pedestrian
detection (Hattori et al. 2015, 2018; Aranjuelo et al. 2021), to
include more challenging views for the same task (Aranjuelo
et al. 2021), and to generate a synthetic data with a small
domain gap with respect to real images for face recognition
(Wood et al. 2021);BlackMagic has been used to create more
representative training images for crowd counting (Ghosh et
al. 2017). CARLA has been used to create scenes of interest
using pre-installed or pre-defined maps of different cities,
allowing the user to set several parameters, e.g., weather and
light conditions (Dosovitskiy et al. 2017).

Synthetic data generated through Blender have also been
used for analysis purposes (Ledda et al. 2021; Han et al.
2020). In our previouswork (Ledda et al. 2021), we used syn-
thetic training images generatedwithBlender to evaluate how
different degrees of realism in specific scene characteristics,
i.e., background and human models, affect the performance
of state-of-the-art CNN-based crowd countingmodels. Simi-
larly, 3D synthetic images generated with Blender have been
used to improve the robustness of face recognition models
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against occlusions (e.g., due to sunglasses) or variations in
terms of scale, background etc (Han et al. 2020).

Finally, some authors exploited MakeHuman or Adobe
to generate 3D human models, thanks to their ease of use
for this purpose (see above), together with another rendering
software to generate the background scene, for Re-Id (Wang
et al. 2020; Zhang et al. 2021; Barbosa et al. 2018; Bak et
al. 2018; Wang et al. 2022) (Blender, Unreal or Unity) and
behaviour analysis (Villamizar et al. 2020) (Blender).

4.3 Image Composition

The last category of synthetic image generation approaches
for the considered CV tasks is based on combining several
real or synthetic images, without using GANs or computer
graphics software. Images generated with this approach have
been used to build fully synthetic training sets (Delussu et al.
2020; Ekbatani et al. 2017; Li et al. 2020; Kortylewski et al.
2019, 2018; Weyrauch et al. 2004; Delussu et al. 2022b), to
augment existing training sets of real images (Li et al. 2020;
Yaghoubi et al. 2021; Shang et al. 2018; Tripathi et al. 2019;
Dwibedi et al. 2017; Kortylewski et al. 2019) or for fine-
tuning a model previously trained on real data (Mokhayeri
et al. 2019). We subdivide existing techniques into image
pasting and image fusion.

Image pasting consists of adding new items to a real
background image, such as objects or pedestrians, which
can be either taken from other real images or synthetically
generated. Image pasting has been used to force object detec-
tion models to learn object appearance and to improve their
robustness to image artefacts by adding to a background
image instances of specific object categories (e.g., cereal
box and bottle) taken from other real images (Dwibedi et
al. 2017). Global image consistency was purposely disre-
garded since it was found to be less relevant in this task
than patch-level realism (i.e., it suffices that the bounding
box of the added object patch is realistic to human eyes). A
similar approach has been used by Li et al. (2020) for face
recognition: several kinds of occlusions (e.g., face masks,
hands, hats, sunglasses) are pasted onto real face images to
improve the recognition capability on occluded faces. Sim-
ilarly, for pedestrian detection, one or more real images of
pedestrians have been pasted onto a background scene image
to simulate overlapping among people and to improve robust-
ness to occlusions (Shang et al. 2018; Tripathi et al. 2019).
Image pasting has also been used to generate scene-specific
training sets for crowd counting, including a higher vari-
ability in features such as crowd size (Ekbatani et al. 2017;
Delussu et al. 2020). To this aim, pedestrian images were
pasted onto the background of the target scene in random
positions; such images were taken from the same data set
(Ekbatani et al. 2017) or from a gallery of pedestrian images
collected from the Web (Delussu et al. 2022b). In the latter

case, user interaction was required to obtain the perspective
map of the target scene, which is necessary to properly re-
scale the pasted pedestrian images (Delussu et al. 2020).

Image fusion This technique consists of generating a syn-
thetic image by suitably combining or fusing twoormore real
images that exhibit specific features (e.g., a pedestrian or a
face image). For Re-Id, two different fusion techniques have
been proposed. One consists of linearly interpolating two
randomly selected training images to obtain a larger training
set and improve the generalisation capability (Li et al. 2020).
The other technique aims at forcing the model to focus on
important features, e.g., the image foreground (Yaghoubi et
al. 2021); to this aim, two images are selected according to
some constraints in terms of aspect ratio, pose and viewpoint,
and are then fused to obtain a newpedestrian imagewith, e.g.,
mixed lower- or upper-body appearance with respect to the
original images, or the full-body of one pedestrian over the
background of the other one.

Image fusion techniques have also been used in face
recognition. One goal was to generate synthetic images
representative of different pose and illumination conditions
(Mokhayeri et al. 2019; Weyrauch et al. 2004). To this aim,
pose and illumination are first extracted from a real face
image; second, a 3D morphable model is used to reconstruct
the same face image according to a target pose and a tar-
get illumination. Similarly, 3D morphable models are used
to generate synthetic faces according to some user-defined
parameters (e.g., shape, texture, light, camera, head pose),
whereas the background is selected from a database of real
images (Kortylewski et al. 2019, 2018).

5 Synthetic Data Sets

As mentioned in Sects. 3 and 4, several data sets of syn-
thetic images have been developed so far; in the following,
we describe the data sets proposed for each of the considered
VS tasks, highlighting the publicly available ones.

5.1 Crowd Counting

Most real data sets for crowd counting, such as Shang-
haiTech (Zhang et al. 2016b),4 WorldExpo’10 (Zhang et al.
2016),5 UCF-QNRF (Idrees et al. 2018a),6 JHU (Sindagi et
al. 2022),7 NWPU (Wang et al. 2021),8 are multi-scene, i.e.,
they are made up of images taken from different scenes, with

4 https://www.kaggle.com/datasets/tthien/shanghaitech.
5 http://www.ee.cuhk.edu.hk/~xgwang/expo.html.
6 https://www.crcv.ucf.edu/data/ucf-qnrf/.
7 http://www.crowd-counting.com/.
8 https://gjy3035.github.io/NWPU-Crowd-Sample-Code/.
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the aim of promoting the generalisation capability of crowd
counting models to different target scenes (see Sect. 3.1).
Some of them (e.g., WorldExpo’10) contain a set of video
frames from each scene. Other data sets (e.g., UCF-QNRF)
aremade up of images collected from theWeb, each one from
a different scene, with very different characteristics in terms
of background, perspective, lighting and weather conditions,
etc.

Although several authors have generated synthetic images
for their experiments, in particular, to pre-train the proposed
crowd counting models, to our knowledge, only four syn-
thetic data sets have been generated so far for this task: GCC
(GTAV Crowd Counting) (Wang et al. 2019), CVCS (Cross-
View Cross-Scene) (Zhang et al. 2021), CrowdX (Hou et
al. 2022) and CrowdXV (Hou et al. 2023). All such data
sets have been generated following the same multi-scene
approach as real ones, but they also present richer annotations
that allow a subdivision into single-view subsets. Figure 4
shows some sample images. We point out that CrowdX and
CrowdV were not available online at the time of writing this
paper.
GCC (GTAV Crowd Counting) was generated using GTAV.
It consists of 15,212 images containing a total of 7,625,843
pedestrians, collected from 100 scenes and 4 different views
per scene. Each image has a resolution of 1080 × 1920 pix-
els and contains, on average, 501 people. Moreover, different
lighting conditions have been considered according to differ-
ent daytime hours (e.g., 9–12) and weather conditions (e.g.,
extra sunny, rain). Pedestrians have been rendered using 256
different human models with 6 different clothing appear-
ances. GCC has been built in three steps: scene selection,
setting and synthesis. First, different locations were chosen
(e.g., mall, stadium and store). For each location, the fol-
lowing parameters were chosen: camera view (e.g., height
and rotation), region of interest (ROI), i.e., the area of the
camera view where pedestrians can appear, scene capacity
(maximum number of pedestrians), weather conditions, and
time. For each location and view, several images were then
set up by choosing the number of pedestrians and their posi-
tion in the ROI. Finally, pedestrians were rendered on the
background scene, and their head point locations were auto-
matically computed.
CVCS was also generated using GTAV. It contains 280,000
images with a resolution of 1920 × 1080 pixels, obtained
from 31 locations, with 60 to 120 different views for each
location. Each image contains 90 to 180 pedestrians. This
data set was generated by selecting two sets of parameters.
First, scene-related features were chosen, i.e., location, ROI,
weather conditions, 3D human models, etc. Then, the views
of each location and the related camera parameters were cho-
sen; in particular, a top view of each scene was included.
CrowdX contains 24,000 crowd images with a resolution of
1024×768 pixels. Given its rendering capabilities, Unity3D

engine was used to simulate the scenes, cameras, lights,
etc, while the pedestrian images come from PersonX (see
Sect. 5.5), a data set originally proposed for Re-Id that
contains 1,266 3D pedestrian models with diverse height,
weight, skin colour, hairstyle and clothing. Dynamic prop-
erties (such as standing, walking, and running) were also
edited to make the generated images highly realistic. Three
urban scenes containing buildings, urban roads, traffic lights,
etc and five solid colour backgrounds were used to build
CrowdX. Finally, for each scene, to favour generalisation,
the camera pitch angle was varied by the following values
30◦, 50◦, 70◦, and 90◦ and the number of pedestrians was
randomly sampled from1 to 1000with steps of 100. This data
set provides richer annotation information than other existing
data sets. Indeed, the annotation parameters for each scene
include the scene ID, type and camera position, rotation and
resolution. Furthermore, annotations are also provided for
each pedestrian including the pedestrian’s ID, 3D position,
2D camera plane positions, height, and standing direction.
CrowdXV extends CrowdX into a synthetic video data set
for the evaluation of video crowd counting algorithms. Like
CrowdX, it is built using Unity3D and PersonX. It contains
10,000 video clips of five frames each, with a frame rate of
30 fps and a resolution of 1024×768. The average number of
people per frame is 250. The pedestrians are randomly instan-
tiated in the scene and move with direction and velocity that
follow a Gaussian and a uniform distribution, respectively.

Table 1 reports a summary of the main features of syn-
thetic data sets, as well as the above-mentioned benchmark
real data sets, for comparison, in terms of their number of
images, pedestrian count and number of scenes. It can be
seen that GCC and CVCS contain a much larger (one to
three orders of magnitude) total number of images than real
data sets. They also contain images of the same locations
from different views, contrary to real data sets. On the other
hand, three real data sets (UCF-QNRF, JHU and NWPU)
contain images with a much larger crowd size; two of them
(JHU and NWPU) also contain a higher number of scenes.
We point out that, although synthetic data sets for this task
are much larger than existing real data sets (as one would
expect from synthetic ones), they present some limitations.
In particular, GCC is slightly unbalanced in terms of crowd
size: the number of images showing a dense crowd is lower
than those showing a medium or sparse crowd. In contrast,
CVCS has a relatively small range of pedestrian counts and
lacks crowded scenes (the largest pedestrian count is 180),
whereas CrowdXV contains just five frames per video clip,
even if it was proposed for the evaluation of video crowd
counting algorithms.
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Fig. 4 Examples of images from synthetic data sets for crowd
counting. From left to right: GCC (Wang et al. 2019) (source:
https://gjy3035.github.io/GCC-CL/), CVCS (Zhang et al. 2021)

(source: https://github.com/zqyq/Cross-view-cross-scene-multi-view-
counting-CVPR2021), CrowdX (Hou et al. 2022) (not available online)
and CrowdXV (Hou et al. 2023) (not available online)

Fig. 5 Examples of images from synthetic data sets for detection
tasks. From left to right: Virtual Pedestrian Data set (ViPeD) (Ciampi
et al. 2020) (source: https://ciampluca.github.io/viped/), 6 data sets
(Aranjuelo et al. 2021) (source: https://datasets.vicomtech.org/v4-
osd/OSD_download.zip) and Sim10k, 50k, 200k (Johnson-Roberson
et al. 2017) (source: https://fcav.engin.umich.edu/projects/driving-in-
the-matrix)

5.2 Object and Pedestrian Detection

Two synthetic data sets have been generated for pedestrian
detection: Virtual Pedestrian Dataset (ViPeD) (Ciampi et al.
2020) and “6 data sets” (Aranjuelo et al. 2021); and one for
object detection, in three versions of different sizes: Sim10k,
Sim50k and Sim200k (Johnson-Roberson et al. 2017). They
all have been generated using computer graphics software.
Figure 5 shows some examples of images from these data
sets.

ViPeD (Ciampi et al. 2020)was built usingGTAV, and con-
sists of about 500,000 images acquired from512urbanvideos
coming from the JTA synthetic data set previously devel-
oped for tracking tasks (Fabbri et al. 2018) (see Sect. 5.3).
JTA also included skeleton information about 14 body parts
of pedestrians appearing in its images. To build ViPeD, the
coordinates of each pedestrian bounding box were automati-

cally extracted, limited to pedestrians within 40ms from the
camera.

The AutoDesk rendering software has been used to gener-
ate 6 data sets (Aranjuelo et al. 2021), focused on pedestrian
detection in large indoor spaces. It contains 28,000 images
subdivided into six sets, characterised by increasing difficulty
levels. Images were obtained from different photo-realistic
scenes with different locations, backgrounds, distortions,
lighting conditions, pedestrian appearance and locations,
objects and camera positions.

TheGTAVvideo gamewas used to generate three data sets
for object detection of different sizes, named Sim10k (i.e.,
made up of 10,000 samples), Sim50k and Sim200k (Johnson-
Roberson et al. 2017), including several weather conditions
(e.g., sunny and foggy) and lighting conditions (e.g., night).
We point out that the original goal of that work was to eval-
uate the data set bias in object detection and classification
(Johnson-Roberson et al. 2017).

Statistics about the above synthetic data sets are reported
in Table 2, together with a comparison with well-known
and widely used real ones: Cityscapes (Cordts et al. 2016),9

KITTI (Geiger et al. 2012),10 MOT17Det (Milan et al.
2016),11 MOT19Det (Dendorfer et al. 2019) and COCOPer-
son (Lin et al. 2014).12 It can be seen that even for this task,
synthetic data sets are much larger than real ones. This task
also points out several issues of real data sets, that can be
overcome by synthetic ones. One is related to manual anno-
tation: in some data sets (e.g., Cityscapes), groups of objects
of the same category (e.g., people or vehicles) can appear
close to each other or partially overlapping, to the extent that
the boundary of individual objects is not clearly visible: in

9 https://www.cityscapes-dataset.com/.
10 https://www.cvlibs.net/datasets/kitti/.
11 https://motchallenge.net/data/MOT17Det/.
12 https://cocodataset.org/#home.
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Table 2 Statistics of synthetic
data sets for object and
pedestrian detection, and a
comparison with the main real
data sets available for these
tasks

Data set # Images

Object Synthetic Sim10k, 50k, 200k (Johnson-Roberson et al. 2017) 10k–50k–200k

Real Cityscapes (Cordts et al. 2016) 2975

KITTI (Geiger et al. 2012) 7481

Pedestrian Synthetic ViPeD (Ciampi et al. 2020) 500,000

6 data sets (Aranjuelo et al. 2021) 28,000

Real MOT17Det (Milan et al. 2016) 5316

MOT19Det (Dendorfer et al. 2019) 8931

COCOPerson (Lin et al. 2014) 66,000

this case, they are given together a single annotation as a
group (e.g., a group of people). Another issue is that some
data sets (e.g., KITTI) exhibit a notable class imbalance in
favour of a particular class (e.g., car) with respect to others
(e.g., truck and van) or skewed distribution of the number of
pedestrians per image, with a large number of images con-
taining a single pedestrian, and fewer ones containing two or
more pedestrians. A further issue is the time required to col-
lect real images: for instance, one of the goals of Cityscapes
was to include images collected in different seasons, which
required several months.

5.3 Object and Pedestrian Tracking

Three synthetic data sets have been built for object tracking:
VIsual PERception (VIPER) (Richter et al. 2017), Virtu-
alKITTI2 (Cabon et al. 2020) and SHIFT (Sun et al. 2022);
and four for pedestrian tracking: Virtual Person Tracking
Benchmark #1 (VirtualPTB1) (Kerim et al. 2021a), Person
Tracking of Synthetic sequences (PTAW217Synth) (Kerim
et al. 2021b), Joint Track Auto (JTA) (Fabbri et al. 2018)
and MOTSynth (Fabbri et al. 2021). They have been built
mainly using computer graphics software. We point out that
VirtualPTB1 and JTA were not available online at the time
of writing this paper.

VIPER (Richter et al. 2017) was generated using GTAV
and presents 254,064 frameswith a resolution of 1920×1080
pixels, under different weather conditions and times of day
(e.g., sunset and night). Besides the common annotations
for tracking (see in Sect. 3.3), such data set also presents
annotations for semantic and instance segmentation, optical
flow and 3D bounding box for each object in the scene.

VirtualKITTI2 (Cabon et al. 2020) was generated using
Unity and contains five scenes characterised by different
illumination and weather conditions (e.g., clear and fog).
Similarly to VIPER, it also contains annotations for different
CV tasks: depth information, class segmentation (e.g., ter-
rain, guardrail, van, car), instance segmentation, and optical
flow.

SHIFT (Sun et al. 2022) was built using the CARLA sim-
ulator (Dosovitskiy et al. 2017) and the open-source web
annotation tool Scalabel Zurich (n.d.). This data set con-
sists of 2.5M frames of 4850 tracking sequences which were
acquired in eight virtual cities. Moreover, different weather
and illumination conditions are considered. This data set
presents several annotations such as semantic and instance
segmentation, 2D and 3D bounding boxes, depth maps, opti-
cal flow, key-points for human poses.Due to this information,
SHIFT can also be employed in other tasks, e.g., object detec-
tion and semantic segmentation.

VirtualPTB1 (Kerim et al. 2021a) was generated using
Nova and consists of 108 video sequences and more than
13,000 photo-realistic frames generated under different
weather conditions and times. Also this data set contains
further annotations useful for various CV tasks: optical flow,
surface normal, depth map, object identifiers, semantic seg-
mentation and body part segmentation.

PTAW217Synth (Kerim et al. 2021b) was built as well
using Nova, but it presents a higher number of frames with
respect to VirtualPTB1 (217 videos and 108,547 frames) and
higher variability in terms of weather conditions (36,182
frames on average were generated for foggy, snowy and
rainy), time of day, camera type, number and density of
pedestrians.

JTA (Fabbri et al. 2018) was built using GTAV and con-
tains more than 460,000 frames of urban scenes, taken from
512 videos, each containing 21 pedestrians on average. It
also contains 3D coordinates annotations and the distinction
between occluded and visible body parts.

MOTSynth (Fabbri et al. 2021) was generated using GTA5
and contains 1382k frames of urban scenes acquired using
different weather conditions (e.g., overcast). This data set
contains bounding boxes, segmentation and depth masks.
Due to its annotations, it can also be used for other tasks
such as pedestrian detection.

Table 3 reports the main statistics of the above synthetic
data sets (see Fig. 6) for pedestrian and object tracking. Some
critical aspects are shared with detection data sets, e.g., dis-
tribution and balancing of categories. In addition to these
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Table 3 Statistics of synthetic
data sets, and of some
benchmark real data sets, for
object and pedestrian tracking
tasks

Data set #Frames

Object Synthetic VIPER (Richter et al. 2017) 254,064

VirtualKITTI2 (Cabon et al. 2020) –

SHIFT (Sun et al. 2022) 2,500,000

Real Cityscapes (Cordts et al. 2016) 2975

KITTI (Geiger et al. 2012) 7481

Pedestrian Synthetic VirtualPTB1 (Kerim et al. 2021a) > 13,000

PTAW217Synth (Kerim et al. 2021b) 108,547

JTA (Fabbri et al. 2018) 460,000

MOTSynth (Fabbri et al. 2021) 1,382,000

Real MOT17Det (Milan et al. 2016) 5316

MOT19Det (Dendorfer et al. 2019) 8931

factors, we point out two further problems of real data sets.
One is the presence of a small number of videos per scene,
i.e., only one scene for training and one for testing [e.g.,
MOT17Det (Milan et al. 2016)]. Another problem is that
each video might contain a different number of pedestrians
per frame or can be acquired using different cameras (e.g.,
moving cameras). The use of synthetic images can alleviate
the above problems since it allows monitoring any aspect,
including the frame rate, if necessary.

5.4 Human and Crowd Behaviour Analysis

To the best of our knowledge, seven synthetic data sets have
been built so far for human or crowd behaviour analysis:
AGORASET (Courty et al. 2014), CrowdFlow (Schroder et
al. 2019), Labelled Crowd Videos (LCrowdV) (Cheung et al.
2019), Procedural Human Action Videos (PHAV) (de Souza
et al. 2017), Abnormal Crowd Data set (ACD) (Lazaridis et
al. 2018), SyntHetic Abnormality DatasEt (SHADE) (Lin et
al. 2021) and GTA5Event (Montulet and Briassouli 2020).
They have been generated using several computer graphics
software, i.e., Unreal, Unity, GTAV and AutoDesk.

It is worth highlighting that a few data sets present indi-
vidual behaviour annotations (i.e., LCrowd and PHAV),
whereas the others contain crowd behaviour information. In
the following, we first describe the data sets which contain
individual behaviour information. LCrowdV (Cheung et al.
2019) was built using Unreal Engine. It consists of more
than 1,000,000 videos and 20,000,000 frames generated in
indoor (e.g., mall) and outdoor (e.g., park) environments,
under different lighting and weather conditions (e.g., sunny),
and various crowd density levels. The following crowd
behaviours, obtained by combining individual behaviours
(extracted using a personality-based model), have been sim-
ulated: aggressive, assertive, shy, active, tense and impulsive.
The following annotations are present globally and frame per
frame: pedestrian trajectories andboundingboxes, headpoint

annotations, pedestrian count, andflowestimation.PHAV (de
Souza et al. 2017) was generated using Unity and contains
55h of videos with about 6,000,000 frames and more than
1000 videos for each behaviour of interest, which include
car hit, escape, gunshot, walking and climbing stairs. Each
scene contains two or more people. This data set presents the
following annotations per frame: depth map, semantic and
instance segmentation, 2D and 3Dbounding boxes, pose, and
muscle information (e.g., muscular strength). AGORASET
(Courty et al. 2014) is the first synthetic data set proposed
for this task. It has been generated using AutoDesk, and con-
sists of seven scenes with medium- and high-density crowds,
taking place in very simple virtual environments defined
by stylised walls and floors rendered with uniform colours;
various pedestrian appearances (e.g., different clothes) are
considered. Each scene simulates normal crowd behaviours,
such as people flow, cross flow and rotation, and abnor-
mal behaviours, such as evacuation and dispersion. Each
behaviour is shown under different velocities, views, occlu-
sions and lighting conditions. The data set contains individual
trajectories, density, velocity and per-frame segmentation
annotations. CrowdFlow (Schroder et al. 2019) was built
using Unreal Engine at resolution 1280 × 720 and 25 fps.
It contains 10 video sequences with lengths ranging between
300 and 450 frames for a total of 3200 frames. The video
sequences are related to 5 scenes that were rendered twice:
with a static point of view and a dynamic camera (simulat-
ing drone/UAV cameras). Each sequence has the following
ground-truth data: optical flow fields, person trajectories (up
to 1451) and dense pixel trajectories. Each sequence contains
between 371 and 1451 independently moving individuals
and covers different kinds of crowd movement: structured
behaviourwith either a single crowdor two crowdsmoving in
different directions as well as fully unstructured movements
of the individuals. The other data sets were all generated
using GTAV. ACD (Lazaridis et al. 2018) contains 14 videos
(globally annotated) of dense crowds, showing seven normal
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Fig. 6 Examples of frames from
synthetic data sets for tracking
tasks. From left to right:
PTAW217Synth (Kerim et al.
2021b) (source: https://graphics.
cs.hacettepe.edu.tr/NOVA-
Adverse/), VirtualPTB1 (Kerim
et al. 2021a) (source: https://
github.com/A-Kerim/NOVA),
VIPER (Richter et al. 2017)
(source: https://github.com/
LucasVandroux/pfb2kitti),
VirtualKITTI2 (Cabon et al.
2020) (source: https://europe.
naverlabs.com/research/
computer-vision/proxy-virtual-
worlds-vkitti-2/), JTA (Fabbri et
al. 2018) (source: https://
aimagelab.ing.unimore.it/
imagelab/page.asp?IdPage=25),
MOTSynth (Fabbri et al. 2021)
(source: https://aimagelab.ing.
unimore.it/imagelab/page.asp?
IdPage=42), SHIFT (Sun et al.
2022) (source: https://www.vis.
xyz/shift/)

behaviours and two abnormal ones, fight and panic. SHADE
(Lin et al. 2021) contains 2149 videos, 879,932 frames and
4 views for each scene, with sparse and medium crowds.
Several normal behaviours are shown, including social activ-
ities, walking, and the following anomalous ones: arrest,
chase, fight, scatter, knock-down, run and shooting. For each
activity, 200 videos are present under different weather con-
ditions, times of day, locations, etc. GTA5Event (Montulet
and Briassouli 2020) consists of about 24,000 frames and
54 scenes (e.g., beach) involving medium-size crowds. Such
scenes are characterised by several camera settings (e.g., dif-
ferent heights and angles), different weather conditions and
time of day. Different behaviours are shown, such as walk-
ing, standing, social activities, etc.; every video corresponds
to a single behaviour, and the corresponding label is given
to the whole video. This data set also contains the follow-
ing annotations: pedestrian bounding boxes, identities and
trajectories, depth map, and scene information (e.g., loca-
tion and camera position) and information about the frame
where, e.g., an abnormal behaviour occurs. Table 4 shows
the main statistics of the above synthetic data sets, together
with a comparison with the benchmark real data sets UCSD
Anomaly Detection (Chan et al. 2008),13 CUHKAvenue (Lu

13 http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm.

et al. 2013),14 UMN (Mehran et al. 2009)15 and UCF Crime
(Sultani et al. 2018).16

The above data sets differ in terms of the number of
videos, frames, events, image resolution and annotations.
Moreover, in most cases, the anomalous behaviours occur-
ring in real data sets differ from those occurring in synthetic
data sets. It isworth noting that just one synthetic data set (i.e.,
PHAV) presents a higher number of events with respect to
real data sets (except for UCSD, whose abnormal behaviours
are related to non-pedestrian entities only), and that the low-
est number of anomalous behaviours overall appears in a
synthetic data set (i.e., ACD). Moreover, in our opinion, the
degree of realism exhibited by most of the above synthetic
data sets is somewhat limited (see Fig. 7).

The type of annotations represents another difference
between real and synthetic data sets: in most real data sets,
videos are globally annotated with a specific label (e.g., nor-
mal, abnormal), whereas in synthetic data sets, few of them
present this type of annotation (i.e., ACD and GTA5Event).
The other synthetic data sets contain frame annotations;
therefore, it is possible to extract the exact time span inwhich
the anomaly occurs.

14 http://www.cse.cuhk.edu.hk/leojia/projects/detectabnormal/
dataset.html.
15 https://www.crcv.ucf.edu/projects/Abnormal_Crowd/.
16 https://www.crcv.ucf.edu/projects/real-world/.

123

https://graphics.cs.hacettepe.edu.tr/NOVA-Adverse/
https://graphics.cs.hacettepe.edu.tr/NOVA-Adverse/
https://graphics.cs.hacettepe.edu.tr/NOVA-Adverse/
https://github.com/A-Kerim/NOVA
https://github.com/A-Kerim/NOVA
https://github.com/LucasVandroux/pfb2kitti
https://github.com/LucasVandroux/pfb2kitti
https://europe.naverlabs.com/research/computer-vision/proxy-virtual-worlds-vkitti-2/
https://europe.naverlabs.com/research/computer-vision/proxy-virtual-worlds-vkitti-2/
https://europe.naverlabs.com/research/computer-vision/proxy-virtual-worlds-vkitti-2/
https://europe.naverlabs.com/research/computer-vision/proxy-virtual-worlds-vkitti-2/
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=25
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=25
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=25
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=42
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=42
https://aimagelab.ing.unimore.it/imagelab/page.asp?IdPage=42
https://www.vis.xyz/shift/
https://www.vis.xyz/shift/
http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm
http://www.cse.cuhk.edu.hk/leojia/projects/detectabnormal/dataset.html
http://www.cse.cuhk.edu.hk/leojia/projects/detectabnormal/dataset.html
https://www.crcv.ucf.edu/projects/Abnormal_Crowd/
https://www.crcv.ucf.edu/projects/real-world/


International Journal of Computer Vision

Ta
bl
e
4

St
at
is
tic

s
of

sy
nt
he
tic

da
ta
se
ts
fo
r
hu

m
an

an
d
cr
ow

d
be
ha
vi
ou

r
an
al
ys
is
,a
nd

a
co
m
pa
ri
so
n
w
ith

be
nc
hm

ar
k
re
al
da
ta
se
ts
fo
r
th
e
sa
m
e
ta
sk

D
at
a
se
t

#
V
id
eo
s

#
Fr
am

es
#
E
ve
nt
s

A
bn
or
m
al
be
ha
vi
ou
rs

Sy
nt
he
tic

SH
A
D
E
(L
in

et
al
.2
02
1)

21
49

87
9,
93
2

7
A
rr
es
t,
ch
as
e,
fig

ht
,s
ca
tte
r,
kn
oc
kd
ow

n,
ru
n,

sh
oo
t

A
C
D
(L
az
ar
id
is
et
al
.2
01
8)

14
–

2
Fi
gh

t,
pa
ni
c

A
G
O
R
A
SE

T
(C

ou
rt
y
et
al
.2
01
4)

–
25
0

5
O
bs
ta
cl
es
,e
va
cu
at
io
n,

di
sp
er
si
on
,r
ot
at
io
n,

cr
os
si
ng

C
ro
w
dF

lo
w
(S
ch
ro
de
r
et
al
.2
01
9)

10
32
00

3
Fl
ow

,c
ro
ss
in
g
flo

w
,i
nd
ep
en
de
nt

flo
w

L
C
ro
w
dV

(C
he
un
g
et
al
.2
01
9)

1
M

20
M

6
A
gg

re
ss
iv
e,
sh
y,
as
se
rt
iv
e,
ac
tiv

e,
te
ns
e,
im

pu
ls
iv
e

PH
A
V
(d
e
So

uz
a
et
al
.2
01
7)

39
,9
82

6
M

34
C
ar

hi
t,
bu
m
p
in
to

ea
ch

ot
he
r,
es
ca
pe
,h
op

,e
tc

G
TA

5E
ve
nt

(M
on
tu
le
ta
nd

B
ri
as
so
ul
i2

02
0)

54
24
,0
00

3
Fi
gh
t,
fle
e
ra
nd
om

,fl
ee

sa
m
e

R
ea
l

U
C
SD

an
om

al
y
de
te
ct
io
n
(C
ha
n
et
al
.2

00
8)

10
0

20
00

52
N
on
-p
ed
es
tr
ia
n
en
tit
ie
s

C
U
H
K
av
en
ue

(L
u
et
al
.2
01
3)

37
35
,2
40

14
R
un
ni
ng
,t
hr
ow

in
g
ob
je
ct
s,
lo
ite
ri
ng
,a
bn
or
m
al
ob
je
ct
,e
tc

U
M
N
(M

eh
ra
n
et
al
.2
00
9)

11
77
25

3
Sp

ee
d,

di
re
ct
io
n

U
C
F
cr
im

e
(S
ul
ta
ni

et
al
.2
01
8)

19
00

13
M

13
Fi
gh
tin

g,
ro
ad

ac
ci
de
nt
,b
ur
gl
ar
y,
ro
bb
er
y,
et
c

In
pa
rt
ic
ul
ar
,#
E
ve
nt

re
pr
es
en
ts
th
e
nu
m
be
r
of

be
ha
vi
ou
rs
co
nt
ai
ne
d
in

th
e
co
rr
es
po
nd
in
g
da
ta
se
t

123



International Journal of Computer Vision

Fig. 7 Examples of frames from
synthetic data sets for human
and crowd behaviour analysis.
From left to right: AGORASET
(Courty et al. 2014) (source
http://www.sites.univ-rennes2.
fr/costel/corpetti/agoraset/Site/
AGORASET.html), CrowFlow
(Schroder et al. 2019) (source
https://github.com/tsenst/
CrowdFlow), LCrowdV
(Cheung et al. 2019) (source
http://gamma.cs.unc.edu/
LCrowdV/#dataset), PHAV (de
Souza et al. 2017) (source http://
adas.cvc.uab.es/phav/), SHADE
(Lin et al. 2021) (not available
online), ACD (Lazaridis et al.
2018) (not available online),
GTA5Event (Montulet and
Briassouli 2020) (source https://
github.com/RicoMontulet/
GTA5Event)

Finally, we point out that, among synthetic data sets, only
LCrowdV is available online.

5.5 Person Re-Identification

Re-Id is the task for which the highest number of synthetic
data sets has been generated, due to the considerable interest
it has received by the scientific community in recent years and
probably also to privacy restrictions thatmake the acquisition
of real data sets particularly difficult for this task (Uner et al.
2021). The existing data sets are: Synthetic18k (Uner et al.
2021), PersonX (Sun and Zheng 2019), RandPerson (Wang
et al. 2020), Virtually Changing-Clothes (VC-Clothes) (Wan
et al. 2020), GTA Person Re-Id (GPR) (Xiang et al. 2020),
GPR+ (Xiang et al. 2021), FineGPR (Xiang et al. 2023),
Synthetic person Re-Id (SyRI) (Bak et al. 2018), SOMAset
(Barbosa et al. 2018), UnrealPerson (Zhang et al. 2021),
WePerson (Li et al. 2021), ClonedPerson (Wang et al. 2022).
They have been mostly generated using computer graphics
engines (Synthetic18k, RandPerson, PersonX, VC-Clothes,
GPR,GPR+, FineGPR,WePerson), mainlyUnity andGTAV.
In particular, a single engine has been used for Synthetic18k,
PersonX, SOMAset, GPR, GPR+, FineGPR and WePerson,
whereas two engines have been used for RandPerson, SyRI
and ClonedPerson. In the former case, either Unity or GTAV
were used to create both the virtual environments and the
human models.

Synthetic18K, PersonX, RandPerson and ClonedPerson
have been generated using Unity. Synthetic18K (Uner et
al. 2021) contains four synthetic environments (three out-
door and one indoor) under different weather conditions and

times of day, and 18,306 human models (identities), for a
total of 1,408,600 bounding boxes of individual pedestri-
ans. PersonX (Sun and Zheng 2019) contains three different
environments, as well as the same pedestrian images with
a uniform background; this data set focuses on viewpoint
changes, i.e., the cameras move to capture pedestrians from
different viewpoints. To increase diversity in pedestrian
appearance, the 1266 identities of this data set (547 females
and 719 males) present different ages, body forms, skin
colour, etc. In total, 273,456 bounding boxes of individual
pedestrians are present. RandPerson (Wang et al. 2020) has
been built using Unity, jointly with MakeHuman, to gen-
erate the human models. It contains 11 environments (8
outdoor and 3 indoor), 8000 identities and a total of 1,801,816
bounding boxes of individual pedestrians, acquired from 19
cameras (more than one camera view was considered for
some environments). ClonedPerson (Wang et al. 2022) con-
sists of 887,766 bounding boxes of 5621 identities, acquired
by 24 cameras. It was generated by importing into Unity
human models created using MakeHuman.

VC-Clothes, GPR and WePerson have been generated
using GTAV, instead. VC-Clothes (Wan et al. 2020) contains
four scenes (street, gate, parking lot and a natural scene)
under different illumination conditions, for a total of 19,060
bounding boxes of 512 different identities, representative of
different ages, body shapes, etc. Contrary to most of the
other synthetic data sets for this task, VC-Clothes focuses on
clothing-independent Re-Id, and therefore, images of each
identity differ in clothing appearance and attributes. GPR
(Xiang et al. 2020) was generated with GTAV. This data set
is composed of 443,352 images of 754 identities collected
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using 12 cameras, under 12 weather conditions (e.g., cloudy
and foggy), 8 different illuminations (e.g., afternoon andmid-
night) and 26 typical locations, such as beach, street, school
and mall. Two further versions of GPR were generated:
GPR+ (Xiang et al. 2021) and FineGPR (Xiang et al. 2023).
The former contains more identities and images than GPR;
the latter containsmore fine-grained details,mostly attributes
of pedestrian models such as upper- and lower-body clothing
colours, hats and bags. WePerson (Li et al. 2021) has been
built usingGTAV. It is composed of 4million bounding boxes
of 1500 identities acquired by 560 cameras. The images have
been generated using seven weather conditions (e.g., cloudy,
snow), seven illumination conditions (e.g., afternoon, night),
36 viewpoints and 14 scenes (e.g., street, subway), among
which 10 outdoor and 4 indoor. Moreover, several occlusions
among different pedestrians or objects have been simulated.
SyRI (Bak et al. 2018) was generated as well using two
computer graphics softwar, Unreal and Adobe. It contains
100 identities and 56,000 images acquired under more than
100 different illumination conditions. The computer graphics
software MakeHuman has been used to generate SOMAset
and UnrealPerson, together with, respectively, Blender and
Unreal. SOMAset (Barbosa et al. 2018) focuses on clothing-
independent or long-term Re-Id, analogously to VC-clothes.
To this aim, it contains 50 identities, each with 8 different
types of clothes; each of the resulting 400 subject-clothing
combinations is rendered from 250 different cameras, with
a different pose for each orientation. UnrealPerson (Zhang
et al. 2021) contains four scenes (three urban outdoor and
one indoor) built using Unreal under different illumination
conditions and 3000 human models generated using Make-
Human, presenting more than 200 types of clothes and in
some cases different accessories (e.g., masks, glasses and
hats). In total, it contains 120,000 bounding boxes acquired
from 34 cameras.

Examples of images from the above data sets are shown in
Fig. 8. Table 5 summarises their main statistics and compares
them with three widely used benchmark data sets of real
images, Market-1501 (Zheng et al. 2015),17 CUHK03 (Li
et al. 2017)18 and MSMT17 (Wei et al. 2018).19 It is worth
noting that one of themost used data set, DukeMTMC (Ergys
et al. 2016), has been retracted due to privacy constraints; for
this reason, it is not included in Table 5.

It is also worth noting that some synthetic data sets
(SOMAset, PersonX and VC-Clothes) contain a lower num-
ber of images than the largest real data set (MSMT17) and
that only Synthetic18k contains a larger number of identities
than the four real data sets reported in Table 5.

17 https://www.kaggle.com/datasets/pengcw1/market-1501.
18 http://www.ee.cuhk.edu.hk/~xgwang/CUHK_identification.html.
19 https://www.pkuvmc.com/dataset.html.

We also point out that, among the existing synthetic
data set, only RandPerson and UnrealPerson reproduce a
real environment with interactions between people or static
objects. Indeed, they were generated under a set-up similar
to real VS systems, with multiple people moving simulta-
neously and partial occlusions by static objects or by other
people.

An interesting, related issue is the degree of photo-realism
of the different data sets, which can be observed from the
examples in Fig. 8. Focusing on human model appearance,
in our opinion, SyRI presents better visual details. In con-
trast, PersonX looks less photo-realistic than the other data
sets in terms of body shape and textures. In terms of the back-
ground scene, RandPerson, UnrealPerson and GPR exhibit
the highest degree of photo-realism. Nevertheless, all data
sets try to attain a certain degree of realism by focusing on
one or more visual aspects. For instance, SyRI focused on
illumination conditions, whereas PersonX paid attention to
pose, illumination, background and viewpoint.

However, understanding what degree of realism is ben-
eficial to Re-Id models is still an open issue. This can be
observed by the fact that existing synthetic data sets focus
on different visual factors, as pointed out above. In partic-
ular, only some of them present a high degree of realism
in all image components (human models, background, etc.).
Accordingly, an interesting direction for future work is to
investigate the relationship between the degree of realism of
the different image components and the performance of Re-
Id models. We carried out a preliminary analysis of this issue
in a previous work (Delussu et al. 2022a).

We finally point out that some synthetic data sets turned
out to be unavailable at the time of writing this manuscript,
whereas, for some other data sets, we observed some dis-
crepancies with the information in the respective papers. In
particular: (i) GPR, andGPR+ have not yet been released; (ii)
Synthetic18k does not include camera information, which is
necessary for training Re-Id models; (iii) in several cases, the
downloaded data sets present different statistics in terms of
the number of images, identities and cameras with respect
to the ones reported in the respective papers; for instance,
FineGPR should contain more than 2 million images and
36 cameras, whereas the downloaded version contains only
about 4 thousand images and 4 cameras.

5.6 Face Recognition

Currently, numerous synthetic face data sets are available
for tasks such as feeling, emotion and pain recognition, age
estimation, and more recently also for deep fake detection
(Mirsky and Lee 2021). However, although synthetic face
images were used in a large number of works specifically for
face recognition, to our knowledge, only five synthetic data
sets have been built for this task: Kortilesky (Kortylewski
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Fig. 8 Examples of images from synthetic data sets for Re-Id. From left
to right: SOMAset (Barbosa et al. 2018) (source: https://www.kaggle.
com/vicolab/somaset), SyRI (Bak et al. 2018) (source: https://github.
com/swbak/SyRI), PersonX (Sun and Zheng 2019) (source: https://
github.com/sxzrt/Instructions-of-the-PersonX-dataset),GPR (Xiang et
al. 2020) (source: https://github.com/JeremyXSC/GPR/), RandPerson
(Wang et al. 2020) (source: https://github.com/VideoObjectSearch/
RandPerson), VC-Clothes (Wan et al. 2020) (source: https://wanfb.

github.io/dataset.html), FineGPR (Xiang et al. 2023) (source: https://
github.com/JeremyXSC/FineGPR), Synthetic18k (Uner et al. 2021)
(source: https://hucvl.github.io/synthetic18k/), UnrealPerson (Zhang
et al. 2021) (source: https://github.com/FlyHighest/UnrealPerson),
WePerson (Li et al. 2021) (source: https://github.com/lihe404/
WePerson), ClonedPerson (Wang et al. 2022) (source: https://github.
com/Yanan-Wang-cs/ClonedPerson)

Table 5 Statistics of synthetic
Re-ID data sets, and of the main
benchmark data sets of real
images

Data set #Identities # Images #Cam View

Synthetic SOMAset (Barbosa et al. 2018) 50 100,000 250 N

SyRI (Bak et al. 2018) 100 1,680,000 – N

PersonX (Sun and Zheng 2019) 1266 273,456 6 Y

PersonX123,456 1266 136,728 3 Y

PersonX12,13 1266 91,152 2 Y

PersonX45,46 1266 91,152 2 Y

VC-Clothes (Wan et al. 2020) 512 19,060 4 N

GPR (Xiang et al. 2020) 754 443,352 12 Y

GPR+ (Xiang et al. 2021) 808 475,104 12 Y

FineGPR (Xiang et al. 2023) 1150 2,028,600 36 Y

WePerson (Li et al. 2021) 1500 4,000,000 560 N

UnrealPerson (Zhang et al. 2021) 3000 120,000 34 Y

ClonedPerson (Wang et al. 2022) 5621 887,766 24 N

RandPerson (Wang et al. 2020) 8000 132,145 19 N

Synthetic18k (Uner et al. 2021) 18,306 1,408,600 4 –

Real Market-1501 (Zheng et al. 2015) 1501 32,668 6 N

CUHK03 (Li et al. 2017) 1467 14,096 2 N

MSMT (Wei et al. 2018) 4101 124,068 15 –

“View” denotes whether the data set has viewpoint labels
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et al. 2019), FaceSynthetics (Wood et al. 2021), Syn10K50
(Qiu et al. 2021), USynthFace (Boutros et al. 2023a) and
SFace (Boutros et al. 2022). Most of them have been gen-
erated using GANs, and all of them present a significant
variety in terms of ethnicity, age, accessories (e.g., sunglasses
and hats) and background. Kortilesky (Kortylewski et al.
2019) has been generated using a 3D Morphable model in
order to control shape, texture as well as pose, illumination
and facial expression. The head pose is sampled according
to a uniform pose distribution on the yaw, pitch and roll
angles in the respective ranges: yaw ∈ [− 90◦, 90◦], pitch
∈ [− 30◦, 30◦] and roll ∈ [− 15◦, 15◦]. The 3D models are
finally rendered in 2D to create the data set, which consists
of 1 million face images with 20 thousand different identi-
ties, and 100 images per identity. FaceSynthetics (Wood et
al. 2021) has been generated using AutoDesk. It contains
100,000 images of 100,000 identities with a resolution of
512 × 512 pixels, and 70 standard landmark and semantic
class annotations (e.g., background, skin, nose and neck),
besides identity, which makes this data set useful to other
related tasks such as face parsing and landmark localisation.
Syn10K50, have been generated with DiscoFaceGAN (Qiu
et al. 2021) by randomly sampling latent variables from the
standard normal distribution for identity, expression, pose
and illumination coefficients, respectively, which leads to the
same person with different expressions, poses and illumina-
tions in the same class. It presents 10K different identities
with 50 samples per identity, for a total of 500K images.
USynthFace (Boutros et al. 2023a) has also been generated
using DiscoFaceGAN in combination with other GANs for
data augmentation. This data set presents just one image
per identity, leaving the users the task of generating fur-
ther images if necessary, e.g., by data augmentation. The
full data set contains a total of 400K images. SFace (Boutros
et al. 2022) has been generated by translating a real public
data set through StyleGAN2-ADA, which is a style-based
GAN (Style-GAN2) with adaptive discriminator augmenta-
tion (ADA) to increase the diversity of the training data set.
The real data set used both for training and translation is
CASIA-WebFace (Yi et al. 2014). Nevertheless, the number
of synthetically generated images is 634K, which is higher
than that of CASIA-WebFace; such images are equally dis-
tributed across identities (60 images per identity).

Examples of images from the above data sets are shown
in Fig. 9. Table 6 reports their main statistics taken from the
respective papers or from the data set documentation, and a
comparison with some well-known benchmark data sets of
real images, LFW (Huang et al. 2008),20 Extended Yale B

20 https://www.kaggle.com/datasets/jessicali9530/lfw-dataset.

(Georghiades et al. 2001),21 SCface (Grgic et al. 2011),22

CASIA-WebFace (Yi et al. 2014),23 CFPW (Sengupta et al.
2016),24 AgeDB(Moschoglou et al. 2017)25 andFFHQ(Kar-
ras et al. 2021).26 It is worth noting that some of the largest
real data sets for face recognition [MegaFace (Kemelmacher-
Shlizerman et al. 2016),MS-Celeb-1M (Guo et al. 2016) and
VGGFace2 (Cao et al. 2018)] have been retracted by their
creators based on increasing ethical and legal grounds. Since
they are no longer usable, they are not included in Table 6.

From Fig. 9, it can be noted that the data sets gener-
ated with GAN-based methods are more realistic. Kortyleski
disregards the background and focuses only on facial appear-
ance, which looks more realistic than that of FaceSynthetics.

FromTable 6 it canbenoted that synthetic data sets contain
a much larger number of images than real data sets, except
for CASIA-WebFace. The number of identities is also larger,
in some cases much larger, which typically favours the gen-
eralisation capability of face recognitionmodels. In addition,
it can be seen that, unlike synthetic data sets, real ones are
highly unbalanced in terms of the number of images per iden-
tity, which is detrimental to representativeness.

6 Effectiveness of Synthetic Data

As mentioned above, the main purpose of existing synthetic
data sets in the CV field (as well as in other fields) is to
be used as training data for machine learning-based models.
Accordingly, a relevant issue in the context of this survey
is to assess how effective they are as training data for CV
models that will process real data after deployment. To com-
prehensively investigate the above issue, experiments on all
the considered CV tasks should be carried out, using all the
available synthetic data sets for training and at least the main
benchmark data sets of real data for testing, which, how-
ever, would be very onerous. Accordingly, in the following,
we report results from the papers where synthetic data sets
have been proposed. We point out that not all of these papers
present valuable quantitative results, e.g. due to the absence
of a common testing data set, therefore, the following sub-
sections do not cover all the considered VS tasks. Also, the
results reported in different works are often not directly com-
parable due to different experimental settings, including the
real data sets used for testing and the CNN architectures
used. Moreover, synthetic images have not always been used

21 https://www.kaggle.com/datasets/souvadrahati/extended-yale-
dataset-b.
22 https://www.scface.org/.
23 https://www.kaggle.com/datasets/ntl0601/casia-webface.
24 http://www.cfpw.io/.
25 https://ibug.doc.ic.ac.uk/resources/agedb/.
26 https://github.com/NVlabs/ffhq-dataset.
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Fig. 9 Examples of images
from synthetic data sets for face
recognition. From left to right:
Kortilesky (not available
online), FaceSynthetics (source
https://datagen.tech/blog/
microsofts-face-analysis-in-
the-wild-using-synthetic-data-
alone-summarized/), Syn10K50
(not available online),
USynthFace (not available
online) and SFace (not available
online)

Table 6 Statistics of synthetic data sets for face recognition, and comparison with the main benchmark, real data sets

Data set # Images # Identities # Images per id Source

Synt Kortilesky (Kortylewski et al. 2019) 1,000,000 20,000 100 3DMM

FaceSynthetics (Wood et al. 2021) 100,000 100,000 1 RS

Syn10K50 (Qiu et al. 2021) 500,000 10,000 50 DiscoFaceGAN

SFace (Boutros et al. 2022) 634,000 10,575 60 StyleGAN2-ADA

USynthFace (Boutros et al. 2023a) 400,000 400,000 1 DiscoFaceGAN

Real Extended Yale B (Georghiades et al. 2001) 2414 > 38 – –

LFW (Huang et al. 2008) 13,233 5749 1/2.3/530 Web

SCface (Grgic et al. 2011) 4160 130 – VSC

CASIA-WebFace (Yi et al. 2014) 494,414 10,575 2/46.8/804 Web

CFPW (Sengupta et al. 2016) 7000 500 14 Web

AgeDB (Moschoglou et al. 2017) 16,516 570 1/21/101 Web

FFHQ (Karras et al. 2021) 70,000 – – Flickr

The column Source indicates either the approach for synthetic image generation (RS: rendering software) or the image source of real data (VSC:
video surveillance cameras; information not available for Extended Tale B). The three entries in the ‘Images per id.’ column are the mini-
mum/average/maximum number of images per identity

as the only data source for training. They were often used
just for pre-training followed by fine-tuning on real images
or directly mixed with real images for a single training pro-
cess. Nevertheless, such results provide interesting hints on
the effectiveness of synthetic vs real training data.

6.1 Crowd Counting

In Tables 7 and 8, we report the results obtained on one of
the most widely used benchmark data sets (ShanghaiTech),
for different CNN architectures, in terms of Mean Absolute
Error (MAE), Root Mean Squared Error (RMSE) and Mean
Relative Error (MRE) (Jiang et al. 2022). In detail, Table 7
presents the performance reported by Hou et al. (2022) on
ShanghaiTech Bwith or without pre-training on the synthetic
data setsGCCandCrowdX.These results have been obtained
for three CNN architectures: MCNN, CSRNet and ESA-Net.
MCNN (Zhang et al. 2016a) is a multi-column CNN trained

from scratch, while CSRNet (Li et al. 2018) and ESA-Net
(Hou et al. 2022) are single-column architectures based on
a VGG-16 (Simonyan and Zisserman 2015) backbone with
different dilation and attention modules. The aim of such
experiments was to assess the contribution of synthetic data
sets in data representation and enhancement. Models pre-
trained with synthetic data outperform the models without
pre-training, which provides evidence of the effectiveness of
synthetic data sets in data enhancement. Similarly, Table 8
shows the performance reported by Jiang et al. (2022) on
ShanghaiTech A and ShanghaiTech B, using the CNN archi-
tecture PSDENet, which was proposed by the same authors,
based on a VGG-16 backbone. Such architecture can also
exploit the annotations related to the pedestrian binary mask
to improve the localisation and counting performance. In
this case, the authors evaluated not only the crowd count-
ing model with or without pre-training on synthetic data sets,
but also including (w/mask) or not (w/omask) the annotation
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related to the binarymask. To this aim, they synthesised 1452
images (not publicly available) with resolution 1080×1920.
The reported results provide further evidence that synthetic
data can improve counting performance in real scenes, and
that the use of pedestrian binary masks allows PSDENet to
focus on image regions containing pedestrians, thus reduc-
ing the counting error. Note that such binary masks are not
related to the head, but to the whole body, which is easily
extracted from synthetic images, whereas it would require
considerable annotation effort in real images.

6.2 Pedestrian Detection

For the pedestrian detection task, we did not find common
real testing data sets to evaluate the performance of the
three synthetic data sets mentioned in Sect. 5.3. Neverthe-
less, synthetic pedestrian tracking data sets can also be used
for pedestrian detection, due to the presence of the corre-
sponding annotations (i.e., bounding boxes). In Table 9, we
report a limited comparison of some synthetic tracking data
sets used for the detection task. In particular, we report per-
formances obtained by Fabbri et al. (2021) onMOT17 (Milan
et al. 2016), using different models trained on one synthetic
data set (either VIPER, JTA or MOTSynth), using two com-
mon metrics, i.e., Average Precision (AP) and Multi-Object
Detection Accuracy (MODA) (Bernardin and Stiefelhagen
2008). Reported results show that MOTSynth outperforms
the other synthetic data sets in terms of AP andMODA. This
can be due to the higher variability in the frames used for
training (MOTSynth contains more than 1.3 million frames)
with respect to the other data sets. This variability might
improve the generalisation capability of the detector. The
higher performances attained using VIPER can be due to
the fact that this data set has been specifically generated for
object tracking, instead of pedestrian tracking.

6.3 Person Re-Identification

As previously mentioned, the highest number of synthetic
data sets is related to the Re-Id task, and all of them, except
for VC-Clothes, have been evaluated in the respective papers
on one or more common real benchmarks, i.e., Market-1501
andMSMT17 (see Sect. 5.5). Nevertheless, we point out that
also for this task, a direct comparisonbetween all the different
synthetic data sets is hindered by somedifferences in the deep
learning architectures used in the respective papers, as well
as in the training protocols: either direct transfer, or fine-
tuning on real data from the target data set, or using real
auxiliary data together with synthetic ones for training, and
then fine-tuning on real data from the target data set.

For the purpose of this work, we included only the
cross-data set results, extracted from the respective papers,
attained by training on synthetic data and testing on real

data (i.e., Market-1501 and MSMT17). For comparison, we
also included cross-data set experiments onMarket-1501 and
MSMT17, i.e., each of themwas used in turn for training and
the other for testing (Delussu et al. 2023).

Results are reported in Table 10 in terms of the two
most common performance metrics for Re-Id: Cumulative
Matching Curve (CMC) at rank 1 and mean Average Preci-
sion (mAP). Note that the latter provides a more complete
account of the performanceof aRe-Id systemwhenmore than
one image of the query individual is present in the gallery
(which is a realistic scenario in many real-world applica-
tions), whereas the CMC only considers the top-ranked one.

First, it can be observed that, for the same real data set used
for testing, the best results were attained when synthetic-to-
real domain adaptation techniques were used, as one could
expect. Moreover, in such cases, models trained on both syn-
thetic and real data always outperformed the ones trained
only on real data, although the former was favoured by fine-
tuning on the same target data, whereas a cross-data set
setting was used for the latter.

The behaviour exhibited by models trained only on
synthetic data sets (PersonX, RandPerson, FineGPR and
UnrealPerson) is very different, instead. Notably, models
trained on RandPerson attained performances close to the
ones attained by training on real data, whereasmodels trained
onUnrealPerson outperformed by a largemargin, on all three
target data sets, models trained on real data. Instead, when
FineGPR and PersonX were used (especially the latter), the
performances were clearly worse than using real training
data.

To sum up, considering the above-mentioned limitations
of our experimental evaluation, these results suggest that in
the Re-Id task, synthetic data sets may already be capable of
covering, or even overcoming, the performance gap with real
training data, at least on benchmark data sets.

6.4 Face Recognition

Also for this task, a direct comparison between all the differ-
ent synthetic data sets is hindered by some differences in the
deep learning architectures used in the respective papers, as
well as in the training and testing protocols. For such reason,
we report the results of three different comparisons, which
correspond to three different experimental protocols used in
previous work: pre-training on synthetic data and fine-tuning
on real auxiliary data, different from target data (Table 11);
mixing real auxiliary data together with synthetic data for
training (Table 12); training on synthetic data and testing on
real ones (direct transfer approach), sometimes comparing
the performance obtained with different training partitions
(Table 13).

Table 11 presents the results reported byKortylewski et al.
(2019). They have been obtained by testing on LWF data set
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Table 7 Crowd counting
performances (MAE and
RMSE) reported by Hou et al.
(2022) on ShanghaiTech B
using thee CNN architectures
(MCNN, CSRNet and ESA-Net)
with or without pre-training on
synthetic data sets

Pre-training MCNN CSRNet ESA-Net
MAE ↓ RMSE ↓ MAE ↓ RMSE ↓ MAE ↓ RMSE ↓

None/ImageNet 26.4 41.31 10.6 16.0 8.3 12.9

GCC (Wang et al. 2019) 8.8 28.21 10.1 15.7 – –

CrowdX (Hou et al. 2022) 6.9 24.4 9.7 14.6 7.6 11.8

Table 8 Crowd counting
performances (MAE, RMSE
and MRE) reported by Jiang et
al. (2022) on ShanghaiTech A
(Part A) and ShanghaiTech B
(Part B) using the PSDENet
architecture with or without
pre-training on synthetic data
(not publicly available),
including (w/mask) or not (w/o
mask) the segmentation mask

Pre-training Part A Part B
MAE ↓ RMSE ↓ MRE ↓ MAE ↓ RMSE ↓ MRE ↓

None/ImageNet 68.54 111.48 0.1553 10.74 19.85 0.0852

Synt. w/o mask 65.22 106.27 0.1542 9.68 17.27 0.0789

Synt. w/mask 63.35 100.80 0.1516 9.40 17.12 0.0724

Table 9 Pedestrian detection
performances (AP and MODA)
reported by Fabbri et al. (2021)
on the real data set MOT17
(Milan et al. 2016), using
synthetic data sets for training
different models (YOLOv3,
CenterNet and Faster R-CNN)

Model Training set AP ↑ MODA ↑
YOLOv3 (Redmon and Farhadi 2018) VIPER (Richter et al. 2017) 26.65 22.02

JTA (Fabbri et al. 2018) 53.18 48.77

MOTSynth (Fabbri et al. 2021) 71.90 64.51

CenterNet (Zhou et al. 2019) VIPER (Richter et al. 2017) 44.58 39.92

JTA (Fabbri et al. 2018) 60.15 45.38

MOTSynth (Fabbri et al. 2021) 70.49 55.25

Faster R-CNN (Ren et al. 2015) VIPER (Richter et al. 2017) 60.93 42.87

JTA (Fabbri et al. 2018) 69.69 38.38

MOTSynth (Fabbri et al. 2021) 78.98 54.96

Table 10 Performances (rank-1 and mAP) attained on two real bench-
marks for person re-identification (Market-1501 and MSMT17) using
synthetic data sets for training (results extracted from respective papers),

and comparison with the performances attained by training on the same
real data sets in a cross-domain setting [source: Delussu et al. (2023)]

Training set Architecture Market-1501 MSMT17
mAP ↑ rank-1 ↑ mAP ↑ rank-1 ↑

Real Market-1501 *** (Zheng et al. 2015) ResNet50 – – 6.44 19.08

MSMT17 *** (Wei et al. 2018) ResNet50 38.33 69.77 – –

Synthetic SOMAset∗ (Barbosa et al. 2018) SOMAnet 53.5 77.49 – –

SyRI∗ (Bak et al. 2018) ResNet-18 – 54.3 – –

PersonX*** (Sun and Zheng 2019) PCB 20.4 44.0 3.6 11.7

GPR∗∗ (Xiang et al. 2020) ResNet-50† 50.8 76.2 – –

RandPerson*** (Wang et al. 2020) ResNet-50 28.8 55.6 6.3 20.1

FineGPR*** (Xiang et al. 2023) ResNet-50 24.6 50.5 3.9 12.5

Synthetic18k∗ (Uner et al. 2021) DenseNet-121 77.3 91.6 – –

UnrealPerson*** (Zhang et al. 2021) ResNet-50† 54.3 79.0 15.3 38.5

ClonedPerson*** (Wang et al. 2022) ResNet-50† 59.9 84.5 18.5 49.1

WePerson*** (Li et al. 2021) ResNet-50† – – 18.9 46.4

Training protocols for synthetic data: fine-tuning on the same real data set (∗); using a different, auxiliary real data set during training and fine-tuning
on the same real data set used for testing (∗∗); direct transfer (∗∗∗). † indicates that a modified ResNet-50 architecture was used
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after pre-training the FaceNet (Schroff et al. 2015) architec-
ture with synthetic data only, or fine-tuning it with different
percentages of real data fromCASIA-WebFace. For compar-
ison, they also reported the results obtained after trainingwith
the same percentages of real data only. The pre-trained mod-
els considerably outperform themodels without pre-training,
even when the full real data set was used, providing evidence
that such aprocess improves generalisation capability, aswell
as data efficiency, since the amount of real data needed to
achieve competitive performance was significantly reduced.

Table 12 presents the results reported by Qiu et al. (2021).
They have been obtained by testing on LWF data set as well
using however a ResNet-50 architecture (He et al. 2016)
trained either on synthetic data only, or only on different sub-
sets of real data fromCASIA-WebFace, or mixing (MixN S)

synthetic data with different sub-sets of real images (where
N denotes the number of identities and S the number of
samples per identity). The reported results show that mix-
ing synthetic with real images can improve the appearance
of synthetic images with real-world attributes (e.g., blur and
illumination), which alleviates the domain gap. Moreover,
by enlarging the intra-class variations of synthetic data the
performance can be further improved.

Finally, Table 13 presents the results reported by Boutros
et al. (2022, 2023a). They have been obtained by testing
on LWF, AgeDB-30, CFPW, CA-LFW (Cross-Age LFW)
and CP-LFW (Cross-Pose LFW) data sets with a ResNet-
100 architecture (He et al. 2016) trained either only on real
data from CASIA-WebFace, or only on synthetic data. In
this case, the authors did not fine-tune or mix with real
images, but evaluated different synthetic image sub-sets. In
particular, the evaluation was aimed at assessing how much
the performances of the considered model, trained under a
fully supervised or unsupervised setting, changes by vary-
ing the number of images per identity (Boutros et al. 2022)
or the total number of images (Boutros et al. 2023a), and,
simultaneously, to evaluate to what extent GANs can gen-
erate identity-separable face images. Reported results show
that increasing the size of synthetic training data in terms of
samples per identity does generally increase face recognition
performance, both for supervised and unsupervised models.
Furthermore, such data sets exhibited, to a certain degree, the
same identity discriminant information that is present in real
data, even if with a convergent trend as the number of total
images or the number of images per identity increases.

7 Discussion

In previous sections, we described the main issues of VS
applications of CV related to the use of real data, approaches
used to generate synthetic data, and existing synthetic data
sets. In this section, we discuss to what extent synthetic data

address the above-mentioned issues (see Sects. 1, 3), and
propose some possible future research directions.

7.1 Existing Issues

In the following,wediscuss themain issues common to all the
considered applications: manual annotation effort, limited
amount of real data, limited representativeness, data imbal-
ance, and privacy restrictions.

Manual annotation is time-consuming, extremely labori-
ous and prone to errors. It is worth noting that several kinds of
annotations are required for the considered CV tasks, from
local [up to pixel-level, e.g., object tracking (Cabon et al.
2020)] to global ones, i.e., related to a whole image or even
a whole sequence of frames (e.g., a frame or a whole video
labelled as showing a normal or abnormal crowd behaviour),
or even both [e.g., in crowd counting (Wang et al. 2019)].
The generation of synthetic data completely solves this issue
in all such tasks since all kinds of annotations of interest can
be automatically generated with the desired accuracy. This
is the case also for GANs and DMs, for the CV tasks where
they have been used.

Data set size The possibility of automatic and accurate
annotation of synthetic data sets, together with the avail-
ability of efficient generation techniques, allows generating
synthetic data setsmuch larger than real ones, at least in terms
of the bare number of images or videos. This is witnessed by
the currently available synthetic data sets (see Sect. 5). For
instance, the largest synthetic data sets contain over 280,000
images for crowd counting, 500,000 images for detection
tasks, over 1.3 million frames for tracking tasks, 1 million
videos for behaviour analysis, 4 million images for Re-Id
and 1 million images for face recognition. This issue can
therefore be considered to be solved for all the considered
tasks.

Data imbalance In terms of the bare number of images or
videos, a relatively large data set size is necessary to have
a sufficient amount of examples of the patterns of inter-
est in a given application. However, this is not sufficient
to achieve a satisfactory generalisation capability, which is
also affected, among other factors, by data imbalance. This
issue can also affect synthetic data. In particular, although
generative models can, in principle, generate an unlimited
number of samples, currently they allow much more lim-
ited control of the different aspects of generated images
(e.g., pedestrian pose and body shape) than other methods
like computer graphics engines. This may result in some
aspects being over-represented with respect to others. For
instance, the USynthFace synthetic data set for face recog-
nition (Boutros et al. 2023a) was generated from real face
images using GANs, which in this task may allow obtain-
ing more realistic images than other approaches. However,
if the real input images are biased, e.g., in terms of gen-
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Table 11 Accuracy on LWF
reported by Kortylewski et al.
(2019) after training the FaceNet
architecture with synthetic data
only, or fine-tuning it with
different percentages of real
data from CASIA-WebFace

Pre-training on synth. data % of real data used for training Accuracy ↑
Yes 0 80.1

No 100 94.1

Yes 100 95.8

No 25 89.1

Yes 25 93.6

No 10 85.1

Yes 10 91.8

For comparison, results obtained after training with the same percentages of real data only are also reported

Table 12 Accuracy on LWF
data set reported by Qiu et al.
(2021) after training the
ResNet-50 architecture with
either synthetic data only, real
data only (CASIA-WebFace), or
mixing (MixNS) synthetic data
with different sub-sets of real
images (where N denotes the
number of identities and S the
number of samples per identity)

Training set Real ident Real img. per ident Total real img Accuracy ↑
Real 10,575 47 494,414 99.18

Syn10K50 0 0 0 91.97

Real1K10 1K 10 10k 87.50

Mix1K10 1K 10 10k 92.28

Real1K20 1K 20 20k 92.53

Mix1K20 1K 20 20k 95.05

Real2K10 2K 10 20k 91.22

Mix2K10 2K 10 20k 95.78

For comparison, results obtained after training only with the same real data sub-sets are reported

der, ethnicity and age, the obtained synthetic images may
exhibit a similar bias. This issue can instead be avoided
if computer graphics engines or image composition tech-
niques are used, since they allow a higher level of control
than generative models, including the degree of data imbal-
ance. However, we point out that this aspect is to some extent
disregarded in some of the existing synthetic data sets. This
can be observed, for instance, in the GCC and SHADE data
sets for crowd counting and behaviour analysis, respectively,
generated using GTAV. GCC (Wang et al. 2019) contains
about 7 million pedestrians, but most of them show sparse or
non-dense crowds; thus dense crowds are under-represented.
Similarly, SHADE (Lin et al. 2021) night-time scenes are
under-represented, since most of its videos represent scenes
taking place between 7:30 a.m. and 5:30 p.m. To sumup, data
imbalance could be avoided or at least mitigated for most of
the considered VS tasks using computer graphics engines
and image composition techniques, whereas it remains an
open issue for synthetic data sets generated using generative
models.

Representativeness Although synthetic images can be
generated in large quantities, thus solving or limiting the
issues of data set size and imbalance, it remains infeasible to
consider and include all the possible patterns of interest in a
single, general-purpose synthetic data set, e.g., all possible
relevant events for behaviour analysis or all possible crowd
sizes. This problem has been discussed by Yuille and Liu
(2021), although in a slightly different context, related to the

capability of deep neural networks to deal with the combina-
torial explosion caused by the complexity of natural images.
As an example, with the aim of rendering images of a single
object from different viewpoints and illuminations and in a
limited number of background scenes, using computer graph-
ics, by setting 13 parameters related to camera pose, lighting,
texture, material and scene layout; assuming that 1000 val-
ues are used for each of them, it is estimated (Yuille and
Liu 2021) that a total of 1039 different images can be gener-
ated. A similar combinatorial explosion would clearly occur
in the considered VS applications, where synthetic images
or videos should present, e.g., different weather and illumi-
nation conditions, time of day, backgrounds, perspectives,
poses etc. As an example, consider 7 different weather con-
ditions (i.e., clear, clouds, rain, foggy, thunder, overcast, extra
sunny), 8 daytime, 100 values for the camera distance, eleva-
tion, and angle parameters, and 100 illumination conditions,
and assume that one wants to generate images in 100 dif-
ferent locations. This would amount to generating about 109

images. Moreover, a specific application, such as Re-Id, is
likely to involve additional parameters with respect to the
ones mentioned above; for instance, adding just four differ-
ent pedestrian poses (front, back and both sides) and clothing
appearance for both lower and upper body, would lead to
generating at least five orders of magnitude more images.
Accordingly, the representativeness issue cannot be consid-
ered to be solved by synthetic images, although they allow
to mitigate it with respect to the use of real images.
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Privacy Synthetic images are instead an effective solu-
tion to achieve compliance with privacy regulations [e.g.,
EU’s GDPR (European Commission 2020)] when people are
involved. To this aim, synthetic data sets can be generated
in two main ways: (i) manipulating real images (e.g., using
GANs), provided they had been acquired with user consent
(EiC of Pattern Recognition 2022); (ii) generating images
containing synthetic pedestrians, either in a virtual envi-
ronment (e.g., using computer graphics engines) or using a
real environment image (e.g., using image composition tech-
niques). In the first case, a possible solution is to generate new
images [e.g., with different background (Chen et al. 2019;
Hussin and Yildirim 2021) or camera style (Tian et al. 2021;
Liu et al. 2019)]. Basically, this strategy tends to enlarge a
specific real data set by combining real and synthetic images
and has already been adopted using GANs (Tian et al. 2021;
Hussin andYildirim 2021). In the second case, images gener-
ated using computer graphic engines and image composition
approaches can optionally be refined using GANs to increase
their degree of realism (Wang et al. 2019).

7.2 Future Research Directions

In the following, we present three interesting directions for
future work on synthetic data (not limited to the considered
VS tasks).

Degree of realism Although several synthetic data sets
have been proposed so far, only a fewworks have thoroughly
investigated the factors that affect their effectiveness, partic-
ularly their degree of realism. Preliminary investigations on
the degree of realism have been carried out for crowd count-
ing (Ledda et al. 2021; Delussu et al. 2020), object detection
(Dvornik et al. 2021; Wu et al. 2023), Re-Id (Hussin and
Yildirim 2021; Delussu et al. 2022a), face recognition (Kim
et al. 2023). Results of our investigations on crowd counting
(Ledda et al. 2021; Delussu et al. 2020) suggest that the lower
the distance of pedestrians from the camera, the higher the
degree of realism in their appearance (e.g., clothing details)
required to attain a certain accuracy. For the Re-Id task, we
found that the quality of human models and virtual environ-
ments seems more relevant than the total number of training
images (Delussu et al. 2022a).

For object detection, an interesting insight was provided
by Dvornik et al. (2021), who distinguished between object
instance detection, which is a fine-grained task, and object
category detection, which has to account for large intra-class
variability. They pointed out that an image pasting approach
based on placing instances of the objects of interest in ran-
dom positions of existing scenes (Dwibedi et al. 2017), which
is characterised by a relatively low degree of realism (e.g., a
bottle appearing in the sky), is effective for instance detec-
tion, but is ineffective for category detection. For the latter,
instead, it is also necessary to place objects in the appropri-

ate context. On the other hand, illumination conditions and
blending artefacts turned out to negatively affect instance
detection, whereas they are not critical for category detec-
tion.

The realism of images generated by generative models
has been analysed for the Re-Id (Hussin and Yildirim 2021)
and face recognition (Kim et al. 2023) tasks. To this aim, the
Fréchet Inception Distance (FID) (Heusel et al. 2017) was
used. The FID metric was proposed to evaluate the effective-
ness of GANs by measuring the distance between the feature
distribution of generated data and real data (not limited to
images). In particular, the lower the FID, the closer the dis-
tribution of synthetic data to the one of real data, which is
expected to result in a better performance of a model trained
on synthetic data. This behaviour was empirically validated
by Hussin and Yildirim (2021) and Kim et al. (2023). It is
worth highlighting that most of the works about diffusion
models focus on the quality of generated data by using sev-
eral metrics besides FID (Croitoru et al. 2023). Considering
that many of these metrics, such as FID, are based on the use
of the Inception layer, in our opinion it would be appropri-
ate to investigate them accurately, in order to define which
metrics can be used for a specific task to compare results or
performances fairly. Also, we believe that developing FID-
like metrics tailored to the other approaches for synthetic
image generation discussed in this work, besides generative-
based ones, is an interesting direction for futurework. Indeed,
such metrics could be beneficial to evaluate whether a given
synthetic data set (generated with approaches different from
generative models) is suitable for a specific task and to pro-
vide a measure of its degree of realism.

According to existing evidence, the required degree of
realism is likely to be not only application-specific [see,
in particular, the above-mentioned work by Dvornik et al.
(2021)] but also related to the specific CNN model, as sug-
gested by our previous work on crowd counting (Ledda et al.
2021). In particular, we observed that the type of model, i.e.,
either regression- or detection-based (see Sect. 3.1), influ-
ences crowd counting accuracy, and that the relationship
between accuracy and degree of realism can be even counter-
intuitive (Ledda et al. 2021). For instance, in our experiments,
detection-based models attained a worse performance when
trained on synthetic images with a higher degree of real-
ism, i.e., a realistic background vs a uniform one, and a rich
pedestrian’s clothing appearance vs simple human models
rendered with a uniform colour.

The above results also suggest that different degrees of
realism may be required for different image components or
aspects (e.g., image background, human models and illu-
mination conditions), depending on the task. Therefore, the
envisaged investigation should also focus on the degree
of realism of the different image components and aspects,
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besides considering the degree of realism of an image as a
whole.

Using synthetic data for testingAsmentioned earlier (and
as shown in detail in Sect. 6) synthetic data at present is
mainly used for pre-training or training (alsomixedwith aux-
iliary real data) of CNN-basedmethods. A further interesting
research direction is to investigate if they can also be used as
a possible alternative to real data sets for benchmarking, i.e.,
as testing data.

So far, synthetic images have been used for testing mainly
in specific simulations for which no real data was avail-
able, e.g., in early work based on the analysis by synthesis
approach (see Sect. 1). In particular, to analyse the discrim-
inant capability of complex textures by the human visual
system (Pratt et al. 1978), to evaluate the robustness of algo-
rithms for optical flow estimation (Horn and Schunck 1981)
and analyse the properties of land cover for remote sensing
tasks, under different types of acquisition conditions (e.g., in
terms of illumination and weather conditions) (Woodham et
al. 1985). In principle, synthetic testing data should exhibit
similar advantages as synthetic training data, e.g., larger data
set size, no manual annotation effort and no privacy issues.
To our knowledge, the only work where this issue has been
addressed so far in the context of CV tasks related to VS is
the one by Kang (2023), which focused on Re-Id. Its goal
was to assess the “reliability” of synthetic data sets in the
evaluation of the generalisation capability of Re-Id mod-
els, in a cross-data set setting. To this aim, ten different
Re-Id models were trained on each of three real data sets
(CUHK03, Market-1501 and MSMT17), and two synthetic
data sets (RandPerson and UnrealPerson, see Sect. 5.5), and
were then tested on the remaining two real data sets, and on
the ClonedPerson synthetic data set (which is the only syn-
thetic data set for Re-Id including a testing partition). Then,
the Kendall rank correlation coefficient τ was computed to
evaluate the pairwise similarity between the rankingof the ten
models, in terms of rank-1 accuracy and mAP, on each pair
of testing data sets. Finally, the non-parametric two-sample
Kolmogorov-Smirnov test was used to evaluate whether the
distribution of Kendall’s τ between pairs of real testing data
was statistically identical to that between real and synthetic
testing data. Reported results show that thiswas the case,with
a significance level α = 0.05. Quoting from Kang (2023),
the conclusion was that “the synthetic data set ClonedPer-
son can be reliably used to benchmark generalisable person
re-identification algorithms, with no statistical difference to
real-world data sets.”

The above results are very promising, although they are
still limited to a single task (Re-Id), and to a single synthetic
data set. Therefore, extending these experiments to other data
sets and tasks is very interesting. To this aim, the only issue to
be addressed is the definition of standard training and testing
partitions for synthetic data sets. Indeed, for most of them, no

separate testing partition has been defined, precisely because
they were designed for training purposes only. A standard
partition could be easily defined for large enough data sets,
e.g., in terms of identities and images per identity for the Re-
Id task; otherwise, a new testing set can be generated using
the same approach as the original data set.

A related issue is to investigate whether and to what extent
the performance score (e.g., rank-1 accuracy or mAP, for
Re-Id) of a given model on a synthetic testing set is repre-
sentative of its performance on real data. In particular, one
may expect that the performance of synthetic data sets is
less representative if they exhibit a larger visual gap to real
data (i.e., a lower degree of realism). For instance, a rela-
tively higher visual gap can be observed between real data
sets and computer graphics-based synthetic data sets (e.g.
crowd counting, Re-Id, etc.), whereas the lowest visual gap
seems to occur with GAN-based synthetic data sets for face
recognition (see Sect. 5.6).

Synthetic image generation tools Another future direc-
tion is the development of software tools based on computer
graphics or other rendering software, to allow end users to
generate their own data sets with low effort, similar to the
approaches proposed in our previous work for crowd count-
ing (Delussu et al. 2022b) and by Hattori et al. (2018) for
pedestrian detection. Some companies already propose this
kind of service. Although it may be difficult to develop a
single tool suitable for several different VS tasks, such as
all the ones considered in this survey, it may be possible to
include related tasks such as object/pedestrian tracking and
detection, or crowd counting and crowd behaviour analysis.

One of the functionalities we envisage for this kind of tool
is generating scene-specific synthetic data sets, which can be
useful for application scenarios involving the deployment of
a system (e.g., for crowd counting) on a new scene, without
collecting and manually annotating real data (Delussu et al.
2022b; Hattori et al. 2018).

As an example, we sketch here some guidelines to imple-
ment this functionality for the crowd counting tasks, based
on our previous experience on it (Delussu et al. 2022b). The
envisaged tool should allow the user to use a real background
image of the scene of interest: this would guarantee a high
degree of realism in this aspect, without the effort of building
a synthetic model of the scene background. The tool should
also allow the user to provide information useful to reproduce
the scene perspective corresponding to the camera position
and to consistently place pedestrians in the correct image
regions. For instance, to this aim, the user could select the
region of the background image where people can appear;
she could also use a real image of the target scene, including
some pedestrians in different locations, and draw a bounding
box around a few of them to allow to tool to automati-
cally compute the perspective map, which in turn allows to
re-scale synthetic pedestrians accordingly. The above func-
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tionality could also be useful to the other VS tasks considered
in this survey, except for face recognition. Moreover, other
task-specific information may be acquired from the user. For
instance, for crowd counting, the user could provide themax-
imum expected number of pedestrians in the scene, which
would allow the synthetic image generation tool to gener-
ate a data set representative of the different crowd sizes of
interest. Analogous information can be acquired by the envis-
aged tool for tracking, detection and Re-Id, e.g., to generate
a data set with a desired degree of occlusions. In the case of
behaviour analysis tasks, the tool should embed a predefined
set of events (e.g., panic escape and fight), among which the
user can choose the ones of interest.

It isworth noting that researchers have alreadydeveloped a
few such prototype tools, for Re-Id (Zhang et al. 2021; Chen
et al. 2022), object detection (Wu et al. 2023) and crowd
counting (Wang et al. 2019). In particular, the Re-Id tool by
Zhang et al. (2021) can also be used for other VS tasks such
as pedestrian tracking. It allows generating 3D human mod-
els, scenes and animations, as well as extracting bounding
boxes and tracklets. The crowd counting tool (Wang et al.
2019) consists of a data collector and labeller, which auto-
matically generates head points annotations. An open-source
web annotation tool, called Scalabel, has been used to anno-
tate synthetic data for tracking task (Sun et al. 2022). The
tool can also be used for other tasks since it allows to pro-
vide several annotations, e.g., 2D and 3D bounding boxes,
and 2D instance segmentation. The diffusion model-based
tool proposed in Wu et al. (2023) allows to provide data with
several annotations, e.g., human pose, depth, and semantic,
instance and deep-fashion masks.

Concerning face recognition, the Adobe software Adobe
(n.d.) could be exploited inside a specific tool for generating
data sets of synthetic face images: it provides a library of
3D face models and allows users to refine them by tuning a
large number of parameters, such as eye dimension and skin
roughness.

We finally point out that the envisaged synthetic image
generation tools could benefit from the results of the investi-
gation discussed at the beginning of this section, aimed at
understanding how the different aspects of synthetic data
(e.g., the degree of realism) affect their effectiveness for
model training.

8 Conclusion

In this work, we surveyed the use of synthetic training
data focusing on applications related to video surveillance.
In particular, we focused on crowd counting, object and
pedestrian detection and tracking, behaviour analysis, person
re-identification and face recognition. In such applications,
the use of synthetic images is even more relevant to address

specific issues arising from unconstrained acquisition condi-
tions, as well as well-known issues of real data.

We first described each of the applications we focused
on, emphasising the requirements in terms of data and
task-specific issues. We then categorised and discussed the
existing methods for creating synthetic data, highlighting
theirmain pros and cons for thementioned video surveillance
applications. We also analysed the synthetic data sets pro-
posed in the literature for each of the considered applications
and provided an overview of their effectiveness as training
data. Finally, we discussed whether and to what extent the
existing synthetic data sets mitigate the issues of real data,
highlight existing open issues, and suggested future research
directions in this field.

Our main finding is that the data synthesis allows to com-
pletely solve some issues, i.e., manual annotation and data set
size, while others are partially solved, i.e., data imbalance,
representativeness, and privacy, and therefore require fur-
ther work. Moreover, we identified interesting directions for
further work related to the followingmain aspects: (i) investi-
gating what kind and what degree of realism is required from
synthetic data to be effective as training data; some work has
already evaluated the photorealism of images generated by
GANs and DMs, although it was not related to their use as
training data; (ii) investigating whether and under what con-
ditions synthetic data can also be used also to assess the
performance of machine learning models, i.e., as testing set;
(iii) the development of tools to allow users to generate ad
hoc synthetic data sets.
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