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Dynamic Local Structure in Caesium Lead Iodide: Spatial
Correlation and Transient Domains

William J. Baldwin,* Xia Liang, Johan Klarbring, Milos Dubajic, David Dell’Angelo,
Christopher Sutton, Claudia Caddeo, Samuel D. Stranks, Alessandro Mattoni, Aron Walsh,
and Gábor Csányi

Metal halide perovskites are multifunctional semiconductors
with tunable structures and properties. They are highly dynamic crystals with
complex octahedral tilting patterns and strongly anharmonic atomic behavior.
In the higher temperature, higher symmetry phases of these materials, several
complex structural features are observed. The local structure can differ greatly
from the average structure and there is evidence that dynamic 2D structures
of correlated octahedral motion form. An understanding of the underlying
complex atomistic dynamics is, however, still lacking. In this work, the
local structure of the inorganic perovskite CsPbI3 is investigated using a new
machine learning force field based on the atomic cluster expansion framework.
Through analysis of the temporal and spatial correlation observed during large-
scale simulations, it is revealed that the low frequency motion of octahedral
tilts implies a double-well effective potential landscape, even well into the
cubic phase. Moreover, dynamic local regions of lower symmetry are present
within both higher symmetry phases. These regions are planar and the length
and timescales of the motion are reported. Finally, the spatial arrangement of
these features and their interactions are investigated and visualized, providing
a comprehensive picture of local structure in the higher symmetry phases.

1. Introduction

At finite temperatures metal halide perovskites exhibit com-
plex and interesting structures. Methylammonium lead iodide
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(CH3NH3PbI3) has been experimentally
shown to exhibit static lattice twinning at
room temperature,[1] as well as a stress-
sensitive ferroelastic domain structure.[2]

The average local strain of perovskite lat-
tices has also been found to vary over
large distances up to hundreds of nanome-
ters or even micrometers.[3] There are
also open questions about how local dis-
tortions of the lattice couple to elec-
tronic degrees of freedom and to light.[4,5]

Inorganic and organic perovskites have
characteristic soft phonon modes which
correspond to correlated octahedral tilting
patterns. Along these modes, the poten-
tial energy surface can exhibit a shallow
double well landscape, which gives rise to
symmetry-breaking phase transitions.[6–8]

During dynamics, these modes are over-
damped with very short lifetimes.[9–12]

In the high temperature, high symmetry
perovskite phases, population of these
modes results in interesting phenomena.
For instance, it has been experimentally
shown in CsPbBr3 that excitations of these

modes form a 2D, planar structure.[13] Similar structures have
been found in CH3NH3PbI3 using diffuse scattering experi-
ments and classical molecular dynamics (MD) simulations.[14]

These observations suggest that the local structure of metal
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Figure 1. Evolution of the pseudocubic lattice constants of CsPbI3 for the
ACE potential and the MYP empirical force. These simulations were per-
formed using a 13 720 atom simulation cell cooling over 4 ns. For ACE,
three traces are shown for both heating and cooling. Experimental data
reproduced with permission from Even and co-workers.[34]

halide perovskites can vary greatly from the average structure—a
point that has also been explored computationally.[15]

In contrast to other Pb-I perovskites, less is known about
CsPbI3. The cubic phase of this material has a band gap that is
well-suited for perovskite tandem solar cells.[16] However, poor
thermodynamic stability of the black perovskite phases at am-
bient conditions[17] remains a significant challenge in photo-
voltaic applications. There is computational evidence to suggest
that the planar correlation structures found in other materials
are also present CsPbI3. In particular, Yang and co-workers em-
ployed an effective Hamiltonian based approach and detected ev-
idence of planar tilting correlation patterns.[18] Evidence of static
symmetry broken domains has also been reported.[19] Evidently,
the local structure CsPbI3 is complex and a detailed picture of
the structural dynamics is needed to tackle the stability of this
material.

To analyze the structural dynamics of this system on the
necessary length and time scales, a fast and accurate simula-
tion approach is required. To date, several empirical force fields
with a fixed functional form have been developed for organic
and inorganic perovskites. The MYP (Model potential for hY-
brid Perovskites) series of force fields[20,21] has proved useful
for modeling hybrid and inorganic perovskites, and was used to
study several ionic properties, such as the dielectric function of
CH3NH3PbI3

[22] or the thermal conductivity in CsPbI3.[23] The re-
active force field ReaxFF and polarizable model AMEOBA have
also been fitted to this material.[24,25] Both models are able to re-
produce the phase transitions, but lack quantitative agreement
for properties such as transition temperatures and ratios of lat-
tice parameters. Alternatively, machine learning interatomic po-
tentials (MLIPs) provide a flexible solution for accurate atomistic
simulations.[26–29] For material science, MLIPs are now becom-
ing mature and have been applied to tackle scientific questions
which would have been out of reach using ab initio or empirical

methods.[30] In the context of halide perovskites, several modern
MLIP architectures have been demonstrated to date.[31,32]

In this work, we characterize the dynamic local structure of
CsPbI3 using a new MLIP based on the atomic cluster expansion
(ACE)[33] framework and large-scale simulations. Aiming to elu-
cidate the three-dimensional structure and dynamics of CsPbI3,
we analyze spatial and temporal correlations of octahedral tilt-
ing angles for the three perovskite phases of the material. By in-
vestigating the temporal correlation of octahedral tilting in Sec-
tion 2.2, we reveal that a double well effective potential is active
in the cubic phase. In Section 2.3, we confirm that planar correla-
tion structures observed in other materials also form in CsPbI3.
Furthermore, it is shown that the 3D octahedral tilting pattern of
these local lower symmetry regions is inherited from the lower
temperature phases. In Sections 2.4 and 2.5, the spatial arrange-
ment and interactions of these lower symmetry regions is inves-
tigated. A detailed picture of the nature of the cubic and tetrago-
nal phases is then presented. While planar regions of correlated
octahedral motion exist, these alone do not fully describe the lo-
cal structure. The spatial arrangement and overlapping nature of
these features is needed to properly understand these symmetry-
broken domains.

2. Results and Discussion

2.1. Machine Learning Potential Validation

A machine-learned interatomic potential based on the ACE
framework has been trained for CsPbI3 as described in Section 4.
CsPbI3 has four distinct phases which appear between room tem-
perature and 600 K. There are three perovskite phases that form
on cooling from 600 to 350 K: a cubic phase (𝛼), a tetragonal (𝛽),
and an orthorhombic (𝛾). At room temperature, the system tran-
sitions to a non-perovskite edge-sharing polymorph (𝛿).[34] Since
there is no continuous phase transition between the corner shar-
ing perovskite phases and the 𝛿 phase, we have not studied the 𝛿

phase in this work.
Our model has been trained to describe these phases and vali-

dated by predicting experimental observables. In particular, we
computed the variation of pseudocubic lattice parameters pre-
dicted by the model as a function of temperature. This was done
by running a simulation of 13 720 atoms (143 pseudo cubic unit
cells) in the NPT ensemble with a slowly varying temperature.
The average pseudocubic lattice parameters can then be com-
puted from the trajectory. Figure 1 shows the predicted pseudocu-
bic lattice parameter variation compared to experimental data ob-
tained by in situ synchrotron X-ray diffraction provided by Even
and co-workers.[34] The prediction of the MYP empirical force
field[23] is also shown for comparison because force fields of this
type have successfully been used to study organic perovskites. As
it can be seen from Figure 1, the model is successful in predicting
the overall experimental trends. There is an offset as the model
under-predicts the lattice parameters by 1.6%. This is a feature of
the density functional theory (DFT) reference data used to train
the model, which utilized the local density approximation (LDA).
In this 13 720 atom box and with a heating and cooling rate of
62.5 K ns−1, some variability in the phase transition tempera-
ture is observed, but the nature of the transitions is correct. For
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Table 1. Finite temperature structural predictions for CsPbI3 compared to
experimental data from Even and coworkers.[34] Experimental values are
shown in parentheses. Definitions of angles 𝛽 and 𝛿 are from Kepenekian
et al.[35]

Temperature [K]

325 510 645

a (Å) 5.95 6.14 6.19

a rescaled 6.05 (6.095) 6.24 (6.214) 6.29 (6.297)

b (Å) 6.20 6.14 6.19

b rescaled 6.30 (6.259) 6.24 (6.241) 6.29 (6.297)

c (Å) 6.14 6.20 6.19

c rescaled 6.24 (6.250) 6.30 (6.299) 6.29 (6.297)

𝛽 (degrees) 12.4 (11.5) 9.0 (8.6) 0.0 (0.0)

𝛿 (degrees) 11.2 (9.9) 0.0 (0.0) 0.0 (0.0)

discussion of finite time effects in such phase transitions, readers
are referred to recent work by Fransson and co-workers.[32]

In Table 1, we show a numerical comparison of the experi-
mental structural characteristics of the pseudocubic unit cell and
those computed by simulations of a 1000 atom system in the
NPT ensemble and averaging the atomic positions over time.
We also report the re-scaled lattice parameters corresponding
to a uniform 5% re-scaling of the volume. Overall, the model
performs well, capturing the ratios of lattice constants and tilt-
ing angles accurately. Readers are referred to the supplemen-
tary material for further MLIP validation. The fact that the MYP
force field is unable to capture the above structural features illus-
trates the need for machine learning potentials for studying this
material.

2.2. Multiple Timescales of Octahedral Motion

Structural phase transitions of the general ABX3 perovskite can
occur through three types of distortions:[36] 1) octahedral defor-
mations, 2) B-cation displacements, and 3) octahedral rotations.
The latter commonly act as an order parameter that drives struc-
tural phase transitions in halide perovskites. Consequently, our
focus will be primarily on these octahedral rotations. We define
three tilting angles for each PbI6 octahedron. This is done by first
finding a best fit regular octahedron to a particular Pb site and
then taking the Euler angles that map this octahedron to a per-
fect one in the laboratory reference frame. One can choose a con-
vention to order the Euler angles such that in the limit of small
rotations, the three angles correspond to signed tilting about the
three coordinate axes. This is illustrated in Figure 2. Further de-
tail about the tilting angle computation is given in the Supporting
Information. We introduce the following notation to refer to tilt-
ing angles at a given time and position:

𝜃i(t; nx, ny, nz) (1)

where i is the direction of tilt (i = x refers to tilting around the
x-axis), t is the given time and (nx, ny, nz) are integer coordinates
indexing the pseudocubic lattice site of the octahedron. All angles
are reported in degrees.

Figure 2. Visualizations of the PbI6 octahedral tilting angles used in this
study. In the limit of small rotations, the Euler angles that map a rotated
octahedron to one aligned with the coordinate axes correspond to the ro-
tations shown here.

To understand the timescales of tilting dynamics, we have ex-
amined the temporal autocorrelation function of local octahedral
tilts. This describes how a single tilting angle is correlated with
itself at a future time. With the above notation, the temporal au-
tocorrelation function is defined as

Atemporal
i (𝜏) = 1

 𝔼t,n[ 𝜃i(t; nx, ny, nz) 𝜃i(t + 𝜏; nx, ny, nz) ] (2)

where 𝔼t,n denotes the expectation over time and lattice sites and
 is such that Atemporal

i (0) = 1. Figure 3b shows the three compo-

nents of Atemporal
i as a function of temperature. These data were

collected from simulations of 69 120 atoms (243 pseudo cubic
unit cells).

The asymptotes of the correlation functions reflect the Glazer
notation[37] of each phase: In the cubic phase at 550 K, all three
correlations decay to zero with time since all tilts are disordered
with zero mean over long time scales (a0a0a0). In the tetragonal
phase, which has a tilt-configuration of a0a0c+, only 𝜃z has a non-
zero mean (c+). This is reflected in the autocorrelation function
at 480 K where only the Az(𝜏) converges to a non-zero value. The
same holds at 400 K in the orthorhombic phase, where the cor-
relation of all three tilts converge to non-zero values and the 𝜃x
and 𝜃y correlations are identical, in agreement with its a−a−c+

tilt configuration.
At 400 K, the autocorrelation for 𝜃x and 𝜃y show evidence of a

damped oscillatory mode with a time period on the order of 2 ps.
In fact, as shown in the Supporting Information, the At

i for the
ordered tilts can be fitted accurately to damped harmonic oscil-
lators. For the disordered tilts, at 480 and 550 K, we find an ini-
tial relaxation on the same timescale, followed by a longer decay
component. To explain the shape of these correlation functions,
we examine the tilt of a single octahedron tilt as a function of
time. In Figure 3a, the 𝜃x value of a single octahedron at 550K

Small 2023, 2303565 © 2023 The Authors. Small published by Wiley-VCH GmbH2303565 (3 of 10)

 16136829, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202303565 by U
niversita D

i C
agliari B

iblioteca C
entrale D

ella, W
iley O

nline L
ibrary on [22/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.small-journal.com

Figure 3. Temporal correlation structure of PbI6 octahedral tilts in CsPbI3. a) The x-direction tilt (𝜃x) of a single octahedron over the course of 100 ps
at 550 K with a 200 fs sampling interval, and after applying a 2 ps rolling average. b) Temporal autocorrelation of all octahedra in the three perovskite
phases. c) Histograms of instantaneous 𝜃x values at 550 K, as well as the same tilt after performing a rolling average over various timescales.

is plotted over the course of 100 ps. Also shown is the rolling
average of this trajectory. A square window is used to perform
the average—the angle at a given time is replaced by the average
value over the next 2 ps. This is described in Equation (3). One
can see evidence of a long time scale wandering motion of the
averaged value, as well as high-frequency oscillations around the
average. This behavior is reminiscent of analysis by Fransson [10]

of octahedral tilting phonon modes in CsPbBr3.

𝜃i(t; n) = 1
T ∫

t+T

t
𝜃i(t

′; n)dt′ (3)

We have explored this further by examining the histogram of
tilting angles after first performing rolling averages. Figure 3c
shows the histogram of 𝜃x for both the raw data and after ap-
plying a rolling average of the tilting angles with a range of av-
eraging timescales. For this analysis a square window was used
to compute the rolling averages, however equivalent results are
found by using a first-order Butterworth low pass filter[38] to
remove the high-frequency components. In the instantaneous
(without time averaging) picture, we find that the tilts are dis-
tributed in a unimodal distribution around zero. Naively, this
would seem to indicate that the octahedra simply oscillate around
their cubic, zero-tilt, reference positions, and that no local struc-
ture is present in the material. However, on averaging over a
1–10 ps timescale, a flat topped or double peaked distribution
emerges, indicating that on this timescale the effective poten-
tial for octahedral rotation in fact has minima at non-zero tilt
angles.

An explanation for this behavior is that the average tilt is hop-
ping between two minima with a characteristic time on the or-
der of 5 ps. Superposed on this average value are high-frequency

oscillations around the current minimum. If the high-frequency
oscillations give a Gaussian distribution about the current mean,
then the total distribution would be the sum of these two such
Gaussians at the two minima. For broad Gaussians, this sum
would merge the two peaks, giving a unimodal instantaneous
tilt distribution. If averages of the order of 4 ps are performed,
however, these deviations from the mean are reduced, revealing
the two minima. If an average is performed over 10 or more pi-
coseconds, then the mean also jumps between both wells and the
average converges to zero. Given that the double peak structure
disappears when averaging over 10 ps, we can conclude that the
characteristic hopping time is less than 10 ps. This can be com-
pared to simulations performed by Fransson and co-workers.[10]

They performed similar ML-MD simulations of CsPbBr3, but in-
stead decomposed atomic motions into supercell phonon modes.
They reported that close to the upper transition in CsPbBr3, the
autocorrelation of the phonon mode component associated with
in-phase tilting had a characteristic decay time of 5.22 ps. With
this interpretation, the temporal autocorrelation functions for the
tetragonal and cubic structures (at 480 and 550 K, respectively in
Figure 3b) can be viewed as the superposition of the decorrelation
of the high-frequency oscillatory behavior (as revealed in the or-
thorhombic at 400 K) and the longer timescale average tilt decor-
relation.

The temporal correlation structure of the tilts in cubic CsPbI3
indicates that multiple timescales are present. Performing tem-
poral averaging of the tilts suggests that high frequency oscilla-
tions are masking an underlying double well effective potential.
We can also conclude the characteristic hopping time of the mean
value is between 4 and 10 ps. This effect has been shown in the
cubic phase at 550 K, close to the cubic to tetragonal transition
temperature of this potential of 533 K.
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Figure 4. Spatial correlation structure of PbI6 octahedral tilts in CsPbI3 with temperature. a) Spatial autocorrelation function for all tilting directions in
the three perovskite phases. b) Trends in correlation length as a function of temperature.

2.3. Spatial Correlation Structure

The spatial structure of tilting dynamics can be studied using
similar methods. In analogy to Equation (2), we can define the
spatial autocorrelation function as:

Aspatial
i,x (d) = 1

 𝔼t,n[ 𝜃i(t; nx, ny, nz) 𝜃i(t; nx + d, ny, nz) ]

Aspatial
i,y (d) = 1

 𝔼t,n[ 𝜃i(t; nx, ny, nz) 𝜃i(t; nx, ny + d, nz) ]

Aspatial
i,z (d) = 1

 𝔼t,n[ 𝜃i(t; nx, ny, nz) 𝜃i(t; nx, ny, nz + d) ]

(4)

The function Aspatial
i,j has nine components since there are three

tilting angles, and we can take the autocorrelation along three
spatial directions. For example, Ax, y(d) describes how the corre-
lation of 𝜃x decays as one moves away in the y-direction. Figure 4a
shows the spatial autocorrelation function for a range of temper-
atures spanning the three perovskite phases.

At 550 K, the spatial correlation function shows that each tilt-
ing direction exhibits anti-phase correlation along two spatial di-
rections, which decays over the course of about five unit cells, as
well as a weak in-phase correlation in the third direction that de-
cays within 1 unit cell. Importantly, the spatial correlation length
of 𝜃i is short in the i-direction, but long in the perpendicular di-
rections. This can be interpreted as a two dimensional, planar
correlation structure and is a result of the corner connectivity of
the perovskite octahedral network.[37] All three octahedral tilting
components exhibit their own planar correlation structure: 𝜃x is

correlated in the y–z plane, 𝜃y is correlated in the x–z plane and
𝜃z is correlated in the x–y plane.

As the temperature decreases and the material undergoes a
phase transition, certain octahedral tilts become “locked” as a re-
sult of symmetry breaking. This corresponds to the spatial auto-
correlation function not approaching zero at large distances. Ac-
cording to the Glazer notation, the average structure of the tetrag-
onal phase of CsPbI3 can be denoted as a0a0c+. This is captured
in our simulations at 480 K. The correlations of 𝜃x and 𝜃y across
all three spatial directions have an asymptote of zero (a0a0) while
the correlation of 𝜃z does not decay to zero and has in-phase cor-
relation in the z-direction, corresponding to the c+ in the Glazer
notation. Due to the rigid coupling of the halide ions, 𝜃z always
has anti-phase correlation in the in-plane directions (x and y).[37]

The autocorrelation functions in Figure 4a reveal a surprising
feature of the material. In the cubic phase, the out-of-plane cor-
relation of 𝜃i is in-phase. This can be compared to the sign of the
out-of-plane correlation of 𝜃z (the “locked” tilt) in the tetragonal
phase, which is also in-phase. The dynamic correlations in the cu-
bic phase therefore share the same 3D tilting pattern as the locked
tilting angle in the tetragonal phase. A similar story holds for the
dynamic correlations in the tetragonal phase. Here, the out-of-
plane correlations for 𝜃x and 𝜃y are very small, but negative. This
mirrors the pattern in the orthorhombic phase. The result is that
the dynamic correlations in both phases have the same Glazer
tilting pattern as the “locked” tilt in phase immediately below.
The structure of the lower symmetry phases is preserved locally
in the dynamic structure of higher symmetry phases.

Finally, one can also look at the variation in correlation length
with temperature, which is shown in Figure 4b. The spatial cor-
relation length was calculated by fitting an exponential decay
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Figure 5. Nature of the cubic perovskite phase of CsPbI3. a) Heat maps of 𝜃x and 𝜃y in the cubic phase at 550 K. The top row is the observed data,
and the bottom row is the predicted distribution assuming that the two tilts are independent random variables. We have shown the results for both
instantaneous tilts and for a rolling average of 2 ps. The scale (count) is arbitrary, and has been re-scaled for ease of interpretation. b) Visualization of
the time averaged tilting structure. In each plot, the lead atoms are drawn with the color corresponding to one of the three tilting angles. Visualiations
were produced using Ovito.

(e−d/𝜆) to the absolute values of the autocorrelation function. In
Figure 4b, we have plotted 2𝜆 which corresponds to the thickness
or diameter of the correlated regions. One can see that the charac-
teristic length scales in the tetragonal and cubic phases increase
slightly as the temperature lowers toward each phase transition.
In the context of instantaneous and time-averaged structure, one
finds the same qualitative results for the spatial autocorrelation
function when first performing time averaging of the tilting an-
gles over 2 ps.

2.4. Onset of the Cubic Phase

So far, we have shown that both the tetragonal and orthorhom-
bic phases have a planar structure of tilting correlations. Further-
more, in both of these phases, the local transient tilting corre-
lation is the same as the global pattern in the next lower sym-
metry phase. The natural question is whether these correlations
translate to local domains of tetragonal material within the cubic
phase, or orthorhombic material in the tetragonal. If this is the
case, one can also ask how these domains are arranged spatially.
To properly characterise the cubic phase, we have assessed the
correlation between different tilts at a single site, and visualized
the three dimensional structure of the correlated tilts in the ma-
terial.

First, one can generalize the histograms in Figure 3c to show
the joint distribution of multiple tilting directions. Figure 5a
shows a heat map of 𝜃x and 𝜃y for all octahedra at 550 K, close
to the tetragonal transition temperature of this machine learned
potential of 533 K. Since the cubic phase is isotropic, all three

tilting angles have the same distribution. Similarly, only the heat
map of 𝜃x and 𝜃y is needed, since the other pairings will be identi-
cal. Heat maps of both instantaneous tilts, and the same quantity
after applying a 2 ps rolling average, are shown. One can see that
instantaneously the joint distribution is unimodal. Furthermore,
there is no correlation between the different tilting angles—they
are independent random variables. We can see this by compar-
ing to the predicted heat map assuming that the two tilting an-
gles are independent variables. This was computed as the prod-
uct of the marginal distributions of each tilt, as discussed in the
supplementary information. The two heat maps are very similar,
implying that excitations of these tilting modes do not interact.

On the 2 ps timescale, the story is qualitatively different. In-
stead of a unimodal distribution, we find a multimodal distribu-
tion with a significant drop in intensity at the center and four faint
peaks. The modes of the measured distribution are not on the
axes, but instead in the four quadrants. This suggests that most
octahedra have multiple large non-zero tilts. The interpretation—
in terms of local domains of tilted octahedra—is that if planar re-
gions of correlated tilting angle form, then different regions with
different orientations typically overlap, rather than being mutu-
ally exclusive. Furthermore, when comparing to the predicted
distribution given that the tilts are independent, it is clear that
on this time scale the two variables are not independent. While
the two plots share many features, there is a substantial decrease
in intensity at the center indicating a strong tendency to avoid
having both tilting angles equal to zero. In summary, Figure 5a
shows that on the 2 ps timescale, most octahedra have multiple
large nonzero tilts, and the excitations of different tilting mode
directions are coupled.
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This behavior has been presented close to the tetragonal tran-
sition temperature. Similar analysis at higher temperatures re-
vealed that multimodality in the 2D and 3D joint tilt distributions
persist for many tens of kelvin above the transition temperature,
as shown in the Supporting Information. In particular, even at
600K (77 K above the transition temperature of this potential)
there is still a strong tendency to avoid having all three tilting
angles equal to zero, clearly demonstrating that local structure of
lower symmetry is present even deep into the cubic phase.

Finally, one can visualize this behavior. This has been done
by taking frames from the simulations used in the above analy-
sis and coloring the octahedra according to a particular angle of
tilt. To visually appreciate the size and shape of homogeneous re-
gions, it is necessary to apply a mask to the tilting angles. This
is because a homogeneous region of correlated 𝜃x in the cubic
phase exhibits anti-phase correlation in two axes, and in-phase
correlation in the third. More precisely, we can see from Figure 4a
that the correlations have the same parity pattern as the aver-
age structure in the tetragonal phase. In Glazer notation, this is
a0a0c+. Therefore, we can apply the following operation to 𝜃x such
that homogeneous regions with the tilting pattern of the tetrago-
nal phase are rendered the same color:

𝜃x(t; nx, ny, nz) → (−1)ny (−1)nz𝜃x(t; nx, ny, nz) (5)

A similar operation can be done to the other tilting directions:

𝜃y(t; nx, ny, nz) → (−1)nx (−1)nz𝜃y(t; nx, ny, nz)

𝜃z(t; nx, ny, nz) → (−1)nx (−1)ny𝜃z(t; nx, ny, nz)
(6)

A single frame of the trajectory, after performing time averag-
ing over 2 ps, has been processed in this way and is shown in
Figure 5b. The three subplots correspond to coloring the octahe-
dra according to the x-, y- and z-tilts respectively.

There is a clear planar structure in the patterns for each tilt-
ing direction. The normal of the planes is aligned with the tilting
direction, as suggested by the spatial correlation functions. One
can also see that areas which are largely homogeneous with large
tilting angle when looking at one tilting direction intersect with
equivalent regions in other plots. The tilted regions form and
overlap with one another—in the same place, at the same time.
Supplementary video 1 shows these visualizations over 400 ps of
simulation time. When making the same visualizations without
the time averaging, a similar planar structure is observed.

On this basis of these results, interpreting the cubic phase as
a dynamic average of the tetragonal phase is difficult. The pla-
nar structures do share the correct tilting pattern, however, they
form together, with different orientations, overlapping one an-
other. In fact, the formation of these regions is coupled and they
are slightly more likely to form together, rather than being mutu-
ally exclusive. This leads to a local structure which is not charac-
teristic of a specific orientation of the tetragonal phase. Instead,
most regions appear to be at the intersection of multiple planes
of correlated tilts, and thus have an even lower local symmetry.
In summary, the answer to the question “is the cubic phase a dy-
namic average of the lower symmetry phases?” is more nuanced.
The local tilting patterns in the cubic phase share the pattern of

the tetragonal, but different orientations are superimposed at the
same point in space and time.

2.5. Nature of the Tetragonal Phase

The same analysis can be applied to the tetragonal phase, as
shown in Figure 6. Here, the z-direction tilt is globally locked.
Therefore even though the structure is not isotropic, only the heat
map of the two disordered tilting angles is shown. Qualitatively
different behavior is found, in that the tilting heat maps for both
the instantaneous and time-averaged data show excellent agree-
ment between the measured and the predicted data given inde-
pendent variables. Correlated planes in the tetragonal phase can
robustly be viewed as uncoupled, non-interacting excitations on
both timescales. Furthermore, the time averaged picture shows
almost no splitting of the maximum. The same results are found
at higher temperatures within the tetragonal range. It can be
noted that the unimodal distributions of 𝜃x and 𝜃y are compat-
ible with the non-zero anti-phase spatial correlations seen in the
top two rows of figure 4a at 480 K. This is because even if the
modal tilting value is zero, one can still ask whether neighboring
tilts are typically the same direction or opposite. The octahedra
with zero tilt simply contribute zero to this expectation.

An equivalent visualization is also shown. A different filter is
applied to the tilting angles, since the dynamic correlations in
this phase share the tilting pattern of the orthorhombic material,
with anti-phase out-of-plane correlation (as in Figure 4). Homo-
geneous regions are therefore rendered the same colour by the
following mapping:

𝜃x(t; nx, ny, nz) → (−1)nx (−1)ny (−1)nz𝜃x(t; nx, ny, nz)

𝜃y(t; nx, ny, nz) → (−1)nx (−1)ny (−1)nz𝜃y(t; nx, ny, nz)
(7)

Again, one can see the planar correlation in local tilting in the
two disordered tilts. Video S2 (Supporting Information) shows
these visualizations over the full trajectory.

The local structure of the tetragonal phase is, again, difficult
to interpret in terms of local symmetry broken domains. While
each tilting angle exhibits planar correlated structures, with the
3D tilting pattern of the orthorhombic material, the dynamics of
the two disordered tilting angles are independent. The local struc-
ture is a superposition of these separate excitations.

3. Conclusions

Extensive large simulations using an accurate machine-learned
interatomic potential have been used to study the local struc-
ture of CsPbI3. Our study confirms that the local structure in
the halide perovskite is dynamic in both space and time. We
have shown through temporal averaging of the octahedral tilts
that a double well behavior can still be found in the cubic phase.
The timescale associated with the hopping motion is in the 5–10
ps range.

Analysis of the spatial autocorrelation function has revealed a
planar correlation structure in the tetragonal and cubic phases.
Furthermore, the local transient regions in these phases show a
3D tilting pattern which matches that of the Glazer tilting pattern
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Figure 6. Nature of the tetragonal phase of CsPbI3. a) Heat maps of the x- and y-direction tilts in the tetragonal phase at 450 K. The scale (count) is
arbitrary and has been re-scaled for ease of interpretation. b) Visualization of the time averaged tilting structure. In each plot, the lead atoms are drawn
with the color corresponding to one of the three tilting angles. Visualizations were produced using Ovito.

next lower temperature phase. Visualizations reveal that these
correlations do indeed correspond to large planar regions of simi-
larly tilted octahedra. Analysis of the joint distribution of tilts then
reveals that these planar regions instantaneously appear to be un-
coupled excitations. On the other hand, when removing higher
frequency oscillations through the same time averaging proce-
dure, one finds some correlation in these features. In the cubic
phase, the structure is composed of dynamic, preferentially over-
lapping 2D tilted regions. In the tetragonal phase, the behavior is
qualitatively different, with the planar tilting excitations being in-
dependent both instantaneously and on longer timescales. Ques-
tions remain about how specific this behavior is to CsPbI3 and we
hope this will be investigated in the future.

The accuracy and efficiency of modern machine learning po-
tentials have made this work possible. Due to the large correlation
lengths and long timescales, these simulations would have been
impossible using first-principles methods. At the same time, em-
pirical force fields that perform well for organic systems are
unable to quantitatively describe the nature of systems such as
this inorganic perovskite. Systematically convergable machine
learning frameworks such as the atomic cluster expansion are
therefore creating new avenues of potential research in materials
science.

4. Experimental Section
Atomic Cluster Expansion: The machine learning model in this work

was based on the Atomic Cluster Expansion (ACE) framework.[33,39,40]

A julia implementation of the descriptor and fitting process was used
and production simulations were performed using the Performant ACE
evaluator[41] in the Large-scale Atomic/Molecular Massively Parallel Sim-

ulator (LAMMPS).[42] The ACE1 julia code is under development at https:
//github.com/ACEsuit/ACE1.jl , and the exact version of ACE1 used in
this project, including the modifications described below, can be found
at https://github.com/WillBaldwin0/ACE1.jl/tree/ortho-specdep-pairpot.

ACE models allowed for a body-ordered expansion of the potential en-
ergy surface (PES) and the model presented in this work used four body de-
scriptors.

Two-Body Radial Basis Functions: In this project, additional work was
put into designing ACE models that robustly predicted strong interatomic
repulsion at close approaches. In an ACE model, the distance between a
pair of atoms was described by a set of radial basis functions.[39] In the
ACE1 Julia implementation, this radial basis was defined as set of poly-
nomials pn(x) that were orthogonal with respect to a weighting function
w(x):

𝛿nm = ∫
rcut

0
pn(r)pm(r)w(r)dr (8)

It was also possible to first transform the radial coordinate by a function
f, so that p(r)→ p(f(r)), in order to provide more radial resolution at certain
distances.[43] For this project, a special choice was made for the weighting
function w(r) to encourage strong interatomic repulsion between atoms,
even at distances much smaller than those seen in the training set. The
weighting function w(r) was constant beyond the typical nearest neigh-
bor distance, but below this, it was shaped to approximately match the
species dependent radial distribution function of the training set. The in-
tuition behind this choice was that the weighting function is related to the
regularization of the potential energy landscape through the L2 regular-
ization of the fitting procedure. If w(r) is relatively large in some interval
r ∈ [a, b], the resulting potential energy landscape is heavily regularized
in this region. By choosing w(r) to match the radial distribution function,
the potential energy landscape gradually becomes less regularized as the
data becomes less frequent at small interatomic separations. This allows
PES to be larger and have high curvature at small separations. This proce-
dure was useful to ensure stable dynamics, but the shape of the weighting
function did not affect the accuracy of the model.

Small 2023, 2303565 © 2023 The Authors. Small published by Wiley-VCH GmbH2303565 (8 of 10)

 16136829, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202303565 by U
niversita D

i C
agliari B

iblioteca C
entrale D

ella, W
iley O

nline L
ibrary on [22/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.small-journal.com

Bayesian Regression and Active Learning: As originally described by
Drautz,[39] the atomic cluster expansion was used to construct a linear
model of the PES. The coefficients were subsequently fitted using Bayesian
linear regression. The Bayesian linear regression algorithm returned the
fitted parameters—which can be interpreted as the mean of the posterior
distribution over the parameters—and a covariance matrix encoding the
uncertainty in the solution. This covariance matrix could be used to infer
an uncertainty in a future prediction. In practice, this was done by drawing
a small number samples from the posterior parameter distribution, and
constructing an ensemble of models.

The training procedure in this study involved two steps. First, the Hyper
Active Learning (HAL) Bayesian active learning framework[44] was used to
produce a model that was able to simulate the material over long time
scales, with usable accuracy. A summary of the HAL procedure is as fol-
lows:

1) Generate a small initial database of training configurations labeled
with DFT, for instance by perturbing an equilibrium structure.

2) Fit an ACE model to this database using Bayesian linear regression.
3) Run a molecular dynamics simulation using the ACE model, tracking

the predicted uncertainty at each simulation step (see above). The dy-
namics is propagated based on a weighted sum of the potential en-
ergy, and a term representing the uncertainty of the models prediction.
Hence, the dynamics is driven to areas in configuration space with a
higher model uncertainty.[44]

4) If the predicted uncertainty exceeds some predetermined threshold,
stop the simulation and perform the reference calculation on the cur-
rent configuration.

5) Add this labeled configuration to the dataset, retrain the model, and
restart the simulation.

Once HAL had been used to create a stable model for the system, the
resulting model was used to sample 214 configurations from a range of
temperatures representative of the four phases of interest, which made up
the final dataset. This included configurations of up to 160 atoms, sampled
from both constant pressure and constant volume simulations.

Reference Data: All density functional theory calculations were per-
formed using the FHI-aims DFT code at the LDA level of theory.[45] A k-
point density of 16 Å−1 was used, and “tight” basis set and integration
grids were used throughout.

Simulation Parameters: Unless otherwise stated, all production sim-
ulations were performed in the constant pressure, constant temperature
ensemble using a simulation cell of 69 120 atoms, corresponding to 243

pseudo cubic unit cells. The timestep was 4 fs. Statistics were collected by
starting from the expected structure at the target temperature (obtained
by sampling from slow cooling simulations) and equilibrating for 1 ns. A
further nanosecond was then sampled every 200 fs.

MYP Force Field Parameters: CsPbI3 parameters correspond to Ref.
[23] but for a 7% increase of the Cs-I Buckingham prefactor, here set to
150 000 kcal mol−1, in order to better reproduce the experimental transi-
tion temperatures.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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