
An Initial Investigation of Mental Well-being Monitoring through
Personal Healthcare Devices

Silvia M. Massa∗
Eleonora Porcu∗
Daniele Riboni∗

silviam.massa@unica.it
e.porcu29@studenti.unica.it

riboni@unica.it
Department of Mathematics and Computer Science, University of Cagliari

Cagliari, Italy

ABSTRACT
Smart sensory devices, such as smart watches, scales, and blood
pressure gauges, are increasingly adopted by individuals aiming
to improve their health and fitness. Those devices gather exten-
sive data about cardiovascular parameters, physical activities, sleep
quality, and behavior. Thanks to data analytics and artificial intel-
ligence algorithms, they provide insights into the health status of
individuals. Derived data is used to support self-care interventions
and to provide practitioners with additional health information
acquired on a continuous basis. However, most of the current solu-
tions focus on the physical dimension of health, while the mental
dimension is often neglected. In this paper, we present the initial
investigation of a system to recognize a wide range of psychologi-
cal parameters, including behavioral inhibition/activation, anxiety,
and stress, leveraging data acquired from personal healthcare de-
vices. We experimented with the application of different supervised
learning algorithms on features extracted from heart, sleep, and
inertial sensor data acquired from a cohort of 21 individuals over
24 hours each. Our preliminary findings suggest that our method
may yield promising outcomes in recognizing different aspects of
mental well-being. However, due to the limited size of the used
dataset, a more comprehensive experimental evaluation, with a
broader number of participants and carried out over an extended
monitoring period, is imperative to substantiate the results.
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1 INTRODUCTION
As emphasized by the World Health Organization, mental well-
being is a fundamental factor of overall health, enabling individuals
to harness their potential in learning, working, and fully realizing
their abilities [10]. Numerous factors intertwine to influence mental
well-being, including psychological and biological factors, social
relationships, and exposure to particular environmental circum-
stances. In this regard, multiple studies have underscored a notable
surge in the prevalence of psychological disorders, such as anxiety,
stress, and depression, both during and following the COVID-19
outbreak, along with its consequential societal impacts [7–9]. Thus,
there is an urgent need to devise effective measures for early de-
tection of psychological issues and prompt intervention. Digital
mental health tools [16], including mental health apps, have demon-
strated moderate effectiveness in addressing various mental health
conditions, notably anxiety and depression [15]. However, users
often fail to sustain long-term engagement with mental well-being
apps. Additionally, these apps frequently lack tools for objectively
measuring shifts in the user’s psychological well-being.

Nowadays, personal healthcare devices, such as smartwatches,
smart scales, and other sensorized devices, are increasingly adopted
by people to track various aspects of their physical health and well-
being [3, 6, 12]. In this work, we explore the integration of similar
technologies into a comprehensive framework for supporting men-
tal health. By leveraging data from personal healthcare devices,
users can be provided with a comprehensive understanding of how
their daily activities, behaviors, and health-related data impact their
mental well-being. This integration could not only promote sus-
tained engagement withmental health interventions but also enable
users to track their progress more effectively. Moreover, therapists
may exploit additional data to enhance their services and provide
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personalized support to their patients for tailoring interventions to
their individual needs.

In this paper, we illustrate our system architecture, the proposed
algorithms, and the experimental evaluation carried out with a
real-world dataset. We designed algorithms for preprocessing data
acquired from personal healthcare devices, extracting statistical fea-
tures, and training machine learning regressors for automatically
assessing different kinds of psychological parameters, including
behavioral inhibition/activation, stress, and anxiety. We considered
data about sleep patterns (including sleep duration, interruptions,
and fragmentation), heart rate, and physical activity. According to
Papa et al. [11], sensor intrusiveness and comfort have a signifi-
cant impact on perceived usefulness and ease of use. Among the
most commonly used sensors, cameras, smartphones, and wearable
sensors [4] are often perceived as intrusive and uncomfortable. For
this reason, we decided to rely on unobtrusive smartwatches and
sleep monitors. To evaluate our method, we conducted experiments
using a public dataset acquired from a cohort of 21 individuals. Each
individual was continuously monitored for 24 hours and was asked
to fill out several questionnaires to evaluate different psychological
aspects. The goal of our experiments was to investigate the feasibil-
ity of predicting psychological questionnaire scores based on the
data acquired from personal healthcare devices.

We assessed the accuracy of our algorithms by evaluating the
mean average error (MAE); i.e., the average absolute difference
between the predicted and the actual scores. We observe that the
MAE is relatively small compared to the domain of possible scores.
However, the statistical significance of our experiments is severely
limited by the small number of participants. Moreover, each subject
was monitored for 24 hours only. This time frame is insufficient for
fully capturing the intricacies of mental well-being. Indeed, mental
health indicators can exhibit substantial fluctuations over longer
durations, and a brief time frame may not offer a comprehensive
perspective. Experiments with data acquired from a larger trial
carried out for a longer time period are needed to substantiate our
results. Having access to a larger training dataset will also provide
us with the opportunity to explore more sophisticated machine
learning techniques, including deep learning models, which may be
better suited to handle the complexities inherent in psychological
aspects. Summarizing, the main contributions of this work are the
following:

• we present the main components of a system aimed at mon-
itoring psychological parameters based on sensor data ac-
quired from personal healthcare devices;

• we illustrate basic feature extraction methods and machine
learning algorithms to predict the scores of psychological
questionnaires based on sensor data;

• we present the results of a preliminary experimental evalua-
tion with a real-world dataset.

The rest of the paper is structured as follows. Section 2 illustrates
the architecture and algorithms proposed in this work, and the used
dataset. Section 3 reports our experimental evaluation. Section 4
concludes the paper, discussing the limitations of the current work,
and illustrating future research directions.

2 MATERIALS AND METHODS
In this section, we describe our system architecture, the used dataset,
and the proposed techniques.

2.1 Architecture and dataset
Figure 1 illustrates our system architecture. Users wear a smart-
watch that continuously acquires heart rate and activity data. More-
over, they use a sleep monitor to detect events like going to/going
out of bed, sleep time, awakenings, and movements during sleep.
These data are provided, on a daily basis, to our data integration
platform, which preprocesses the data to remove noise. De-noised
data are then processed to extract features of interest, as explained
in Section 2.2. The resulting feature vectors are used by a regression
algorithm to predict different psychological parameters, reported in
Section 2.3, which are communicated to the individual and his/her
therapists through different interfaces. The regression model is
trained based on a labeled dataset acquired from a group of volun-
teers.

We evaluated our methods using the MMASH dataset [13], col-
laboratively collected by BioBeats and the University of Pisa, aims
to explore the correlation between physical activities, sleep, and
psychological states. After obtaining informed consent, data were
acquired from 22 healthy male volunteers with homogeneous char-
acteristics for 24 consecutive hours each through several wearable
sensors. Acquired data include sleep duration and quality, beat-to-
beat data, triaxial wrist accelerometer data, and scores from several
questionnaires monitoring psychological and behavioral aspects.
However, the dataset does not report sleep data for participant 11.
Since sleep data are necessary for our system, we excluded partici-
pant 11 from the analysis. Hence, we conducted the experiments
with the remaining 21 participants’ data. The study was approved
by the Ethical Committee of the University of Pisa. The dataset is
available online1.

2.2 Data preprocessing and feature extraction
The extraction of representative features from sensor data is essen-
tial to improve the prediction effectiveness of an ML algorithm. In
this work, we used a sliding-window-based technique to extract
statistical features from preprocessed data. We partitioned each
volunteer’s cardiac rhythm data and physical activity data into
one-hour sliding windows. For each window, we computed the
following features.

• Mean, standard deviation, kurtosis, skew, and entropy of
the beat-to-beat intervals. According to [5], the maximum
time between two beats should be about 1 sec; however, this
value can fluctuate due to various factors. For this reason,
before calculating features, interbeat intervals with a value
greater than 3 seconds were deleted, as they were considered
measurement errors.

• The total number of steps walked.
• The mean and standard deviation of both heart rate and
movement vector magnitude.

In the case of data lack for a whole hour, the corresponding features
were filled using the average between the features of the previous

1https://physionet.org/content/mmash/1.0.0/
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Figure 1: Our system architecture

and next hour, if present in the dataset, or using the features of the
nearest hour.

We also extracted features related to sleep for the whole 24 hours,
without division into sliding windows. Specifically, we considered
these features: (i) in bed time, (ii) out of bed time, (iii) onset time,
(iv) latency (time taken to get asleep), (v) total sleep time, (vi) total
minutes in bed, (vii) efficiency (time asleep / time in bed), (viii) wake
after sleep onset, (ix) number of awakenings, (x) average awakening
length, (xi) fragmentation index, (xii) movement index, and (xiii)
sleep fragmentation index. For participant 1, we merged the two
sleep periods eliminating the waking period in the middle.

Considering that data were acquired from 9:00 of one day to 9:59
of the next day, each feature vector is built from 25 sliding windows.
The structure of the feature vectors used to predict the different
psychological conditions includes the sleep features, the features
extracted from the 24-hour sliding windows, and the ground truth
identified as explained in Section 2.3. As a consequence, every
participant in the dataset was represented by an individual feature
vector composed of 263 features plus the class label.

2.3 Ground truth on psychological parameters
The ground truth corresponds to the scores of the following psycho-
logical questionnaires. Each participant filled the DSI questionnaire
before going to sleep, while the other ones were filled at the start
of the data recording.

• The BIS/BAS questionnaire measures how individuals react
to negative events (BIS) or to attractive stimuli (BAS). BAS is
subdivided into: “drive” which describes the individual’s per-
severance in achieving goals; “fun-seeking” which is related
to impulsivity and immediate reward due to sensational stim-
uli or risky situations; and “reward responsiveness” which in-
dicates the predisposition to experience positive effects from

reward-related stimuli [2]. In the Italian version employed
for MMASH dataset acquisition, the BIS/BAS questionnaires
comprise 20 scoring items, each rated on a 5-point Likert
scale. Of these, seven items pertain to BIS (Inhibition), five
items to Reward Responsiveness, four items to Drive, and
four items to Fun-seeking dimensions.

• Daily Stress Inventory (DSI) measures an individual’s stress
level based on the frequency of stressors encountered in daily
life. It is composed of 58 items, each assessing the intensity
of a stressful event experienced during the last 24 hours. The
intensity of each stressful event is rated through a 7-point
Likert scale [1].

• STAI-Y questionnaires measure state and trait anxiety in
adult subjects. The former refers to the current perception
of anxiety in response to a temporary situation, while the
latter represents a stable tendency to experience anxiety
irrespective of current situations. Each scale consists of 20
items measuring the intensity of anxious feelings rated on a
4-point Likert scale [14].

3 EXPERIMENTAL EVALUATION
The goal of our experimentation is to evaluate the ability to au-
tomatically infer the scores of the psychological tests reported in
Section 2.3 based on the observation of sensor data acquired from
the personal healthcare devices of our platform.

We conducted our experiments using a leave-one-subject-out
cross-validation approach: we use a participant’s data for testing,
and the data of the remaining participants for training, iterating
the test on each participant. We executed those experiments using
different regression algorithms of the Weka toolkit. We report the
achieved results in terms of Mean Absolute Error (MAE). That
metric computes the average magnitude of the difference between
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Regressor Inhibition Reward responsiveness Drive Fun-seeking
(min 7 - max 35) (min 5 - max 25) (min 4 - max 20) (min 4 - max 20)

Decision Table 2.71 2.81 1.74 3.36
Gaussian Processes 3.13 2.68 1.59 2.76
Linear Regression 3.12 2.51 1.71 2.75
M5 Rules 3.03 2.26 2.36 2.80
Random Forest 2.52 2.27 1.66 2.86
Random Tree 2.90 3.76 2.19 4.43
Simple Linear Regr. 2.41 1.90 2.35 3.46
SVM Regression 3.17 3.04 1.60 2.64

Table 1: Mean Absolute Error (MAE) across regression algorithms applied to BIS/BAS questionnaires. For each scale, we report
the minimum and maximum score. We highlight in bold the MAE of the algorithms that achieved the best results for each
scale.

Regressor DSI STAI-Y State STAI-Y Trait
(min 0 - max 406) (min 20 - max 80) (min 20 - max 80)

Decision Table 13.79 7.75 5.42
Gaussian Processes 10.23 8.01 5.95
Linear Regression 11.14 8.86 5.80
M5 Rules 16.56 9.12 6.84
Random Forest 12.38 7.33 4.34
Random Tree 20.43 13.95 6.45
Simple Linear Regression 9.35 7.22 5.20
SVM Regression 9.92 8.02 6.43

Table 2: Mean Absolute Error (MAE) across regression algorithms applied to stress (DSI) and anxiety (STAI-Y) questionnaires.
For each scale, we report the minimum and maximum score. We highlight in bold the MAE of the algorithms that achieved the
best results for each scale.

the actual score and the score predicted by the regression algorithm
based on the feature vectors reported in Section 2.2.

Table 1 shows the results obtainedwith the recognition of BIS/BAS
questionnaire scores. The table reports the four dimensions consid-
ered by BIS/BAS, together with their respective possible minimum
and maximum scores. Among the tested algorithms, Simple Lin-
ear Regression obtained the best results for Inhibition and Reward
responsiveness, while Gaussian Processes and Support Vector Ma-
chines (SVM) regressors obtained the best results for Drive and
Fun-seeking dimensions, respectively. The Random Forest regressor
obtained results close to the ones achieved by the best regressors
in the recognition of all BIS/BAS scores.

In Table 2, we report the results obtained in the recognition of
stress-related (DSI) and anxiety-related (STAI-Y) questionnaires. For
DSI, we obtained the best results using Simple Linear Regression,
which achieved the best results also in the recognition of STAI-Y
State anxiety score. In the recognition of the STAI-Y Trait anxiety
score, the algorithm achieving the best result was the Random
Forest regressor. Moreover, the former obtained results very close
to the ones achieved by the best regressors in the recognition of
STAI-Y State anxiety score.

To the best of our knowledge, this is the first work that inves-
tigates the prediction of BIS/BAS, DSI, and STAI-Y psychological
scores based on the observation of sensor data acquired from per-
sonal healthcare devices. Hence, a direct comparison with previous

approaches is unfeasible. To further verify the performance of our
models and compare the results on the different psychological as-
pects, we can rely on the normalizedMAE (NMAE), which considers
not only the average prediction error but also the range of possi-
ble ground truth values. To this aim, we divided the best result
achieved for each psychological parameter, which is highlighted
in bold in Table 1 and Table 2, by the corresponding value range
(max-min). The NMAE value can vary between 0 and 1, where 0
indicates that the value is predicted without any errors, and 1 indi-
cates the opposite. The NMAE with the lowest value was obtained
on the prediction of the DSI scores (0.023), while the highest NMAE
was obtained on Fun-seeking (0.165). Except for Fun-seeking and
STAI-Y State, all other psychological states were detected with an
NMAE of less than 0.1, which is a relatively small value.

4 CONCLUSION, LIMITATIONS, AND FUTURE
WORK

Continuous monitoring of mental well-being can enhance treat-
ment outcomes and improve overall health. In this paper, we pre-
sented an initial investigation of the basic components of a per-
vasive system monitoring various psychological aspects based on
healthcare device data and machine learning algorithms. While
preliminary experimentation indicated promising outcomes, this
study is subject to different limitations. The significance of the
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experimental evaluation is limited by the small number of par-
ticipants, and by the short monitoring period. Hence, additional
experiments with data acquired from a larger trial are needed to
substantiate the results. Moreover, due to the limited size of the
training set, we were unable to explore deep learning algorithms,
which seem better suited to predict complex psychological condi-
tions than the basic regression algorithms employed in this work.
Several research directions should be investigated in the future.
We believe that integrating additional devices would allow us to
increase the accuracy of the system through the extraction of more
expressive features. We also intend to investigate feature selection
techniques and collaborate with mental health professionals to
investigate the monitoring of additional psychological conditions.
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