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ABSTRACT

When performing the numerical integration of multibody systems (MBS) dynamics,
the analyst can choose from a wide variety of methods and implementations. Select-
ing the most appropriate option for a particular application is not a straightforward
task; as a consequence, several benchmark examples have been formulated by the
MBS research community with the intent to assess the accuracy and performance of
different solution methods when applied to certain kinds of mechanical problems.
This paper introduces a variation of the slider-crank mechanism, already employed
as benchmark problem in the MBS literature, intended to evaluate the performance
of variable-step MBS algorithms. Three cases, featuring singular configurations and
variable-frequency external actions, were defined. The example is used to illustrate
some necessary elements in the definition of a benchmark problem and in the process
of comparing different solution methods, as well as difficulties that can arise during
this task. The proposed example was used to evaluate the behaviour of a variable-step
index-3 augmented Lagrangian algorithm with velocity and acceleration projections,
as well as other well-known solution methods.

Keywords: Benchmark problems, Numerical integration, Efficient Methods, Singular
configurations.

1 INTRODUCTION
A considerable number of methods and algorithms for the simulation and analysis of Multibody
System (MBS) Dynamics have been proposed since the early developments in this area were first
published [1, 2]. The performance of each approach depends on the characteristics of the prob-
lems to which it is applied, and so methods that are effective in the simulation of a certain type
of mechanical system may be inefficient when applied to mechanisms with a different topology or
subjected to other kinds of physical phenomena. Fully recursive methods [3], for instance, may
become ineffective in the solution of heavily constrained multibody systems; mechanisms that fea-
ture redundant constraints or singular configurations pose a problem for solution algorithms that
expect the Jacobian matrix of the constraints to have a full row rank throughout the motion [4, 5].
Moreover, implementation techniques, third-party software libraries, e.g., for the linear algebra
routines required by most MBS codes, and the hardware platform used to execute the code, as
well as the interaction between them, have a critical impact on the time elapsed in computations
[6, 7]. For these reasons, selecting an appropriate MBS formalism for its application to a partic-
ular problem may prove challenging in some cases, particularly when efficiency constraints are
imposed as a requirement.

Benchmark problems represent a useful tool to evaluate the accuracy and efficiency of MBS codes,
as well as their ability to handle particular kinds of problems. Ideally, benchmarks should be sim-
ple enough to enable their exact reproduction by any researcher or team interested in using them.
At the same time, they must be nontrivial problems that provide interesting information about some
aspect of the behaviour of the solution method [8]. In recent years, several initiatives have been put
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forward by MBS researchers to propose meaningful test problems that can be generally accepted
as benchmarks by the community. The IFToMM Library of Computational Benchmark Problems
[9] is a well-known collection of such examples, which includes test problems for forward- and
inverse-dynamics, as well as linearization. These examples illustrate the performance of MBS for-
mulations and implementations when dealing with complex issues such as redundant constraints,
singular configurations, stiff problems, and contacts, to mention just a few. Another instance of
collection of benchmark problems can be found in [10], which puts forward a series of cases for
the validation of flexible multibody dynamics algorithms. Benchmark problems for contact dy-
namics were introduced in [11]. In the case of MBS dynamics, benchmarking is not limited to
the algorithms for the integration of the equations of motion, but has also been extended to appli-
cations in which the multibody part is a necessary component, like estimators based on Kalman
filters [12]. Benchmark problems for particular applications of MBS dynamics can be found in the
areas of railway vehicles [13] and co-simulation [14].

Variable step-size integration methods are frequently used in MBS dynamics applications. These
algorithms adapt the step-size of the integration formula to the time-scale of the dynamics of the
problem under study with the goal of reducing the time elapsed in computations. In some cases,
the step-size control solution is combined with the MBS formulation used to handle the equations
of motion, e.g., [15]. This paper introduces a variation of the well-known slider-crank benchmark
problem particularly geared towards the assessment of variable step-size integration methods. Two
new versions of the linkage were defined, with and without singular configurations. Both were
subjected to the action of a force that varied over time, to prevent a periodic system motion.

A particular goal of the present paper is to assess the ability of the variable-step index-3 aug-
mented Lagrangian algorithm with velocity and acceleration projections, introduced in [15], to
take advantage of step-size adjustment during motion to deliver more accurate and efficient sim-
ulation results. Other formulations and integration formulas were used as well to evaluate the
ability of the proposed example to be used in the assessment of variable-step integrators. Results
showed that the combination of singular configurations and externally applied forces with variable
frequency made the proposed example a challenging problem for most solution methods.

2 METHODS
There exist three components that should always be present in the definition of a benchmark prob-
lem for MBS dynamics algorithms:

• A definition of the problem to be solved. This must include the specification of the properties
and initial state of the mechanical system, as well as information about the manoeuvre to be
simulated, such as duration in time and input forces and torques.

• A reference solution which, for the purposes of benchmarking, can be considered correct.
This reference solution may be obtained from experimental results, an analytical solution of
the problem at hand, or upon convergence of several simulation processes.

• Appropriate error metrics and comparison criteria. These enable the assessment of the solu-
tions obtained with different simulation methods [16].

Moreover, other optional components can be added too, such as reference implementations of the
simulation code or data structures to enable the efficient collection and processing of simulation
results.

In order to be useful, benchmark examples should be clearly defined problems that are easy to
replicate. They should also represent nontrivial scenarios, which are meaningful or challenging
in at least one respect. Ideally, they should also be representative of a wider class of systems.
For instance, a slider-crank that undergoes singular configurations can be defined in a straightfor-
ward way with a reduced set of kinematic and kinetic parameters. In spite of being a relatively
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simple mechanical system, it poses a problem for simulation algorithms that cannot deal with rank-
deficient Jacobian matrices; even some solution methods that can handle them need to be carefully
adjusted to deliver correct results [5], as is the case of augmented Lagrangian algorithms. Results
obtained with this linkage can then be used to assess the general ability of solution methods to
carry out the simulation of systems with singularities.

In some cases, it is possible to find an analytical solution for the motion of simple mechanical
systems. Generally, this is not the case. In benchmark problems that do not represent a physi-
cal system, for which experimental results are not available, physical magnitudes can be used as
indicators instead. For instance, the variation of the mechanical energy can be used to quantify
the accuracy of a given simulation method if the benchmark problem represents a conservative
system. These indicators should be used with precaution, as a precise energy conservation does
not necessarily guarantee the correctness of the obtained results. Arriving at a reference solution
through the convergence of several simulation methods is advisable when analytical and experi-
mental solutions are not available.

Error metrics and criteria are also an important component of a benchmark problem. First, it
is necessary to select the variables that will be selected to evaluate the accuracy of a solution.
These may include kinematic variables, such as positions, velocities, and accelerations, or kinetic
magnitudes like forces or energies. Usually n variables of interest can be selected and will suffice
to measure the precision of the results. It is also necessary to specify at what points in time these
variables will be evaluated. When using fixed-step integrators this is relatively simple, as data can
be gathered regularly during the simulation. With variable-step simulators usually interpolation
methods have to be used. Second, a metric to quantify the deviation of the results obtained with a
particular method with respect to the reference solution is necessary. The local error at time point
ti for variable y j can be evaluated as

ε j (ti) = y j (ti)− yref
j (ti) (1)

where yref
j denotes the value that corresponds to the reference solution. Relative definitions of the

error can be used too [16]. Absolute errors, however, show a better behaviour when the variables
of interest approach zero. The total error of a simulation can be calculated as

εT =

√
1
n

n

∑
j=1

w j

m

m

∑
i=1

(ε j (ti))
2 (2)

where m is the total number of time points collected during the simulation and w j is a weight factor
that represents the contribution of variable j to the total error. Factor w j can also be used to make
errors dimensionless, so that variables with different units can be added together in a single error
indicator. Besides the total error in (2), it is also possible to select other indicators, such as the
maximum or minimum absolute error for a single variable or group of variables.

The existence of a metric like the one in (2) makes it possible to establish a validity criterion that
determines whether a simulation is accurate enough or not. A criterion like this is particularly
important if the benchmark problem is to be used to compare several solution approaches in terms
of efficiency, because that comparison should be carried out requesting the same accuracy level
from every method.

Finally, comparison criteria can be defined to quantify the differences between the different solu-
tion methods. The elapsed time in computations is a commonly used criterion to rank algorithms
and implementations, but other metrics, such as energy balances and satisfaction of kinematic
constraints can be used too [17].

2.1 Problem description
The benchmark problem used in this paper is a variation of the well-known slider-crank linkage,
already included in the IFToMM benchmark library [9] and shown in Fig. 1. This planar mechan-
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ical system is composed of two rods, links 1 and 2, with uniformly distributed mass m1 and m2
and length L1 and L2, respectively. The slider, link 3, has mass m3 and moves without friction
along the x axis. The mechanism moves under gravity effects with g = 9.81 m/s2 acting along the
negative y axis. The system has one degree of freedom; at time t = 0, rod 1 is at an angle θ1,0 with
respect to the x axis and the velocity of point Q is ẋQ,0. A horizontal external force f acts on point
Q during motion.

O

P

Q

x

y

θ1 f

g

1 2

3

Figure 1. Slider-crank mechanism used as benchmark problem.

Three simulation cases are considered as shown in Table 1, which details the values of the physical
parameters of the system, its initial state, and the externally applied actions.

Table 1. Simulation cases

Case L1 L2 m1 m2 m3 IG,1 IG,2 θ1,0 ẋQ,0 f

(m) (m) (kg) (kg) (kg) (kgm2) (kgm2) (rad) (m/s) (N)

1 1 1 1 1 0 1/12 1/12 π/4 -4 0

2 3 6 1.5 3 0.25 9/8 9 0 0 100sin(πt)

3 1 1 1 1 0 1/12 1/12 π/4 0 100sin(πt)

Case 1 corresponds to the slider-crank benchmark problem in [9]. In this case, rods 1 and 2 have
the same length (L1 = L2) and this causes the linkage to pass through a singular configuration when
θ1 = ±π/2, i.e., when both rods are aligned on the y axis. From here the linkage can continue
its motion either as a slider-crank mechanism or as a pendulum with point Q motionless at the
location of point O. The slider is massless and the externally applied force f in this case is zero
during motion.

In case 2, rods 1 and 2 have different lengths and so the linkage motion is not affected by singular
configurations. The externally applied force follows now a sinusoidal expression whose frequency
increases with time, f = 100sin(πt). The introduction of this force gives rise to numerical dif-
ficulties in the solution of the problem. The system ceases to be conservative and its motion is
no longer periodic. Moreover, the extreme positions of the motion, reached when both rods are
aligned on the x axis and, thus, with the external force f , become challenging from the point of
view of numerical simulation. There, depending on the value of the force f and the accuracy of
the integration process, the motion can continue following one of two possible branches, namely
those that correspond to θ̇1 > 0 and to θ̇1 < 0.

Case 3 uses the same physical parameters as case 1, but the externally applied force f now fol-
lows the sinusoidal expression from case 2. The resulting problem is subjected to both singular
configurations and numerical difficulties at the extreme points of the motion.
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2.1.1 Variables of interest and metrics
The mechanical system under study has one degree of freedom and a single variable should be
enough to keep track of its motion. However, in cases 1 and 3 singular configurations exist and
these give rise to the existence of two branches of motion. For this reason, two variables will be
monitored and used to evaluate the error in Eq. (2): angle θ1 between link 1 and the x axis, and the
x coordinate of point Q on the slider.

The sampling interval for error evaluation was set to 10 ms; a total simulation length of 10 s
was used in cases 1 and 2, whereas this duration was reduced to 5 s for case 3. The total errors
associated with variables θ1 and xQ were aggregated into a single error indicator using Eq. (2)
using weights wθ = 1 rad−2 and wxQ = 1 m−2, intended to make the final metric dimensionless.
Case 1 is a conservative system, and so the total mechanical energy was used there as additional
metric.

When using variable step-size integrators, the variables of interest are usually not evaluated exactly
at the sampling points. This also happens when constant integration steps are used, but they are
not exact dividers of the sampling interval. In these cases, data need to be interpolated; a linear
polynomial interpolation has been used here to determine the necessary values.

Two levels of accuracy have been established for the defined cases. In case 1, a high-precision sim-
ulation corresponds to a maximum admissible total error εT = 2 ·10−4. This is roughly equivalent
to the energy criterion set in the IFToMM benchmark, which accepted simulations with maximum
energy errors below 0.001 J. The admissibility threshold for low-precision simulation in this case
was increased up to εT = 2 ·10−3. However, different precision requirements can be specified for
the three cases; the selected thresholds are shown in Table 2.

Table 2. Maximum admissible errors for each simulation case

Case High-precision εT Low-precision εT

1 2 ·10−4 2 ·10−3

2 5 ·10−3 5 ·10−2

3 1 ·10−2 1 ·10−1

The selection of the threshold depends on factors like the time scale of the dynamics and the
difficulty of the problem.

2.2 Solution methods
Several solution methods were used to carry out the forward-dynamics simulation of the bench-
mark example. Their main characteristics are summarized on Table 3. Unless otherwise specified,
MATLAB implementations were used to perform the simulation.

The first method (AL) uses the index-1 augmented Lagrangian algorithm with position and veloc-
ity projections presented in [18], integrated with the trapezoidal rule (TR) in fixed-point iteration
form. Method ALi3p stands for the index-3 augmented Lagrangian algorithm with projections of
velocities and accelerations [19, 20]. Algorithm ALi3pvs is the variable-step version of ALi3p
introduced in [15]. These three methods described the benchmark problem using a set of 18 nat-
ural coordinates [1] subjected to 18 redundant kinematic constraints. Besides, methods mAL and
mNS were also assessed, in which MATLAB ode45 integration formula is used. The first one uses
a stabilized augmented Lagrangian algorithm, while the second adopts a null-space formulation
similar to the one in [21]. These methods described the system with Cartesian variables, namely
the x and y coordinates of the centre of mass of each body, and impose on them 11 independent
constraint equations. In cases 1 and 3, the Jacobian matrix of these constraints loses rank and, as
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Table 3. Summary of the methods employed to solve the slider-crank benchmark problem

Method Coordinates Constraints Integrator Step-size

AL 18 natural, 3D 18 redundant TR fixed

ALi3p 18 natural, 3D 18 redundant TR fixed

ALi3pvs 18 natural, 3D 18 redundant TR variable

mAL 12 Cartesian, 2D 11 independent ode45 variable

mNS 12 Cartesian, 2D 11 independent ode45 variable

mAL-ode4 12 Cartesian, 2D 11 independent ode4 fixed

mNS-ode4 12 Cartesian, 2D 11 independent ode4 fixed

expected, the mNS method was unable to successfully complete the simulation. For the purpose of
comparing fixed- and variable-step integrators, methods mAL and mNS were also combined with
a fourth order, fixed-step Runge-Kutta integration formula, denoted in the text as ode4.

2.3 Reference solution
Reference solutions for each case were obtained by convergence of the different methods sum-
marized in Section 2.2. An additional simulation with a Simscape model of the mechanism was
also included in this process, intended to confirm the results obtained by the authors by means
of third-party software. Figures 2 and 3 show the slider displacement xQ that correspond to the
reference solutions of cases 1 and 2. Upon convergence, the differences in the monitored variables
across the solutions delivered by the methods remained below 2.5 ·10−4 m for xQ and 2 ·10−4 rad
for θ1 at every sampling point. For case 1, the error in mechanical energy of the reference solution
was lower than 2 ·10−6 J.

0 1 2 3 4 5 6 7 8 9 10
−3

−2

−1

0

1

2

3

Time (s)

x Q
[m

]

xQ

Figure 2. Reference solution: displacement xQ of the slider in case 1.

Obtaining a reference solution in case 3 became more complicated. Figure 4 displays the slider
displacement delivered by different solution methods in this case; these results show that it was
not possible to achieve convergence during the last seconds of the motion, even with very stringent
simulation conditions. The system dynamics becomes chaotic due to the combination of singular
configurations and the applied force f . Under these circumstances, using a 10 s-simulation as
benchmark would not convey interesting information regarding the capability of the methods to
deliver accurate solutions. For these reasons, the total duration of this numerical experiment was
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Figure 3. Reference solution: displacement xQ of the slider in case 2.

shortened to 5 s. Even with this reduced duration, it was not possible to decrease the maximum
differences between solutions at convergence below 7 ·10−3 m for xQ and 10−2 rad for θ1.
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Figure 4. Displacement xQ of the slider in case 3 obtained with different solution methods.

3 RESULTS
The benchmark scenarios defined in Section 2 were used to evaluate and compare the performance
of the simulation solutions in Table 3. The computations were performed on an Intel Core i7-
7700HQ at 2.80 GHz with 16 GB of RAM, running Windows 64-bit and Matlab R2020b.

In the case of the constant-step AL and ALi3p formulations, the integration step-size h was found
to be the parameter that had the greatest impact on the efficiency and accuracy of the simulation.
Both were able to deal with singular configurations in cases 1 and 3. For the low precision case,
both methods delivered comparable results in terms of efficiency. For high precision, the ALi3p
method was clearly superior; in case 2 the AL solver was unable to meet the required error thresh-
old. It must be noted that the formulation parameters were the same in all simulation cases, with
the notable exception that case 3 required the use of a higher penalty factor in the ALi3p solution
(α = 1015 instead of α = 1012 used in the other two cases). The results delivered by ALi3p were
used next for comparison with those delivered by its variable-step counterpart. A summary of the
results of the most efficient simulations for high and low precision levels is shown in Table 4. The
elapsed time corresponds to the average of three runs of each scenario.

For the variable-step ALi3pVS method, attaining the levels of accuracy specified in Table 2 de-
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Table 4. Best results obtained with the ALi3p solver

High precision Low precision

εT Elapsed (s) h (ms) εT Elapsed (s) h (ms)

Case 1 1.6 ·10−4 11.07 1.5 1.9 ·10−3 4.82 3.5

Case 2 3.6 ·10−3 17.83 0.75 4.8 ·10−2 5.31 3

Case 3 5.4 ·10−3 24.83 0.25 8.7 ·10−2 3.95 2.25

pended on a number of factors. The user must specify the upper and lower limits within which the
integration step h has to remain, hmax and hmin. Besides these, the criteria used to stop the Newton-
Raphson iteration, namely the number of iterations γ and the norm of the maximum admissible
increment of the variables upon convergence, ϕmax, were found to be the most relevant. Tuning
these parameters was not a straightforward process, because the impact of a given selection on the
simulation performance is highly nonlinear. Moreover, because the algorithm adjusts the step-size
based on its previously used value, the initially used step-size h0 must also be considered a param-
eter of the simulation. In the reported simulations, these parameters were varied in the following
ranges: hmax ∈ [0.5,10] ms, hmin ∈ [0.05,1] ms, γ ∈ [1,10], ϕmax ∈ [10−5,10−15]. Table 5 shows the
parameter combinations that delivered the most efficient simulation for the high-precision require-
ment in every case. In case 3 it was not possible to achieve an improvement over the constant-step
ALi3p method.

Table 5. Best results obtained with the ALi3pvs solver, high precision

εT Elapsed (s) hmax (ms) hmin (ms) h0 (ms) γ ϕmax

Case 1 9.1 ·10−5 9.2 10 0.05 0.5 10 10−7

Case 2 2.8 ·10−3 17.7 5 0.05 1 2 10−11

Case 3 Same as ALi3p - - - - -

Table 6 shows the results delivered by the step-size adjustment method for the low-precision case.

Table 6. Best results obtained with the ALi3pvs solver, low precision

εT Elapsed (s) hmax (ms) hmin (ms) h0 (ms) γ ϕmax

Case 1 1.7 ·10−3 3.3 3.5 0.05 2 2 10−6

Case 2 1.1 ·10−2 3.7 10 0.05 1 2 10−7

Case 3 9.9 ·10−2 3.68 2 0.05 1 2 5 ·10−8

It is difficult to provide general recommendations on the selection of the ALi3pvs parameters. For
low-precision simulations, it seems advisable to decrease the limit of admissible iterations per step
γ and regulate the error of the simulation by tuning the convergence criterion ϕmax.

The mAL and mNS solvers completed the simulation of the example in shorter times than the AL,
ALi3p, and ALi3pvs methods. This is explained by the different modelling used, which led to
a smaller problem size, and also by the fact that the code was specifically implemented to deal
with this example, while the former methods employed a library that took care of the automatic
generation of the equations of motion. The purpose of this Section, however, is not comparing
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the different methods, but verifying the effect of using variable-step integration to perform the
simulation.

As mentioned, the mNS solver was unable to deal with the singular configurations in cases 1 and
3. In case 2, nonetheless, it delivered the most efficient solution. The results obtained in this
case with mNS were compared to a fixed-step counterpart of the method that used a fourth order
Runge-Kutta formula with a constant step-size (ode4). This comparison is shown in Fig. 5; data
from mAL are included as well. These results show that variable-step solvers were able to increase
the precision of the computations while keeping the required computational load lower than their
fixed-step counterparts.
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Figure 5. Elapsed time in the solution of case 2 as a function of the precision εT delivered by
each method.
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Figure 6. Elapsed time in the solution of case 3 as a function of the precision εT delivered by
method mAL.

The results in case 1 for methods mAL and mAL-ode4 followed similar trends to those shown in
Fig. 5: when higher precision was required, variable-step integration showed a comparative ad-
vantage with respect to the fixed-step method. In case 3 the mAL-ode4 integration only managed
to converge to the reference solution with step-sizes below 1.5 ms; moreover, decreasing the inte-
gration step-size did not improve the accuracy of the results. In this case, the variable-step method
delivered better results for all precision levels; these are summarized in Fig. 6.
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4 CONCLUSIONS
In this work, a benchmark example for the evaluation of variable-step multibody dynamics for-
mulations has been introduced. The selected example consists in three variations of a planar
slider-crank linkage, with different physical parameters and applied external forces with variable
frequency. The combination of these forces with the existence of singular configurations in the
mechanism resulted in a challenging problem for variable-step integration methods. A common
approach used by these methods is the reduction of the step-size when it is necessary to deal with
fast dynamics; this poses a problem if the mechanism is moving near a singular configuration,
because the step-size reduction often leads to numerical problems in these positions.

The slider-crank linkage example also served to highlight relevant aspects of the definition of
benchmark problems, such as the availability of a reference solution and the necessity of suitable
metrics to compare the performance of different solution methods.

The three proposed cases of this benchmark problem were used to assess the ability of variable-
step integration methods for multibody system dynamics to improve the efficiency delivered by
their fixed-step counterparts. Results showed that the performance of each approach depends on
the precision requirements and the characteristics of the problem being solved and confirmed the
usefulness of the proposed example for benchmarking applications.
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