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We investigate the effect of pressure, temperature and acidity on the composition of water-rich
carbon-bearing fluids at thermodynamic conditions that correspond to the Earth’s deep Crust and
Upper Mantle. Our first-principles molecular dynamics simulations provide mechanistic insight into
the hydration shell of carbon dioxide, bicarbonate and carbonate ions, and on the pathways of the
acid/base reactions that convert these carbon species into one another in aqueous solutions. At
temperature of 1000 K and higher our simulations can sample the chemical equilibrium of these
acid/base reactions, thus allowing us to estimate the chemical composition of diluted carbon dioxide
and (bi)carbonate ions as a function of acidity and thermodynamic conditions. We find that, espe-
cially at the highest temperature, the acidity of the solution is essential to determine the stability
domain of CO2 vs HCO−

3 vs CO2−
3 .

1 Introduction
Aqueous electrolyte solutions are an important component of ge-
ological fluids in the mid and deep Earth’s crust and in the upper
mantle,1 and water pockets may be present even in the transi-
tion zone at depths of more than 600 Km.2 The chemical bal-
ance among different forms of ions in aqueous solution, and their
pairing activity determine the formation and dissolution of min-
erals. At the extreme thermodynamic conditions of the Earth’s
deep crust and upper mantle water is supercritical and its differ-
ent structural and physical properties, e.g. static dielectric con-
stant and ionic conductivity, affect the relative stability and the
structure of solvated species.3

The Deep Carbon observatory (https://deepcarbon.net/) iden-
tified carbon dioxide dissolution and hydration in geological flu-
ids as one of the Earth’s most important reactions, as it affects
the global carbon cycle. Yet, the current molecular understanding
of carbon dissolved in water-rich fluids at deep crust and upper
mantle conditions is still limited in terms of both experiments and
theoretical models. On the one hand, in experiments it is possible
to probe solutions at extreme conditions by Raman spectroscopy,
but the interpretation of such spectra is difficult and controver-
sial.4,5 On the other hand, there are very few theoretical studies
addressing carbonates in supercritical water by first principles:6,7
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the former addressing higher pressures and the latter focusing on
the occurrence of carbonic acid as opposed in carbon dioxide-rich
fluids.
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Fig. 1 Continental (red solid line) and Oceanic (blue solid line) geotherms
define the relevant range of pressure and temperature to study geologi-
cal aquaeous solutions. Aqueous geofluids may be found also in the “wet
peridotite" domain. Yellow diamonds indicate the thermodynamic con-
ditions of the calculations reported in this work. The graph is adapted
from Thompson 1 .

The presence of aqueous electrolyte solutions along the Conti-
nental (hot) and Oceanic (cold) geotherms in the crust and upper
mantle is significant at temperature up to 1400 K and pressure up
to 14 GPa (Figure 1). Aqueous solutions may be also found in
the "Wet Peridotite" region, at even higher temperatures, beyond
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1600 K. Supercritical water behaves very differently as a solvent
than at normal conditions. For example, the static dielectric con-
stant of water varies from εw ∼ 80 at normal conditions to εw ∼ 15
at 1 GPa and 1000 K, and the autoionization constant of water
(Kw) increases by several orders of magnitude as a function of
temperature and pressure.8–11 The equations of state of minerals
dissolved in supercritical water at geochemically relevant condi-
tions are usually predicted using models fitted on experimental
data, such as the Helgeson-Kirkham-Flowers (HKF) model12 or
its recent development, the Deep Earth Water (DEW) model.13

Both HKF and DEW models provide an estimate of the free energy
of solvation of ions (∆Gs) as a function of the dielectric constant
of water εw and of an electrostatic Born parameter specific to each
ion, such that:

∆G =−NAz2e2

8πε0r0

(
1− 1

εw

)
, (1)

where z is the ion charge, e the electron charge, r0 effective ra-
dius of the ion, ε0 the vacuum permittivity and NA is the Avogadro
number. While the DEW model is considered predictive and has
wide use in the geochemistry community, its parameters are fitted
to experiments at mild conditions, and the validity of the extrap-
olations to extreme conditions lacks compelling verification. In
fact, experimental data of εw for water at elevated temperatures
are currently limited to 550◦ C and 0.5 GPa.13–15

First principles molecular dynamics (FPMD) simulations, based
on density functional theory (DFT), proved valuable to make up
for the experimental gap providing a parameter-free estimate of
the dielectric constant of supercritical water for pressure up to 10
GPa.10 This achievement suggests that a systematic use of FPMD
will allow geochemists to extend aqueous geochemical models to
a broader range of thermodynamic conditions. In addition, re-
cent refinements of the standard Born models of solvation16,17

call for a more accurate description of the solvent polarization
in the presence of ions, which can be provided by FPMD simu-
lations. Ultimately, molecular simulations can provide a direct
prediction of the stability domain of aqueous electrolytes at ge-
ologically relevant thermodynamic conditions. Especially in the
cases of anomalous behavior, atomistic insight from FPMD simu-
lations would rationalize experimental observations, made possi-
ble by the development of techniques to probe liquids at extreme
conditions, such as high-pressure Raman4 and NMR.18

FPMD describes accurately the properties of water and ice at
high pressure10,11,19–22 and it has been employed in the past to
study the solvation structure of various aqueous species23, from
monoatomic anions and cations,24–26 to complex molecules of
biological importance.27 FPMD is particularly useful to study re-
actions in solutions and at conditions at the limit of experimen-
tal possibilities, not only at high pressure and temperature but
also in the presence of strong static electric field.28,29 Specifically
relevant to the present study, FPMD has already been used to
resolve the solvation shell of carbon dioxide and the conversion
of CO2 into bicarbonate in high-pH environment,30,31 showing
that this computational technique is able to quantitatively predict
free energies of reaction as well as reaction barriers, provided
that suitable correction terms are calculated from higher-level gas

phase quantum chemical calculations.32 Using parameter-free
FPMD simulations a pioneering work by Pan and Galli6 showed
that, contrary to conventional models, at Upper Mantle condi-
tions (1000 K and 11 GPa) CO2 is not the major carbon species,
but it transforms into CO2−

3 and HCO−
3 . Intermediate pressures,

corresponding to the boundary between the Lithosphere and the
Upper Mantle were studied to unravel the abundant occurrence
of H2CO3. However, a systematic study of the carbon species in
water-rich fluids at these conditions is still lacking, and the ef-
fects of the acidity of the solutions remain largely unexplored. In
this work, we perform extensive FPMD simulations to investigate
the properties of dissolved carbon in geological fluids at the deep
crust and upper Mantle conditions as a function of temperature,
pressure and acidity (Figure 1). To set different pH conditions we
performed simulations of ∼1 molar solutions with different initial
conditions, namely 2Na++CO2−

3 , Na++HCO−
3 and CO2. Low-

temperature simulations shed light on the solvation shell of the
three carbon species as a function of pressure. At temperatures
at and above 1000 K the carbon species are highly reactive and
FPMD simulations allow us to map the average composition of the
solutions at both acidic and basic conditions as a function of pres-
sure and temperature. Furthermore, we obtain direct insight into
the hydration and dehydration reaction pathways of carbon so-
lutes, without the bias of either a priori assumptions or the choice
of specific reaction coordinates.

2 Methods and Models

FPMD simulations were carried out using the Quickstep approach,
implemented in the CP2k code.33 We employ the Perdew-Burke-
Ernzerhof (PBE) generalized gradient approximation (GGA) for
the DFT exchange and correlation functional.34 Valence Kohn-
Sham orbitals are represented on a Gaussian triple-ζ basis set
with polarization, optimized for molecular systems in gas and
condensed phase,35 and core states are treated implicitly using
Geodecker-Teter-Hutter pseudopotentials.36 Semilocal GGA func-
tionals do not provide a good description of dispersion forces,
and it is well established that including van der Waals corrections
improves the description of water at ambient temperature.37,38

However, the effect of vdW corrections, and manybody effects
in general, in supercritical water is less drastic and it has not
been studied in detail for the PBE functional.38,39 In fact, the
PBE functional has been extensively used to study the properties
of supercritical water10,11,21 and of hydrocarbons at deep Earth
conditions as well.40 Although it is known that GGA may not be
accurate in the description of solvated doubly-charged anions be-
cause of the charge delocalization error,41 it was recently shown
that PBE performs better under extreme conditions than under
ambient conditions in terms of equation of state of water, as well
as in predicting static and electronic dielectric constants.10,11 Pan
and Galli also showed that PBE provides very similar results for
the structure and the speciation of CO2 and CO2−

3 in supercritical
water.6,7

When carbon species are dissolved in water, the following hy-
dration/dehydration reactions and their equilibrium constants
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Fig. 2 Solvation shells of CO2 (a, d, g), HCO−
3 (b, e, h), and CO2−

3 (c,f, i) at T = 500 K, characterized by the carbon-oxygen radial distribution
function and integrated number of neighbors at different pressures (a, b, c), by the oxygen-oxygen radial distribution function (d, e, f) and by the
oxygen-hydrogen radial distribution function (g, h, i). An atomistic representation of the solvation shell for each carbon species is shown in the
Supplementary Information†, in Fig. S1. Models of solvation shells at different temperatures and pressure are shown in Fig. S2

determine the relative composition of the solution:

CO2 +2H2O� HCO−
3 +H3O+

HCO−
3 +H2O� CO2−

3 +H3O+

HCO−
3 (aq)� CO2 +OH−

CO2−
3 +H2O� HCO−

3 +OH−

(2)

To probe these reactions for diluted solutions, we prepared cubic
simulation cells containing 63 water molecules and one solvated
species (CO2, HCO−

3 , or CO2−
3 ) with edge length L = 12.37 Å with

periodic boundary conditions. Charge neutrality is achieved by
compensating the net negative charge of the anions by a corre-
sponding number of sodium cations. This initial conditions cor-
respond to total densities between 1.03 and 1.09 g/cm3. To per-
form simulations at higher pressure, we reduced the box linear
size to 11.76 and 11.14 Å. These systems correspond to solution
with different molar concentrations: specifically 0.88 M, 1.02 M,
and 1.20 M respectively. For each system, we performed a set of
MD simulations at T = 500, 1000, and 1600 K. The MD equations
of motion are integrated with the velocity Verlet integrator with a
timestep of 0.25 fs. To perform simulations in the constant tem-
perature constant volume canonical ensemble (NVT) we used the
stochastic velocity rescaling thermostat,42 with a coupling con-

stant τ = 0.5 ps. Each model was first equilibrated for 5 ps at
the target temperature, and the analysis was performed on data
obtained from 50 ps-long production runs. The overall project
amounted to 27 runs for a total simulation time of ∼ 1.5 ns.

If the reactions in Eq. 2 can be considered at equilibrium over
time scales of several tens of picoseconds, we can exploit direct
FPMD simulations to estimate the chemical balance of the sol-
vated species at given thermodynamic conditions. Since the prod-
ucts of these reactions are hydronium and hydroxide ions, from
sufficiently long simulations we can also obtain the equilibrium
concentrations of these species, which allow us to roughly esti-
mate the pH and pOH of the solution. In principle, to fix the
pH, one would have to perform grand canonical (GC) ensemble
simulations with a fixed chemical potential for either H3O+ or
OH−. However, the standard approach to GC simulations, i.e.
Widom particle insertion, is extremely costly and practically un-
feasible for condensed phases, especially with first-principles sim-
ulations.43,44 Yet, here we argue that it can be avoided by fixing
the conjugate thermodynamic variable of the chemical potential,
i.e. the number of particles in the system. This idea works in the
same way as fixing the volume (or the density) of a system deter-
mines the equilibrium pressure, and fixing the energy determines
the equilibrium temperature. Therefore, in reactive simulations
we can achieve the goal of mapping the relative abundance of the
solute species as a function of temperature, pressure and acid-
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ity. Using the concentrations of H3O+ and OH− averaged over
a production run, and the experimental value of the autoioniza-
tion constant of supercritical water,8,45 we estimate the acidity
of the solution as in the textbook case of weak polyprotic acids
and bases. We define the acidity/basicity of the solution as the
difference between pH and pOH (see Supporting Information).
However, given the small size of the simulation cell, the high so-
lute concentration and the limited accessible timescale, this esti-
mate is hampered by large uncertainties. More accurate estimates
of acidity and solutes stability may be achieved either simulating
larger systems, or computing directly redox potentials by free en-
ergy calculations, for example exploiting the Born-Haber cycle,46

which is, however, beyond the scope of this work.

3 Results and Discussion

3.1 Solvation of Carbon Species at 500 K

We carried out a first set of low-temperature simulations to char-
acterize the solvation shell of the different carbon species as a
function of pressure at T = 500 K. As expected, these systems
show no reactivity on the timescale of our production runs, thus
no information about the predominant species can be extracted
from these simulations. Geochemical models and previous experi-
ments suggest that at relatively low temperature and pressure, the
major dissolved carbon species is CO2(aq)5,47–49. Nevertheless,
the metastability of all three carbon solutes allows us to shed light
into the structure of their hydration shell, which has an essential
role in the formation of minerals, such as calcite or dolomite, at
mild conditions,50,51 and for carbon geosequestration.52 Further
studies using enhanced sampling methods would be required to
estimate the relative stability of dissolved carbon species and the
composition of solutions in the colder layers of the Earth’s crust.32

Figure 2(a,d,g) shows that the first solvation shell of CO2 is
rather unstructured, giving rise to a broad first peak in the carbon-
oxygen radial distribution function (RDF) (gCO(r)), as well as in
the oxygen-hydrogen RDF (gOCH(r), where Oc indicates the oxy-
gen atom bonded to carbon). Also the oxygen-oxygen RDF ex-
hibits a broad first peaks and weak structuring at low pressure,
while the peak gets better defined and shifts to shorter distance
at higher pressure (Fig. 2d). The reason is that CO2 is apolar
and does not form hydrogen bonds with the surrounding water
molecules. This behavior, observed in both experiments and sim-
ulations at ambient conditions,31,53 is retained at 500 K for pres-
sures ranging from 1.1 to 5.1 GPa. The effect of increasing pres-
sure is to shift the first broad peak of gCO(r) toward smaller dis-
tances, indicating a spatial contraction of the first solvation shell,
but no significant change in the number of nearest neighbors,
which is defined as the integral of the first peak of the gCO(r).

The carbon-oxygen RDFs of anionic species, HCO−
3 , and CO2−

3 ,
(Figure 2b,c) exhibit a sharper first peak that shifts toward
smaller distance as a function of pressure. Both anions form
hydrogen bonds with water, as it appears from the well-defined
structure of the gOCH(r) in Fig. 2(h,i). The OH group of HCO−

3
donates one H-bond, and each oxygen accepts on average 2.2 H-

bonds from the neighboring water molecules.∗ This number is
not sensitive to pressure, but the overall hydrogen-bonding struc-
ture of the solvation shell undergoes significant changes when
the pressure is increased from 2.7 to 6.2 GPa. At high pressure a
larger number of water molecules from the second solvation shell
enters the radius of the first shell of hydrogen-bonded molecules,
disrupting the local order of the hydrogen-bonded network. This
effect can be observed also for CO2−

3 : the double-charged anion
accepts on average 2.8 H-bonds per oxygen, leading to a total
number of ∼9 neighbors, in agreement with former FPMD simu-
lations,30 but smaller than that estimated at ambient conditions
with empirical potentials.55–57 Increasing pressure causes weak-
ening of hydrogen bonding, as showcased by the lower peak of
the gOH(r) (Figure 2h and i), but an overall increase of the neigh-
boring water molecules results in a more disordered and dynamic
solvation shell.

3.2 Solvation of Carbon Species at 1000 and 1600 K
High temperature and high pressure enhance the rate of autoion-
ization in water, thus making the solvent increasingly reactive. At
T = 1000 K and pressures above 11 GPa, water rapidly dissoci-
ates and recombines through a bimolecular mechanism that pro-
duces short-lived hydronium-hydroxide ion pairs, and it eventu-
ally turns into an ionic fluid.11,22,58 Conversely, at lower pressure
along the Hugoniot compression curve, nearly no autoionization
was observed in pure water over the typical FPMD simulation
timescale of few tens ps.19,20 In our simulations at T = 1000 K
we also do not see spontaneous water autoionization up to P ∼ 4
GPa, whereas at higher pressure transient H3O+/OH− pairs oc-
cur spontaneously. Nevertheless, in all the runs, except for those
starting with CO2 at P = 2 and 3.9 GPa, the enhanced reactivity
of supercritical water engenders fast interconversion among car-
bon dioxide, bicarbonate and carbonate ions with the consequent
release of either hydronium or hydroxide ions, according to the
reactions in Eq. 2.

Figure 3 shows an example of the evolution of the carbon so-
lutes in the three runs, with CO2, CO2−

3 and HCO−
3 as the starting

solvated species, at 1000 K and at the smallest cell volume, which
leads to pressures between 6.9 and 8.3 GPa. In this analysis the
three species are identified using a geometric criterion involving
the C-O distance and the number of oxygen atoms bonded to car-
bon. The cutoff distance to count an oxygen-carbon bond is set
to 1.5 Å and the number of bonds allows us to single out CO2

from the two ionic species. If three oxygen atoms are bonded to
the carbon atom, we use the O−H distance (< 1.2 Å) to deter-
mine whether the solute molecule is either CO2−

3 or HCO−
3 . In

the same way as Ref.6, we define the percent molar fraction of

a given species i at time t as xi(t) =
ni(t)

N
× 100%, where ni(t) is

the number of steps containing the ith species between the time
(t − τ) and t, and N is the total number of snapshots in this time

∗The number of hydrogen bonds has been calculated according to the same geomet-
ric criteria used in Ref. 54: two molecules are considered hydrogen bonded if the
oxygen-oxygen distance is lower than 3.3 Å, the oxygen-(donor)hydrogen distance
is lower than 2.4 Åand the H-O. . .O angle is smaller than 30o.
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interval. We set the time interval τ to 50 fs.

a

b

c

Fig. 3 Mole percents of CO2 (green), CO2−
3 (orange), and HCO−

3 (blue)
calculated as functions of time at T = 1000K with CO2 (a), CO2−

3 (b),
and HCO−

3 (c) as the starting solvated species. Here the mole percent
relative to CO2 actually considers also the presence of H2CO3 because
carbonic acid appears in amounts comparable to CO2. The reaction
CO2 +H2O� H2CO3 does not alter the pH of the solution.

The spontaneous hydration/dehydration reactions among CO2,
HCO−

3 and CO2−
3 in unbiased FPMD simulations allows us to

explore the reaction mechanisms at the atomic scale. Fig-
ure 4 shows the representative molecular pathways of the water-
assisted transformation of CO2 into HCO−

3 , HCO−
3 into CO2−

3 , and
of HCO−

3 into CO2−
3 . The formation of bicarbonate from carbon

dioxide neither require the presence of a free hydroxide ion30 nor
has H2CO3 as an intermediate. The reaction occurs via the nucle-
ophilic attack of a water molecule to CO2. The oxygen atom of the
H2O molecule attacks the carbon of CO2, while one of its protons
is released into the solution, initially forming a H3O+ ion with a
neighboring water (Fig. 4a). Eventually the proton diffuses in so-
lution via Grotthuss mechanism. Also the reverse reaction, from
HCO−

3 to CO2, proceeds along a water-mediated pathway, and we
never observe direct breaking of the C-OH bond. The OH group of
HCO−

3 accepts a proton from a neighboring water molecule and
detaches from the carbon atom as a water molecule (Figure 4b).
The H2O that donated the proton diffuses in solution as a hydrox-
ide ion. Both the conversion of HCO−

3 into CO2−
3 (Figure 4c) and

the reverse reaction (not shown) occur via direct proton exchange

H2O

H2O

CO2

H3O
+

HCO
-
3

HCO
-
3

H2O

3CO
--

H3O
+

a

b

HCO
-
3

H
+ OH

-

c

Fig. 4 Atomistic representation of the mechanism of the reactions that
transforms CO2 into HCO−

3 (a), HCO−
3 into CO2 (b) and HCO−

3 into
CO2−

3 (c). The first and the third reactions are mediated by water in the
first solvation shell and release one hydronium ion in solution, while the
second one produce one hydroxide ion.

with a neighboring water molecule. It is important to stress that
all these reactions do not require the direct interaction between
the carbon species and either OH− or H3O+. Identifying these
mechanistic reaction pathways is an essential step to eventually
implement enhanced sampling methods to refine the calculation
of reaction free energies.28,32

Besides the reactions given in Eq. 2, we observe that the con-
figuration of HCO−

3 is highly dynamic, in the sense that the OH
site swaps from one oxygen to another. This mechanism can be
tracked by monitoring the length of the C-O bond length (rCO)

for each oxygen atom in HCO−
3 . The average rCO for the proto-

nated oxygen atom is larger (∼ 1.4 Å) than the other two C-O
bonds (∼ 1.28 Å). Figure 5a shows that over a trajectory of a so-
lution mostly containing HCO−

3 the "long" C-O bond evolves from
one site to another through rapid transitions. Figure 5b shows
how this swapping mechanism happens: a water molecule hydro-
gen bonded to an oxygen of the bicarbonate donates a proton to
the ion forming transient neutral carbonic acid (central panel in
Fig. 5b). The abundance of H2CO3 at these conditions is actually
relevant and comparable to that of CO2 in agreement with exten-
sive simulations recently performed by Stolte and Pan.7 In the fol-
lowing analysis we group the concentrations of CO2 and H2CO3

into a single neutral contribution, as the relative abundance of
one of these two neutral species with respect to the other does
not affect the acidity of the solution.

At higher temperatures (T = 1600 K) the solutions exhibit fur-
ther increased reactivity than those at 1000 K, with frequent tran-

Journal Name, [year], [vol.], 1–8 | 5



0 10 20 30 40 50
time [ps]

1.25

1.30

1.35

1.40

1.45
d C

O
 [
Å

]

O1

O3

O2

t1

t2

t3

O1

O3

O2

O1

O3

O2

t1 t2 t3

Fig. 5 (a) Carbon-oxygen distances calculated over the productions runs
starting with solvated CO2 at P=6.9 GPa and T=1000 K. The predom-
inant species at these conditions is HCO−

3 but the position of the OH
group frequently changes from one oxygen site to another through a reac-
tion mediated by the nearest neighboring molecules, with the occurrence
of H2CO3(b). In the presence of HCO−

3 the average rCO for the proto-
nated oxygen atom is larger (∼ 1.4 Å) than the other two C-O bonds
(∼ 1.28 Å), while in the case of H2CO3, the average rCO for the two
protonated oxygen atoms is slightly reduced (∼ 1.35 Å). Accordingly, we
used black arrows to highlight the three different steps for such swapping
mechanism. Blue arrows indicate the hydrogen atoms involved in the
process.

sitions from one species to another, thus providing more accurate
statistic on the equilibrium composition of the fluid. In these high
temperature runs the solvent remains mostly molecular, and the
main transition mechanisms are the same as those described in
detail for the simulations, involving neutral water molecules as
facilitators of the reactions. However, in the high pressure runs
(P = 10 GPa) we observed a more significant ionic character of
supercritical water, possibly enhanced by the presence of bicar-
bonate and carbonate ions.

Comparing the carbon-oxygen radial distribution functions at
different pressure and temperature (Figure S2 in the Supporting
Information), we observe that the effect of the pressure at high
temperature is similar to that discussed for the runs at 500 K, and
the structure of the first solvation shell of CO2, HCO−

3 and CO2−
3

does not change significantly with temperature.

3.3 Composition of Carbon-Bearing Fluids as a Function of
Pressure and Acidity

The relatively high frequency of reactive events allows us to
consider the chemical reactions at equilibrium and to estimate
the equilibrium molar fraction of solutions at given thermody-
namic conditions as the average molar fraction of over a whole
production run. It is important to note that, as one can infer
from Figure 3, the average compositions of the solution at sim-
ilar temperature and pressure may differ significantly, depend-
ing on the starting solute species. The reason is that the hydro-

nium/hydroxide ions produced in the acid/base reaction among
different solutes change the pH of the solutions. The latter can
be estimated in the same way as the molar fraction, by averaging
the concentration of excess hydronium/hydroxide over a trajec-
tory. Simulations starting with CO2 result in acidic solutions, as
the transformation into HCO−

3 produces hydronium, unless no re-
action happens and CO2 remains the only solvated species for the
whole duration of the run. According to the same argument, sys-
tems starting with CO2−

3 can only probe basic conditions, whereas
HCO−

3 may transform producing either H3O+ or OH−, thus en-
gendering either acidic or basic equilibrium conditions.

The autoionization constant of supercritical water Kw is ex-
tremely sensitive to temperature and pressure and it increases
monotonically with either. In the (P,T ) range explored in this
work it ranges from Kw = 10−7 at P = 1 GPa and T = 1000 K to
Kw & 10−1 at P = 10 GPa and T = 1600 K.8 Hence, we cannot
use pH alone to define acidity or basicity of a supercritical solu-
tion, as the condition of neutrality changes with the change of
Kw. We then classify the acidity/basicity of the solutions in terms
of the difference between pOH and pH, which corresponds to the
log10 of ratio between the equilibrium concentrations of H3O+

and OH−( f = pH−pOH =−log10[H3O+]/[OH−]), computed from
the reactive FPMD simulations. pH− pOH = 0 defines neutrality
at any temperature and pressure, f = pH− pOH < 0 represents
acid conditions and f = pH− pOH > 0 basic conditions. A de-
tailed explanation about the calculation of such ratio is reported
in Supplementary Information†.
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Fig. 6 Composition of carbon species in aqueous solution as a function of
pH and pressure, for T = 1000K (a) and T = 1600K (b). In square brackets
is reported the initial carbon species. The top panel contains also the first
results at extreme conditions obtained by FPMD simulations.6 The mole
percent, the pressure and the f values can be found in the Supplementary
Information† in Table S1 and S2.

In Figure 6 The composition of the water-rich carbon-bearing
fluid is mapped as a function of pressure and the acidity param-
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eter defined above at T=1000 K (a) and 1600 K (b).† For each
point the graph reports in brackets the initial species and, be-
low, the equilibrium composition averaged over the 50 ps FPMD
run. In the 1000 K plot we include also two high-pressure points
from Ref.6 which adopts a similar computational framework as
ours and yields results in good agreement. Moreover, we omit
the low and intermediate pressure simulations starting from CO2,
as they do not exhibit any reactivity, and we are not able to verify
whether such CO2 stability is the consequence of still too high free
energy barrier for the CO2–HCO−

3 reaction. At 1000 K the solution
is dominated by the presence of HCO−

3 which is the most abun-
dant species at all the conditions probed. At acidic conditions
there is still a significant amount of CO2 up to 7 GPa (14%), but
nearly none remains at higher pressures in the range of acidity
and overall solute concentration considered here. At basic con-
ditions CO2−

3 is relatively present, and its abundance increases
from about 19% to above 40% in mole percent as a function of
pressure.

At higher temperature (T = 1600K, Figure 6b) the range of com-
position is wider. At acidic conditions there is an broad region,
where CO2/H2CO3 are the most abundant species, that extends
up to ∼ 5 GPa. At higher pressure HCO−

3 takes over as the domi-
nant species up to 10 GPa. At neutral and basic conditions HCO−

3
is the most abundant species up to ∼ 7 GPa. At higher pressure
(10 GPa) the basic fluid contains almost entirely CO2−

3 (90%).
The observed trends in the relative stability of the three car-

bon species may be qualitatively interpreted in terms of the DEW
model and Eq. 1. Former FPMD simulations show that the static
dielectric constant of supercritical water increases with pressure
and decreases as a function of temperature.10 Our calculations
suggest a similar trend in the stability of CO2/H2CO3: pressure
destabilizes carbon dioxide in favor of bicarbonate and even-
tually of carbonate. Conversely, higher temperature stabilizes
CO2/H2CO3 at low and intermediate pressure. Surprisingly, high
temperatures shift to the right the equilibrium of the reaction that
produces CO2−

3 from HCO−
3 at high pressure, reducing the win-

dow of stability of the bicarbonate ion, especially in a basic envi-
ronment. This latter effect may stem from the transition of water
from molecular to mostly ionic, as the water autoionization con-
stant at these conditions approaches the unit value.8 Supporting
this interpretation, Figure S3 shows that the mean square dis-
placements of water oxygen and hydrogen at low pressure/low
temperature overlap within statistical uncertainty, as it happens
for molecular fluids. Conversely, at P = 10 GPa and T = 1600 K
the two curves have different slopes, indicating that there is a
substantial amount of free ions in solution.

4 Conclusions
In conclusion, we carried out an extensive set of FPMD simula-
tions of a water-rich carbon-bearing fluid at various temperatures
and pressures corresponding to the thermodynamic conditions of
the Earth’s deep crust and upper mantle (2 < P < 10 GPa and

† For reference, in water at ambient conditions CO2 is stable at acidic conditions, for
pH<6.5, HCO−

3 for pH from 6.5 to 10.5 and CO2−
3 at basic conditions pH>10.5.

500 < T < 1600 K). We systematically probed the effect of prepar-
ing the systems with carbon species as solutes, namely CO2,
HCO−

3 , and CO2−
3 at ∼ 1 M molar concentration, and we found

that in highly reactive conditions, averaging over sufficiently long
runs gives an unbiased estimate not only of the composition of
the solution, but also of its acidity. This observation allows us
to map the composition of geological fluids as a function of tem-
perature, pressure and acidity: this information is essential for
geochemical models, as the stability of different forms of carbon
solutes impacts the growth and dissolution of calcium, magne-
sium and iron carbonates, including calcite, aragonite, dolomite,
magnesite and siderite, which are present in significant amounts
both in the crust and in the mantle.5,59 Our simulations provide
direct evidence that, as opposed to what is customarily assumed
in geochemical models, CO2(aq) is not the major carbon species
present in water-rich geological fluids in the Earth’s deep crust
and upper mantle.6,7,47–49 Nevertheless, we find that the equilib-
rium composition of the solutions depends critically on the initial
conditions, which, in turn determine the equilibrium content of
H3O+ and OH− ions. This result highlights the importance of
considering acidity, at the same level as temperature and pres-
sure, to predict the composition of geological fluids at deep Earth
conditions.

The HKF and DEW models can account qualitatively for the ob-
served trends in the relative stability of different carbon species
as a function of pressure and temperature. However, at high tem-
perature (1600 K) and pressure (∼ 10 GPa), as water approaches
the transition from molecular to ionic, the increasing abundance
of free H3O+ and OH− ions influences the reactivity of the system
and favors the formation of CO2−

3 , at mildly basic conditions.

Furthermore, FPMD simulations also provide insight into the
atomistic mechanisms of the protonation/deprotonation reac-
tions of different carbon species. These reaction pathways are
non-trivial and mostly involve neutral water molecules in the first
solvation shell of the carbon species, and proton-hopping. For
example, we find that CO2 transforms into HCO−

3 via the nucle-
ophilic attack of a neutral water molecule and the release of hy-
dronium. Conversely the reverse reaction proceeds via the elec-
trophilic attack of the OH group and the concurrent release of a
water molecule and a hydroxide ion.
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