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Transcranial magnetic stimulation (TMS) evokes neuronal activity in the targeted cortex and connected
brain regions. The evoked brain response can be measured with electroencephalography (EEG). TMS
combined with simultaneous EEG (TMS�EEG) is widely used for studying cortical reactivity and con-
nectivity at high spatiotemporal resolution. Methodologically, the combination of TMS with EEG is
challenging, and there are many open questions in the field. Different TMS�EEG equipment and ap-
proaches for data collection and analysis are used. The lack of standardization may affect reproducibility
and limit the comparability of results produced in different research laboratories. In addition, there is
controversy about the extent to which auditory and somatosensory inputs contribute to transcranially
evoked EEG. This review provides a guide for researchers who wish to use TMS�EEG to study the
reactivity of the human cortex. A worldwide panel of experts working on TMS�EEG covered all aspects
that should be considered in TMS�EEG experiments, providing methodological recommendations (when
possible) for effective TMS�EEG recordings and analysis. The panel identified and discussed the chal-
lenges of the technique, particularly regarding recording procedures, artifact correction, analysis, and
interpretation of the transcranial evoked potentials (TEPs). Therefore, this work offers an extensive
overview of TMS�EEG methodology and thus may promote standardization of experimental and
computational procedures across groups.
© 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Transcranial magnetic stimulation (TMS) has proven to be an
effective, non-invasive tool for probing the human brain [1]. The
first effort to combine TMS with electroencephalography
(TMS�EEG) was reported in 1989 by Cracco and colleagues [2] and
later by Amassian and colleagues [3]. However, the technique was
not yet ready for broader use as the recorded cortical response was
obscured by the TMS-induced electromagnetic artifact. A few years
had to pass before the electromagnetic artifact problem was
partially solved. In 1996, the first successful TMS�EEG study
(published by Ilmoniemi et al. [4]) demonstrated the feasibility of
the combination to record cortical excitability and connectivity.
After these first successful recordings, the interest in using EEG to
measure brain activation elicited by TMS has steadily increased.
Consequently, this has opened new possibilities in basic and clinical
research as noted in a recent review [5].

More than two decades after the first successful TMS�EEG
combination [4], multiple approaches to recording and analyzing
the TMS�EEG data have been developed, and there is still no
consensus on how to standardize the procedures for TMS�EEG
preparation, data acquisition, and analysis. This article aims to re-
view the state of the art in the field and provide, when possible,
recommendations for successful TMS�EEG studies to eventually
improve the reproducibility of experimental and analysis proced-
ures across laboratories. We aim to share our expertise with the
community, based on published data and personal experience. We
have gathered several leading TMSeEEG experts, hoping to pro-
mote clarification of concepts, improvement of our practices,
guidance for newcomers, and identification and addressing of open
questions in the field.
1.1. Electrophysiological aspects of TMSeEEG

1.1.1. TMS
TMS excites axons in the brain via inductive electromagnetic

stimulation. A strong, very brief, magnetic field is delivered to the
brain via a transducing coil. The changing magnetic field induces a
time-varying electric field (E-field) in the cortex. Depending on the
orientation of the E-field with respect to the geometry of the cortex
and cortical neurons, the E-field leads to a depolarization of axons
in the stimulated brain area. Depending on the level of
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depolarization, action potentials may be triggered [6,7] which
travel orthodromically (towards the axon terminal) and anti-
dromically (towards the cell body) along the axons [8]. Trans-
synaptic activation of neurons on which the excited axons
impinge will induce postsynaptic currents in the dendritic arbor of
cortical pyramidal neurons at the target site. Postsynaptic poten-
tials are subject to summation spatially and/or temporally. If the
summation is large enough and involves a sufficiently large area of
the cortex, the postsynaptic currents will result in a measurable
EEG signal. At the same time, the spread of activation along pyra-
midal neurons causes a secondary excitation or inhibition of con-
nected subcortical structures and cortical brain regions. The
temporospatial summation of postsynaptic currents in the den-
dritic arbor of pyramidal or other cells in connected cortical areas
may also cause a measurable EEG signal, contributing to the
transcranially evoked EEG response.

TMS is based on electromagnetic induction, described by Fara-
day's law. A TMS pulse is initiated by flowing an intense current
(~5 kA) through the TMS coil windings. This current produces a
time-varying magnetic field that penetrates the scalp and skull
unimpeded, inducing an E-field. The brain is a conductor; therefore,
eddy currents (i.e., currents that circulate in closed loops and in
opposite directions than the currents in the TMS coil) are induced
in the brain that can depolarize neurons, producing neuronal firing.
TMS is thought to activate cortical neurons that have axonal bends
or other geometrical inhomogeneities or endings in the induced E-
field, as the E-field along neurites changes most rapidly at these
locations [9,10]. The strength of themagnetic pulse is in the order of
1e3 T, with a rise time of about 50e100 ms. Because of the short
pulse duration, the temporal resolution of TMS is sub-milliseconds,
which allows for real-time modulation of the brain. The spatial
extent of the cortical area stimulated by TMS depends on the coil
geometry, stimulus intensity, target area, and, therefore, coil-to-
cortex distance [11e13]. As magnetic fields attenuate rapidly with
distance and as the induced E-field approaches zero at the center of
the head, TMS stimulates superficial cortical layers more strongly
than deeper layers. However, the induced neuronal activity de-
pends also on other aspects (like the position and orientation of
neuronal structures and membrane characteristics). In summary,
besides stimulating the target area and surrounding tissues, TMS
indirectly activates synaptically interconnected sites, a feature
exploited in brain connectivity studies [4]. When the stimulation

http://creativecommons.org/licenses/by-nc-nd/4.0/
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intensity (SI) is adequate, locally evoked action potentials may
propagate along anatomical connections across cortical layers
within the same cortical column and to other cortical and subcor-
tical regions (e.g., Ref. [14]), and may result in the activation of an
entire network [15]. The cascade of events that accompanies TMS
[12] is described in Fig. 1.

The brain activity evoked by TMS can be recorded with different
neuroimaging techniques such as EEG, functional magnetic reso-
nance imaging (fMRI), near-infrared spectroscopy and positron
emission tomography (for a review see Refs. [17e19]). However, the
most successful and thus commonly used combination has been
with EEG because it is a widespread method, is less expensive than
other neuroimaging techniques, and is technically the least
complicated to be combined online with TMS.

1.1.2. EEG
Despite developments in measurement technology, the basic

principles of EEG remain unchanged from Berger's time [20]. EEG,
with its millisecond temporal resolution and a spatial resolution of
centimeters, is widely used for non-invasively studying the elec-
trophysiological dynamics of the brain [21,22]. EEG measures
electrical potential differences between pairs of electrodes placed
on the scalp. The recorded signal is a linear mixture of source-
current amplitudes, and the signals in neighboring electrodes
commonly correlate [23]. The EEG signal is primarily due to the
synchrony of postsynaptic potentials rather than action potentials
[24]. Action potentials have a short duration compared to post-
synaptic potentials; for this reason, action potentials do not overlap
as much in time and synchronize much less than postsynaptic
potentials. Furthermore, due to their symmetric current distribu-
tion, the E-field generated by action potentials decays faster with
distance than that of postsynaptic currents [16,22,23,25,26]. Post-
synaptic potentials are primarily confined to the dendrites and cell
bodies. When a sufficient number of neuronse several thousand or
more e with similar overall orientation produce synchronous
postsynaptic currents, the resulting E-field and volume currents
Fig. 1. Chain of events triggered by the TMS pulse. (1e2) A current pulse flows through the
B ~ 1e3 T). (3) The changing magnetic field induces an E-field (~50e100 V/m) in the brain w
flow of current (i.e., ions). produces local membrane depolarization (>~10 mV). (6) Voltage-
depolarization reaches the firing threshold. (8) Neurotransmitters are released in the synap
(and inhibitory) potentials that in turn lead to action potential generation if the firing thresh
potential differences (E-fields), resulting from postsynaptic currents, drive volume currents in
EEG. Note that the EEG signal can be described with a linear model, Y ¼ B þ A þ N (see Se
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summate, making it possible to record the cortical EEG response at
the scalp level.

1.1.3. TMSeEEG
The combination of TMS with EEG has been relevant for

addressing fundamental neuroscientific questions in new ways. In
particular, the two techniques complement each other, in that
causal information provided by TMS overcomes the correlational
nature of EEG data, whereas the ability to record from the whole
scalp provides a global picture of the brain activity generated by the
E-field. One of the main advantages of using TMSeEEG is that
outcome measures, derived from EEG responses to TMS (i.e.,
evoked potentials or brain oscillations) can be used as a neuro-
physiological marker of excitability or connectivity for any brain
area, including the regions where TMS does not generate a proxy of
cortical/cortico-spinal excitability, such as motor evoked potentials
(MEPs) or phosphenes [4,27]. Although TMS�EEG data can be
analyzed in the time and frequency domains, so far, most studies
have focused on the former, the so-called TMS-evoked potentials
(TEPs).

1.1.4. TEPs and TMS-triggered oscillations
TEPs are brain potentials time-locked to the TMS pulse [27,28].

To study TEPs, the signal is averaged across trials. The initial TMS-
evoked response is presumably produced by the activation of
neurons concentrated in the targeted area followed by the activa-
tion of axonally interconnected areas [4,29]. Different methods on
how to measure the TEPs have been reviewed elsewhere [5,30].

The TEPs consist of positive (P) and negative (N) deflections that
reflect a spatio-temporal superposition of excitatory and inhibitory
postsynaptic potentials, like the so-called event-related potentials
(ERPs) [31]. Although the neurophysiological underpinnings of
TEPs remain to be completely elucidated, they are considered a
genuine, reproducible measure of cortical reactivity [32e34]. TMS
of the primary motor cortex (M1) evokes several peaks, described
at approximately 15 (N15), 30 (P30), 45 (N45), 60 (P60), 100 (N100),
TMS coil (max I ~ 5 kA) and produces a brief (~100 ms) but strong magnetic field (max
hich in turn (4) produces a flow of electric current in the tissue (~0.1 mA/mm2) (5) The
gated ion channels are opened and (7) action potentials are generated in axons where
tic cleft. (9) Postsynaptic currents are generated, which lead to postsynaptic excitatory
old is exceeded. This transsynaptic activation represents the activation of networks. The
side the head and the scalp [16]. (10) The TMS-induced activation can be recorded with
ction 6.1). Figure created with BioRender.com.
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and 180 (P180) milliseconds [28,32,35,36]. However, recently it has
been shown that later peaks (>~80 ms) such as N100 and P180 may
be contaminated by sensory-evoked responses (see Sections 3.5,
4.2.3, and 4.2.4), while very early peaks, such as the N15, can be
contaminated by cranial muscle responses (see Section 4.2.2).

TEPs are detectable up to 400�500 ms around the stimulation
area as well as in distant inter-connected brain areas [4,32,37].
Accordingly, for some TEP components, the maximal amplitude is
recorded by the electrodes close to the stimulation site, while
others may be more prominent over distant electrodes, e.g., over
the contralateral hemisphere [38]. There is evidence that TEPs are
associated to varying degrees with different neurotransmitters
(e.g., Ref. [39]). TEP peaks and time courses depend on the stimu-
lated area, coil orientation [37], and functional state of the under-
lying cortex; the latter may be dependent on factors such as
behavior [40], level of consciousness (e.g., Refs. [41,42]), and
neuropsychiatric diseases (e.g., Ref. [43]). In addition, TEP ampli-
tudes are influenced by the applied TMS pulse strength (e.g.,
Refs. [44,45]).

TMS effects on brain activity can be further investigated in the
frequency domain. When a cortical area is perturbed by TMS, the
neuronal response as measured by EEG tends to oscillate at a spe-
cific natural frequency [46e48]. Part of this response may be
explained by the phase alignment of ongoing local brain oscilla-
tions through the effect of the TMS pulse on the targeted cortex
[49]. Therefore, TMSeEEG can be used to manipulate and investi-
gate brain rhythms by measuring the impact of a TMS pulse on EEG
and associated behavioral effects [50]. The same methods used to
study EEG oscillations can be used in TMS-triggered oscillations
[51e53]. Since this topic is out of the scope of this paper and has
been widely discussed elsewhere, we refer the reader to previous
literature (e.g., Refs. [5,53]). However, researchers should carefully
distinguish between TMS-evoked responses (i.e., signals that are
phase-locked and thus survive averaging of single trials) and TMS-
induced responses (i.e., signals that are not phase-locked and thus
cancel out during averaging; e.g., Ref. [54]). The latter requires the
calculation of time-frequency representations (TFR) at the single-
trial level with subsequent averaging to preserve the oscillatory
activity that is related to but not phase-locked to the TMS pulse.
Notably, this measure, which can also involve certain baseline
normalization operations and is sometimes referred to as TMS-
related spectral perturbation (TRSP), reveals a mixture of phase-
locked and non-phase-locked responses that are difficult to
disentangle [52].

Throughout this paper, we will mostly refer to TEPs when
describing EEG responses to TMS, but the same considerations
apply to TMS evoked and TMS-induced oscillatory activity, except
where otherwise stated.

2. TMSeEEG instrumentation

This section aims to provide a comprehensive overview of the
equipment currently available to acquire TMSeEEG data and to
discuss how different settings/parameters affect the quality of the
recordings. To do so, we reviewed published evidence, reported
practices, and experiences documented by different laboratories.

The instrumentation to acquire TMS�EEG data typically in-
cludes a) TMS device and coils, b) TMS-compatible EEG amplifier,
and c) TMS-compatible electrodes. The integration of a neuro-
navigation system is highly recommended to keep the TMS coil on
the desired target with the same orientation and angulation
throughout the session and across visits in the case of longitudinal
measurements [32,33,55]. In addition, the use of a neuronavigation
system is mandatory in studies involving patients with structural
brain lesions, since stimulation of severely damaged areas does not
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elicit any EEG response [56]. In the following sections, we describe
each component.

2.1. TMS stimulators

Currently, there are several TMS stimulators available on the
market. When performing TMS�EEG studies, the following prop-
erties can be useful.

1. Option to control the recharge delay: a change in the potential of
the coil during the capacitor recharging can cause electrical
artifacts in the EEG recording. Since the recharging typically
occurs in a time window overlapping with the relevant signal, it
is crucial to set the time of recharge outside the temporal win-
dow of interest (i.e., the recharge delay should not overlap with
the relevant post-TMS signal). Tomeet this requirement, most of
the stimulators currently available on the market (for instance,
some versions of MagVenture, Nexstim, Magstim, and Deymed
stimulators) include a recharge delay option that allows one to
choose the recharge time (see Section 4 for more details on this
artifact).

2. Generation of different pulse waveforms: the most used are
monophasic and biphasic waveforms, although available stim-
ulators can generate other waveforms, such as half-sine and
trapezoidal.

3. Some stimulators can change the induced current direction in
the coil: this may be relevant to studying the effect of the
induced E-field direction on brain activity.

4. Compatibility with different TMS coil sizes/shapes. For example,
this can be helpful to perform multi-site TMS�EEG studies
where 2 or more coils are placed on the head.

5. Cooling system to run long protocols: to improve the signal-to-
noise ratio (SNR) of TMSeEEG data, it is generally recommended
to average a sufficient number of trials. During stimulation, the
TMS coil heats up at a rate that depends on stimulation intensity
(SI) and may need to stop working upon reaching a specific
temperature because of safety issues. Liquid- or air-cooled coils
reduce coil heating.

6. Triggering signal communication between TMS stimulator, EEG,
and neuronavigation: the communication between hardware is
crucial, i.e., controlling properties of the stimulator (like SI, inter
stimulus interval/randomization) via an external device or, e.g.,
a navigation system.
2.2. TMS coils

Currently, there are many different types of TMS coils [57].
Overall, the coil choice depends on the TMS protocol to be per-
formed. Their shape, size, and winding determine the induced E-
field and, therefore, the focality and depth of penetration, which
impact the brain volume stimulated [58] and, consequently, the
TMS-related EEG responses. The most common TMS coil is the
figure-of-eight coil [4,59], but so far, there is no systematic study of
the effect of the TMS coils on TMS-related EEG responses. In
addition, the type of coil may also determine to what extent cranial
muscles near the area of interest will be stimulated, affecting the
EEG recordings. Therefore, one should be aware of scalp, facial, and
neck muscle activations; for instance, the double-cone coil may
trigger strong muscle twitches affecting the EEG recordings, e.g.,
Ref. [60]. Of note, a novel brain stimulation approach has recently
been introduced, the multi-locus TMS (mTMS) [61e63], allowing
electronically controlled stimulation of multiple brain areas at
different times and intensities, (for an example of TMSeEEG and
mTMS see Ref. [64]).



Fig. 3. Example of induced current direction by two different stimulators. In Magstim
stimulators (left figure) the current in the coil flows from the top to the handle as
indicated by the curved arrows. The current induced in the brain flows in the opposite
direction and is therefore defined as posterior to anterior as depicted by the straight
arrow. In other stimulators, such as MagVenture (right figure), the opposite is true. The
current in the coil flows from the handle to the top as shown by the curved arrows and
therefore the induced current in the brain flows from the front to the back, i.e., it is an
anterior to-posterior current.
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2.3. Effect of TMS pulse waveform

In this section, we will briefly outline our current knowledge
about the twomost commonpulse shapes, in TMSeEEG recordings,
i.e., monophasic and biphasic waveforms [65,66].

Monophasic and biphasic pulses are defined by the amplitude
ratio of the first and second phases of the E-field waveform.
Monophasic pulses are shorter (usually around 100 ms) and consist
of a steep initial current flow in the coil, which is responsible for
neuronal depolarization. A switch or a diode in the stimulator
prevents the coil current from flowing in the reverse direction
(Fig. 2). Nevertheless, when the coil current (and the consequent
magnetic field) returns to zero, an induced current in the brain in
the opposite direction is always present. However, this current in
the opposite direction only ends the depolarization phase, it will
not trigger any action potentials; therefore, the biologically relevant
current is monodirectional [67e69].

Biphasic pulses are longer (up to several hundreds of ms) and
usually consist of at least two half-cycles of opposite polarity but
similar amplitude (thus, with an amplitude ratio close to 1), and a
shape that is slightly variable across stimulators. In contrast to
monophasic pulses, each coil current phase can effectively stimu-
late the cortex [67,69], although the second phase contributes to
most TMS effects due to its larger change of amplitude and duration
[71]. In other words, for a monophasic pulse, the first phase is more
relevant for exciting cortical neurons, whereas, for a biphasic pulse,
the second phase is more effective. Because of this difference, the
monophasic pulse is preferred when investigating the effects of
current direction, which are less pronounced with the biphasic
pulse [67].

Pulse direction: On a practical note, the pulse waveform and the
stimulator brand determine the direction of the current induced in
the brain [72]. For example, the optimal current direction of
monophasic pulses in the brain tissue for M1 stimulation is pos-
terior to anterior and lateral to medial [73]. To produce this current
(by a current changing in the opposite direction in the coil) with
Magstim devices, the handle of the coil should point backward for
monophasic pulses and forward for biphasic pulses [74]. For Mag-
Venture (MagPro), the optimal current for M1 stimulation with
default settings is generated with the handle pointing forward for
monophasic pulses and backward for biphasic pulses. The
Fig. 2. Comparison of monophasic and biphasic pulses. The monophasic pulse (left panel) co
two half-cycles of opposite polarity (see text for a detailed description). The figure shows the
(solid line) and its rate of change dB/dt (dashed line), which correlates with induced electr
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difference between Magstim and MagVenture stimulators is
determined by the current direction in the coil, which goes from
the handle towards the end of the coil for MagVenture and vice-
versa for Magstim (see Fig. 3).

Monophasic and biphasic pulses present unique advantages and
disadvantages; the choice will therefore depend on the research
question. Previous studies [65] have shown that biphasic wave-
forms are more effective, i.e., require lower magnetic fields to
stimulate the cortex (e.g., lower resting motor threshold) and,
therefore, may be preferred for TMS�EEG experiments, given that
the severity of many TMS-related artifacts increases with the SI
(e.g., muscle artifacts) [75]. Lower intensities will also minimize
participants’ discomfort.

Different waveforms have been reported to affect the amplitude
of the initial TMS artifact but not its duration [76,77]. Following the
stimulation of a dummy head, two independent studies reported
nsists of a steep initial current flow, whereas the biphasic pulse (right panel) consists of
time course of monophasic and biphasic magnetic pulse with magnetic field strength B
ic field strength. Reproduced with permission from Funke [70].
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that monophasic pulses induced a larger artifact compared to
biphasic pulses, but the EEG signal returned to the baseline levels
within 5 ms after the pulse delivery regardless of the waveform
type. It is worth noting that, while these results indicate that the
artifact duration does not depend on the waveform, the 5 ms in-
terval hinges on the EEG equipment and recording parameters
(Section 2.4). Furthermore, while the duration of the initial artifact
was found to be similar, this does not rule out effects on later ar-
tifacts (some of the authors of this paper have indeed reported that
the monophasic waveform causes an offset that slows the return of
the EEG signal to the baseline).

The effect of the TMS pulse waveform on brain activity has been
recently investigated by Casula and colleagues [78] using TEPs. The
authors found that TEPs between 50 and 200 ms were character-
ized by a larger amplitude when evoked by monophasic compared
to biphasic pulses [78]. However, the effect of pulse shape on the
TEPs has not been systematically investigated and more studies are
needed.
2.4. EEG amplifiers

The first methodological challenge associated with recording
EEG during TMS is the strong E-field generated by the magnetic
pulse, which can saturate the recording amplifiers for several sec-
onds. To overcome this problem, a sample-and-hold circuit was
introduced to control the recording apparatus and lock the EEG
signal [79]. The circuit held the EEG acquisition for a few millisec-
onds following TMS delivery [79e81], thereby avoiding saturation
of the recording amplifiers and allowing one to record the response
generated by the stimulation after the hold period. In more recent
years, a different generation of amplifiers has gained popularity and
has replaced the sample-and-hold circuit approach. These ampli-
fiers have been designed to work in high time-varying magnetic
fields, thus avoiding saturation, and have in principle the advantage
of allowing the EEG to be acquired continuously. However, the
stimulus artifact covers a small amount of signal, possibly including
the initial response of the directly stimulated cortical target, that
cannot be recovered with current preprocessing methods (see
Section 4). For an overview of different TMS-compatible EEG sys-
tems, see Supplementary Materials (Table S1 and questionnaires).

Despite the lack of systematic investigations, we know that
some recording parameters are more effective than others in
limiting the impact of the initial electrical artifact, which is a high-
amplitude and high-frequency signal. As shown in Fig. 8 in Freche
et al. [82] (see also [83]), and as recommended by many manu-
facturers (Table S1 Supplementary Materials), an adequate sam-
pling rate must be selected, together with a corresponding low-
pass cutoff. The lower the low-pass is, the longer the ripples
created by the interaction of the filter with the TMS pulse artifact
last. If sampled at very high rates, the pulse artifact lasts only as
long as the actual TMS pulse and also reflects the pulse shape. With
lower sampling rates (and thus lower anti-aliasing low-pass filters),
filter ripples increase in amplitude and duration, and longer pulse
artifacts arise. For example, with the same amplifiers and experi-
mental setting, Veniero et al. [77] reported an artifact duration of
5 ms with a sampling rate of 5 kHz, whereas Bonato et al. [37] re-
ported a 10 ms artifact with a sampling rate of 1 kHz.

As reported in Table S1 (Supplementary Materials), all TMS-
compatible EEG amplifiers can record data with a high sampling
rate. It is worthmentioning that some companies report that with a
sampling rate of ~20 kHz, the artifact duration is below 2 ms or
even below 1 ms when sampling at 80 kHz (in line with Freche
et al., [82]). However, the definite end of the pulse-ripple artifact
can be difficult to determine objectively (but see [77]).
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To avoid further rippling, additional low-pass filters must be
avoided where possible or carefully chosen. While low-pass filters
reduce the pulse artifact amplitude, they increase its duration.
Since the EEG signal covered by the pulse artifact cannot be
recovered and is later removed, its amplitude and clipping can be
ignored, and one should aim to reduce its duration as much as
possible. For similar reasons, DC amplifiers are to be preferred over
AC amplifiers, since high-pass filters also interact with the pulse
artifact and introduce artificial trends/drift in the signal around the
TMS pulse (for a detailed discussion on high-pass filters effects, see
[84]). Of note, high-pass filters can also tamper with later artifacts
and TEPs. For DC amplifiers, either no high-pass filters or a very low
one (e.g., 0.016 Hz, i.e., 10 s time constant) should be used to pre-
vent/reduce such trends.

For a list of available TMS-compatible EEG systems see Supple-
mentary Materials, where we report the results from a question-
naire, we have asked several manufacturers to fill out with general
information about each system.

2.5. EEG electrodes

In standard EEG, four types of electrodes can be used: passive,
active, dry, and sponge. However, conventional EEG electrodes
cannot be used with TMS [28,85] because the magnetic pulse in-
duces eddy currents (i.e., currents that circulate in closed loops) and
causes electrode heating. These issues can be reduced using sin-
tered Ag/AgCl pellet or C-ring electrodes (i.e., ring electrodes with a
slit to prevent current induction in a closed ring), which have been
used in most TMSeEEG studies. A disadvantage of pellet electrodes
is the considerable amount of preparation time required to reduce
the impedances to acceptable values (5 kU or less). The so-called
Multitrodes (EasyCap) are C-ring electrodes in which the Ag/AgCl
coating is located on the inner instead of the lower surface of the C-
ring. Since the contact surface is larger and more easily accessible,
many authors of this paper have reported that impedances can be
lowered more quickly. C-electrodes are usually preferred because
they reduce eddy currents induced by TMS, which may contribute
to the decay artifacts (see Section 4.1.3).

2.5.1. Active vs. passive electrodes
Active electrodes (AEs) have been introduced in electrophysi-

ology only in recent years. Compared to traditional passive elec-
trodes (PEs), which act as simple recording sites, AEs entail
preamplification of the signal directly at the electrode stage. When
recording standard EEG, this feature provides several advantages,
such as the reduction of electrical line noise and the recording of a
better signal at higher electrode impedance levels. In addition, the
ease of montage and the fast preparation of AE recordings result in
shorter experimental sessions and a reduction of discomfort for
participants.

Recently, a few studies have used AE with new active amplifiers
to record EEG during TMS [38,86e88]. One of these studies directly
compared the performance of AE and PE by looking at TEPs [86] and
revealed no significant difference in amplitude or scalp topography.
However, some AE users have observed an increase in the decay
artifact (see Section 4.1.3) duration that should be further inves-
tigated. Moreover, while AEs reduce the preparation time, their
larger thickness increases the coil-to-cortex distance and requires
higher TMS intensity, which might impair the EEG signal quality
and lower the spatial specificity of the stimulation. This also un-
favorably affects the activation threshold and should be acknowl-
edged when reporting and comparing threshold values between
studies [89]. Overall, while AEs seem a useful addition to the
TMS�EEG field, more studies are needed to assess their perfor-
mance in different experimental settings.
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2.5.2. How many electrodes do we need to record acceptable EEG
responses?

A common question in the field is how many electrodes should
be used. The original International 10e20 systemwas devised with
the intention that each electrode would inform about brain activity
in the underlying cerebral structure [90]. The electrode potentials
were usually measured with respect to the same reference elec-
trode, resulting in controversial discussions about the proper
reference electrode location. Currently, as we understand the
sensitivity patterns of the EEG signals, we do not need to worry
about the reference electrode “problem”. Referencing is a linear
data transformation therefore the data can be re-referenced offline.
Unless the reference position is particularly prone to local artifacts
(from movement, sweating, TMS, etc.), a later re-referencing to the
common average (or any other preferred linear recombination)
allows recovering the reference signal, so that the referencing
during recording is arbitrary.

Each electrode derivation measures the difference between two
scalp potentials, informing us about one dimension of the source
current distribution in the brain. This dimension, described by the
sensitivity pattern or lead field of the derivation, depends on the
placement of the electrodes as well as the details of the conduc-
tivity distribution of the head. When the number of electrodes is
increased after the first few dozen, the marginal benefit of each
new recording channel diminishes quickly because nearby elec-
trodes sense nearly the same potential [91]. It has been found that
the rank of the data obtained with a large electrode set is typically
30e50, meaning that with optimal placement on the scalp, 30e50
electrodes would be enough to gather the spatial information that
is available to EEG [92e94]. Because the electrode placement is
usually not optimized, about 60 electrodes (in practice often 64) is
sufficient to obtain almost all signal components available from
scalp recordings [92].

However, a couple of advantages are offered by a larger number
of electrodes. First, if an electrode channel becomes noisy or non-
functional in a 256-channel system, virtually no spatial dimen-
sion is lost, since the redundant channels can provide the lost in-
formation. Second, if one can assume that the noise in neighboring
electrode channels is statistically independent (as it is if the noise is
mainly from the electrode contact and the amplifiers), the overall
SNR is increased; in effect, signals from neighboring channels will
be effectively averaged in the course of data analysis. Thus, because
the source-level SNR is in principle approximately proportional to
the square root of the number of channels with uncorrelated noise,
increasing the number of electrodes from 64 to 256 could double
the source-level SNR [95]. In fact, some data-cleaning methods,
such as the source-estimate-utilizing noise-discarding algorithm
(SOUND) algorithm (see Section 6.3.3 for details), utilize cross-
validation between channels to detect the channel-specific noise.
For these methods, “oversampling” the EEG spatially is beneficial
when estimating the noise distribution. However, SNR improve-
ments can be obtained also by improving electrode contacts and by
lowering the noise level in amplifiers. Third, artifacts due to the
activation of cranial muscles could be more accurately pinpointed
with additional electrodes. Since TMS activates muscles only under
the coil, in some experiments it would suffice to add just a few
muscle-activity-detecting electrodes over the TMS target area. The
extra electrodes would enable one to measure and model the
spatial pattern of the electrical activity of the muscle so that the
artifact could be removed from the rest of the data.

2.6. Neuronavigation

Neuronavigation has become increasingly important in TMS
research, as it increases stimulation accuracy and efficacy [96,97].
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With navigated TMS (nTMS), the coil position and orientation can
be monitored in real-time, ensuring appropriate stimulation of the
target area throughout the experimental session [28,98,99]. This
reduces possible inter-trial variability in the TMSeEEG recordings
due to coil movement and increases accuracy by reducing the risk
of stimulating a slightly different area [100]. As neuronavigation
systems can store information on the coil position and orientation,
they also ensure comparable targeting across multiple sessions and
result reproducibility [55,101,102]. Some systems can mark EEG
trials when displacements from the target occur.

Advanced neuronavigation systems compute the induced E-
field in the brain, which enables precise anatomical stimulus tar-
geting; the strength of the E-field serves also as a stimulation in-
tensity that is independent of coil or stimulator type (see Section
3.2). Using nTMS to align the direction of induced current relative
to the underlying gyral pattern is furthermore expected to increase
TMS effectiveness. The strength of stimulation is enhanced when
the current is perpendicular to the target gyrus relative towhen it is
parallel (for modeling see Ref. [103]; for an application including
parallel currents as control, see Ref. [104]) (see also Section 3.4).
Existing nTMS systems estimate the induced E-field using spherical
conductor models to take into account the local curvature of the
skull [105] and display the results on the individual anatomical MRI
to assist with the coil positioning [98,99]. Another approach to
improve targeting and accuracy consists of using realistically sha-
ped boundary element head models [106,107]. While TMSeEEG
studies may benefit from using neuronavigation systems based
on realistic head models, such models have not yet been imple-
mented online due to the computational cost [106].

Robotized nTMS has also been used in combination with EEG to
assess the effect of coil position accuracy on TEPs [108] and to map
EEG responses of several brain areas [109]. The idea is that auto-
matic positioning allows us to target many cortical areas in a
reasonable amount of time with high precision. A caveat of robot-
navigated TMSeEEG, however, can be increased levels of line
noise in the EEG data from the electronics of the robot, which may
require a spacer-mediated gap between the TMS coil and EEG cap
and/or additional grounding measures.

3. General aspects of TMSeEEG

3.1. Number of trials (Signal-to-noise ratio)

One of the most common questions people in the EEG and
TMS�EEG community ask is “How many trials do I need to acquire
in my experiments to obtain meaningful TEPs or oscillations?”.
Although these are simple questions, they do not have a simple
answer.

The number of trials depends on the meaningful signal in
relation to the noise content, i.e., the SNR. The SNR depends on the
square root of the number of trials [110], provided that the mean-
ingful signal and noise remain similar from trial to trial. In more
detail, let S be the size of the signal, N the size of the noise on a
single trial, and T the number of trials. The SNR on a single trial is
defined as S/N (the signal divided by the noise). The total SNR of
averaged responses, such as TEPs, is then equal to (S/N) * sqrt(T)
(the single-trial SNR multiplied by the square root of the number of
trials). The closer the meaningful signal level gets to the level of
noise, the more trials are required. However, if the meaningful
signal is below the noise level in a single trial, even more trials are
required. The required number of trials also depends on the set
quality criterion, i.e., the required SNR. Suppose the required SNR is
known and the single-trial signal level and noise levels are known.
In that case, the required number of trials can be calculated. As
noted above, the increase in SNR is not linear; therefore, doubling
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the number of trials does not double the SNR. For instance, to
double the SNR from 100 trials, one needs to measure 400 trials.
This means that, after a certain point, increasing the SNR further
would lead to very lengthy experiments without significant benefit.
The power law of SNR has additional positive implications. When a
sufficient number of trials have been recorded, one should not be
too concerned to reject contaminated epochs, as this will have only
a minor impact on the potential maximal SNR. For instance, after
recording 300 trials, one can reject 30 trials and decrease the
theoretical maximal SNR by only 5%.

WhenTEPs are the signals of interest, a good starting point to set
the number of trials could be looking at studies that have investi-
gated test-retest reliability and reproducibility
[32,33,86,87,111,112]. Many of these studies suggest that around
100 clean trials (note: clean refers to the number of trials after
exclusion of artifactual epochs) are sufficient to have reliable TEPs.
However, most studies have been performed on motor areas and
therefore, this conclusion might not apply to other areas. Addi-
tionally, weak cortical responses tend to require more trials than
strong cortical responses. For example, it has been reported that the
reliability of the TEP peaks is dependent on the investigated
component, and the concordance between trials plateaus after 60
trials, while the smallest detectable difference continues to
improve with added trials [33].

Since the amplitude of the cortical responses is related to the
applied SI, low intensities tend to requiremore trials [45]. Rosanova
et al. [113] suggested that the number of trials needed for a high
SNR range between 150 and 300, depending on the intensity of
stimulation (as an empirical rule, the higher the intensity, the lower
the number of trials). While this is a good approach, care should be
taken since the strength of the cortical response varies from one
location to another [32,33,55,114], and increasing the SI may also
have an impact on TMS-induced activation of cranial muscle,
voltage decay, and sensory evoked potentials. Therefore, different
target regions might require a different number of stimuli. For
instance, stimulation of frontal areas is more prone to artifacts than
motor areas and a larger number of trials may be required since
there is a higher likelihood of rejecting bad trials due to artifacts
(e.g., eye-blinks andmuscle contractions). However, following good
practice during TMS�EEG preparation and recordings might help
to decrease noise and get better SNR (see Section 5) with a
reasonable number of trials.

The number of trials should also be chosen considering the type
of outcome measure we are interested in. Therefore, we recom-
mend referring to the relevant EEG literature to define the number
of trials. As an example, indexes related to the frequency domain,
such as pre-stimulus phase estimation are known to depend
strongly on the number of trials (for a review see [115]). TMS�EEG
data do not constitute an exception, as demonstrated by Scha-
woronkow et al. [116], who confirmed that if the measure of in-
terest is the phase of the EEG signal immediately preceding the TMS
pulse, the phase-estimation algorithm depends strongly on SNR.

3.2. TMS threshold determination

There are several ways to determine the TMS SI or threshold,
which depend on the outcome measure of choice and a somewhat
arbitrarily defined criterion. Thresholds can be determined by
measuring motor responses, phosphene perception, in principle
also the amplitude of TEPs, or estimated by simulations of the
induced E-field.

Motor responses: The most commonway to determine the SI is
to measure the motor threshold (MT) in a resting muscle. This is
done by first mapping the M1 cortical representation for the target
muscle and then finding the optimal position and coil orientation,
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for that muscle, thereby maximizing the E-field at the cortical
representation area (“hotspot”) of the muscle. The MT is measured
by directing the E-field to the hotspot and is typically defined as the
minimum TMS intensity able to evoke MEPs of at least 50 mV peak-
to-peak in the contralateral muscle of interest (to the stimulated
hemisphere) in 5 out of 10 consecutive trials e.g., [117,118]. Of note,
due to TMS-induced E-field spreading and overlapping cortical
representations, MEPs are also elicited in muscles adjacent to the
one examined [119]. The interstimulus interval (ISI) between
consecutive TMS-pulses should be set sufficiently long to avoid
cumulative effects (e.g., Refs. [120,121]); evidence exists that ISIs of
5 s or longer increase the reliability of MEP measurements
[122,123]. It is also beneficial to jitter the ISI to avoid any expecta-
tion and habituation effects [123,124]. If the SI for TMS�EEG
measurements is based on the MT, one should consider using the
same ISI and jitter for threshold estimation and TMS�EEG
protocols.

Although the MT is measured from M1, it is commonly used to
set the SI in non-motor areas as it is simple, fast (depending on the
exact MT determination method), it can be reliably determined
with a number of pulses as low as 17 [125], and provides a highly
replicable measurement [126,127]. The limitation of this approach
lies in the assumption that sensitivity toTMS for non-motor areas is
similar or correlated to that of M1. This does not seem to be the
case, for example, see Stewart et al. [128] for a comparison between
phosphene and MT (but see [129]). In addition, TMSeEEG studies
support different responsiveness to stimulation for different
cortical areas [32,35,55]. Unique cytoarchitectonic features could
affect how a brain region reacts to TMS. Also, simple anatomical
features such as variations in scalp-to-cortex and, therefore, coil-to-
cortex distance have to be taken into account; this is automatically
done in navigation systems where the cortical E-field is computed
(see below). In TMS, the magnetic field decreases with the square-
distance; therefore, the farther the coil-to-cortex distance, the
weaker the magnetic field and the induced E-field in the cortex. As
the coil-to-cortex distance varies between brain areas/targets, it is
challenging to know which percentage of MT should be used for
other areas, and practices on how to adjust the TMS intensity vary
substantially between research laboratories (for a simple metric to
account for coil-cortex distance see [130]).

Instead of recording motor responses with the EMG, some
groups determine the TMS threshold by visually observing muscle
twitches. However, this approach overestimates the MT and is not
considered suitable for reproducible measurements [131] and
standardizing methods across users. Visual observation of muscle
twitches can be useful to ensure that the recorded MEPs mainly
reflect the target muscle of interest.

Phosphene perception: In visual areas, the SI can be based on
the phosphene threshold (PT). Phosphenes are illusory percepts,
often described as visual flashes perceived immediately after the
TMS-pulse, thought to occur from the direct activation of the visual
cortex [132e134] or fiber tracts such as the optic radiation pro-
jecting into the visual cortex [135]. The PT is calculated similarly to
MT, but rather than relying on objectively measurable responses
(i.e., MEPs), it depends on the participants’ subjective report (they
are asked to indicate the presence/absence of phosphenes). As the
relevant parts of the visual cortex may be located deeper than the
primary motor cortex, the PT is typically higher than the MT
[128,129,136]. An additional limitation is that phosphenes can only
be elicited in around 60% of participants [137,138] and, therefore,
MT is sometimes used to set the TMS intensity if no consistent
phosphenes can be obtained [104,137].

Induced E-field: Another way to determine the SI is to calculate
the induced E-field at the target and select the TMS intensity that
generates the desired E-field [98,99,139,140]. Inherently, and
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ideally, this method is not dependent on the coil-to-cortex distance
[141] and can be used for any cortical area. One limitation is that
this technique requires the use of advanced neuronavigation and
participants’ MRIs (see Section 2.6), which might not always be
available. Furthermore, the online E-field calculation is only avail-
able in a few TMS/Navigation systems (for which the underlying
algorithms for E-field estimation are not openly available). How-
ever, open-source software, which takes into account the subject-
specific anatomy, for offline E-field modeling is available (e.g.,
www.simnibs.org [107]); and is now widely used in the field of
transcranial electrical and magnetic stimulation. In contrast to ac-
curate finite-element calculators, such as Simnibs, commercial
online E-field estimators are based on computational simplifica-
tions. For instance, one such neuronavigation system is based on
computing the E-field inside a sphere, fitted to the local subject-
specific geometry. The computational differences between
different systems can lead to discrepancies in the E-field estima-
tions across different studies. Thus, online E-field monitoring might
be most useful to normalize the TMS dose within a cohort and to
ensure test-retest reliability within a subject.

Finally, the relationship between the TMS-induced E-field and
the activation of the target site has to be further investigated.
Factors influencing neuronal excitability such as axonal geometry
may affect the required E-field in a way that is difficult to predict
based on a priori information, i.e., we do not know the intensity and
orientation of the E-field that should be applied to effectively
stimulate the cortex. Previous studies have shown that when
stimulating the visual cortex: a) with E-field intensities below 50 V/
m, post-stimulation activity is indistinguishable from baseline EEG
activity (i.e., no TEPs could be elicited); b) TEP amplitudes pro-
gressively increase with the intensity of the induced E-field; c) at
120 V/m there is a substantial activation of the target area [142]
with the same intensity, there is a clear differentiation in the TEP
frequency content across stimulation sites [46]. Importantly, E-field
estimates do not consider the possible effects of other factors such
as the TMS pulsewaveform and duration or the spatial extent of the
E-field with a certain intensity, which may contribute to the tem-
poral and spatial summation of the induced activations and thus to
the ability of a TMS pulse to evoke action potentials in cortical
neurons.

TEP amplitude: The SI can also be determined by searching
stimulus parameters that maximize TEP amplitudes. In analogy
with the motor hotspot search, the position, orientation, and in-
tensity of the TMS can be adjusted to optimize the impact of the
stimulation on the underlying neuronal circuits while minimizing
artifacts at the same time. This approach relies on the visual in-
spection of the data in real-time during the recording (rt-TEP
software, [34]). At first, visualization of single-trial data allows to
immediately assess the presence of evoked muscle activity or other
TMS-related artifacts; if the cortical target is not too close to cranial
muscles, small adjustments of coil orientation and/or position are
often enough to reduce the impact of these artifacts on the EEG
signal [75]. Subsequently, the effectiveness of the stimulation can
be evaluated bymeasuring peak-to-peak amplitude of average TEPs
(re-referenced to the average reference) obtained after a limited
number of pulses (e.g., 20-trial average) in the first 50 ms after TMS
in the channels closest to the stimulation site. Specifically, EEG
responses to TMS are expected to show larger amplitude a) in the
channels close to the stimulation site compared to distant channels,
b) at early latencies compared to late latencies, and c) in the
channels of the stimulated hemisphere compared to the contra-
lateral ones. Based on these TEP features, the peak-to-peak ampli-
tude of the largest component measured in the first 50 ms in the
channel closest to the stimulation site represents a readout of the
impact of TMS on the cortex. The reliability can be further enhanced
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by combining multiple EEG channels into linear combinations that
enhance the sensitivity of the readout to the region of interest.

The peak-to-peak amplitude of the early and local EEG response
to TMS after averaging 20 trials correlates with the signal-to-noise
ratio of a full session in which 80e100 trials are averaged and
depend on the amplitude and variability of spontaneous EEG (see
Supplementary results in Ref. [34]). Although it is not possible to set
an absolute value for the ideal peak-to-peak amplitude, in principle
it could be possible to estimate a reasonable endpoint based on the
number of trials to be collected and on the amplitude of ongoing
EEG activity.

This approach implies that the effects of TMS parameters (in-
tensity, site, orientation) are assessed in real-time and adjusted (if
needed) to minimize muscle artifacts andmaximize the strength of
the initial cortical activation; thus, it may imply a deviation from
precise targeting requirements (e.g., while stimulating over cortical
sites associated with a certain assumed function or dysfunction),
for improving data quality. In conclusion, relying on a real-time EEG
readout during the experiment provides immediate control over
undesired artifacts. This approach is most effective while stimu-
lating cortical structures close to the midline where cranial muscle
activation can be reduced by small adjustment of TMS parameters
and becomesmore challenging whenmore lateral cortical areas are
targeted [75].
3.3. Required/optimal TMS intensity to induce brain activity

The SI will have an impact on whether only local TEP compo-
nents are evoked or a wider network is activated, for instance by
transcallosal pathways [143e147]. Several studies have described
the input-output characteristics of TMS�EEG responses, i.e., how
they change as a function of the SI, and theymostly indicate a linear
relationship at typical SIs, at least on M1 and prefrontal cortex (e.g.
Refs. [45,148], but see Ref. [138] for non-linear intensityeamplitude
relationship in visual areas). In other cases, SI may be defined
through known behavioral effects from the literature, hence
ensuring suprathreshold SI. For instance, in a recent series of
TMS�EEG experiments on Frontal Eye Fields (FEF)-control over
posterior brain signals, Veniero et al. [50] used a fixed SI of 65% of
maximum stimulator output (MSO), which was defined based on
prior studies revealing that exactly this intensity effectively acti-
vates FEF and its projections as inferred frombehavioral TMS effects
on visual attention tasks [149e151] and perception tasks [152]. In
the study by Veniero et al. [50], FEF-TMS at this suprathreshold SI
(relative to behavioral effects) led to changes in intrinsic brain os-
cillations at occipital sites, i.e., in remote connected areas. Besides
suprathreshold SI, there is also evidence that subthreshold SI (with
respect to MT) can be sufficient to induce TMS�EEG responses,
albeit likely confined to the local level. It has been shown that
stimulation of the left and right M1 and prefrontal cortices at 60%
MT is sufficient to evoke measurable brain activity [35,148], and E-
fields of around 40 V/m in the targeted neuronal tissue may be
sufficient to produce neuronal excitation [144,147]. In M1, this E-
field strength can induce visible TMS�EEG peaks, but these SIs
(commonly less than 50% of MT) may not be enough to activate the
whole motor network [144]. There is also some evidence that the
excitation threshold may depend on neuron types and local
neuronal circuits (e.g., Ref. [13]).

The question about the SI necessary to activate transcallosal and
other long-range pathways, as detectedwith TMS�EEG, is still open
and will also depend on the population under investigation (e.g.,
brain responses of patients with major depression are altered when
compared to healthy volunteers (e.g., Ref. [153]).

http://www.simnibs.org
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3.4. The effect of coil location and orientation

It is well-known that coil location and orientation affect the
MEPs [73,154]. These parameters also influence TEPs [32,37,55].
However, in TEPs these effects have not been studied as extensively
as in MEPs, as the impact of only a few coil orientations and loca-
tions has been tested. Different coil orientations influence TEP
polarities [78] and amplitudes [55], although not all components
are equally affected [37,78,108]. In some participants, varying the
coil location near the hotspot slightly influences TEP amplitudes,
whereas, in others, it also affects the TEP waveform [108]. Coil
orientation also influences brain oscillations, as reported in a study
by Thut et al. [104], where the magnitude of the entrained alpha
oscillations was at its maximum when the coil was oriented to
induce currents perpendicular to the target gyrus [103].

3.5. How to deal with the EEG responses caused by co-stimulation
of peripheral structures of the nervous system

TMS typically causes somatosensory and auditory sensations
because it might not only activate cortical neurons, but also nerves
innervating the face, jaw, and neck muscles. Evenwhen no muscles
are activated, the pulse causes scalp sensations due to the excita-
tion of afferent nerves (e.g., trigeminal nerve) or to mechanical
stimulation of the skin by coil vibrations (e.g., a tapping sensation).
In addition, a clicking sound is produced by the coil wires when the
pulse is discharged and can activate auditory pathways through air
and bone conduction. These sensory inputs may lead to peripher-
ally evoked EEG responses which contaminate transcranially
evoked EEG responses that result from direct cortical activation.
The peripherally evoked potentials may not only contaminate
transcranially evoked EEG responses but may also modulate them
through neurophysiological interactions.

Recently, a few articles have triggered an intense discussion in
the TMSeEEG community, opening a debate about the extent to
which EEG responses to TMS are caused by direct cortical stimu-
lation or include potentials elicited by sensory input associated
with TMS [155e157]. Therefore, more attention has been paid to
the use of control and sham stimulation during TMSeEEG experi-
mentation. In the following, we will discuss strategies that can be
used to control for peripherally evoked EEG responses, the most
suitable depending on the experimental design and aim of the
study [158].

Several procedures have been proposed to deal with the audi-
tory stimulation that accompanies the TMS pulse delivery. Some
strategies assume the linear summation of the activity generated by
TMS and the auditory activation. Here, TEPs are recorded without
the presence of masking noise, and the auditory evoked potential is
mathematically removed either with the use of independent
component analysis (ICA)-based approaches or by recording an
additional auditory sham session that will be subtracted from, or at
least compared to, the contaminated TEPs. Another strategy con-
sists of controlling for auditory stimulation by playing a continuous
noise to mask the coil click, such as white noise, colored noise, or a
noise adapted to the spectral characteristics of the click itself and
tailored in real-time based on participants' perception [41].
Recently, Russo and colleagues [159] developed and shared a tool to
easily implement the latter solution with any type of coil and
stimulator and to manipulate the standard noises in both time and
frequency domains. Crucially, the use of this tool and the generated
customized noise has been demonstrated to be effective at lower
volume intensities (quantified by sound pressure level measure-
ments) compared to the standard noises. It should be noted though
that noise-masking may introduce a change in functional resting-
state brain connectivity similar to the effect induced by scanner
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noise during fMRI [160]. This change in “brain state”might alter the
brain's responsiveness to TMS.

While there is reasonable evidence that air-conducted auditory
evoked responses can be suppressed by masking noise, at least
under certain experimental conditions [38,41,56,161], the TMS click
may still elicit auditory responses through bone conduction
[162,163]. Furthermore, as suggested in some cognitive studies,
somatosensory evoked potentials (SEP) might be modulated by the
white noise [164]. Studies are warranted to systematically assess
whether or how concurrent noise exposure shapes the TEPs.
Instead of masking the coil click with additional noise, one may try
to reduce the coil click as much as possible. Recently, a TMS coil
with substantially reduced acoustic noise has been developed by
attaching the windings to a surrounding damping casing separated
by an air gap [165]. The acoustic noise of the coil click was reduced
by 18e41 dB. However, this coil has not been tested in TMS�EEG
experiments yet.

Complementing the efforts to mask or minimize auditory and
somatosensory co-stimulation, several groups have used “realistic
sham stimulation” to replicate the coil click and the sensation of a
real magnetic stimulation without significantly stimulating the
brain tissue [166]. However, establishing an effective sham stimu-
lation procedure is a longstanding issue in the TMS literature and
remains problematic [167]. In TMSeEEG experiments, one option
that has been explored is complementing TMS with cutaneous
electrical stimulation. The TMS coil is used to reproduce the clicking
noise, whereas electrodes attached to the scalp [38,156,167] or to
the coil itself [60] are used to apply electric stimuli intended to
mimic the somatosensory input associated with real TMS [168].
Despite all efforts to develop a realistic multisensory sham stimu-
lation, none of the reported procedures have been able to perfectly
match the peripheral co-stimulation of real TMS (see, for instance,
Refs. [38,167]). This is mainly because the somatosensory percept
related to TMS and electrical stimulation are qualitatively different
and can be distinguished by the subjects [38,156,167].

A different way of dealing with spurious activations is to
implement a comparative strategy as is typically done in fMRI ex-
periments [169], that permits isolation of the effect of interest. If
the study aims to evaluate the effects of an experimental manip-
ulation (e.g., learning), a pre/post-test design offers the advantage
of testing the same participant at different timepoints, i.e., before
and after the intervention, with the same TMS parameters. Like-
wise, studies that aim at testing the task-dependent modulations of
TEPs may include recordings with the same TMS parameters in
different task conditions. If this is the case, the sensory stimulation
will be the same across time points or conditions, and differences in
EEG can be attributed to direct cortical stimulation, provided that
the experimental manipulation does not change the processing of
sensory input. This strategy has been used in several TMSeEEG
studies (e.g., Refs. [170e174]). The “comparative strategy” as-
sumes that the interventional protocol does not change the
peripherally evoked EEG response elicited by TMS. Although this
might not always be the case it should be controlled when needed
for the research question and protocol. Participants might habit-
uate or become sensitized to peripheral co-stimulation, introducing
order effects on peripherally evoked EEG responses in TMSeEEG
experiments. The intervention itself may directly modulate the
peripherally evoked EEG responses or indirectly by changing the
arousing or attentional effects of peripheral co-stimulation on the
TEP.

A similar comparative strategy has been applied in studies
aiming at characterizing excitability and connectivity of a brain area
in different states or during a task. In this case, the experimental
design should include conditions that can be compared to answer
the research question. Not many studies have used TMSeEEG
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during a cognitive task, but in this case, having a control task while
keeping the stimulation parameter constant would ensure equal
sensory stimulation. As an example, Morishima et al. [175] traced
FEF connectivity in a face discrimination task and compared it to
the same measure obtained in a motion discrimination task (note
that faces and moving dots were presented simultaneously).
Another approach entails the use of TMS pulses delivered at
different intervals from an event of interest (e.g., movement onset,
visual stimulus). The comparison of TEPs evoked during different
“tasks”, “task epochs”, or “states” can still be influenced by task-
specific, epoch-specific or state-specific modulations of the cen-
tral processing caused by peripheral co-stimulation (e.g., resulting
in gating or attentional shifts).

In TMS studies without EEG, a control site is often used to
control for unspecific effects and establish site-specificity. However,
the stimulation of different sites may induce distinct scalp sensa-
tions and muscle activation [75,176]. Others have explored the
possibility of applying TMS controls over the same site but
changing coil orientation from a more effective orientation (E-field
induced perpendicular to the target gyrus) to a less effective
orientation (E-field parallel to the gyrus) [104]. This should keep
peripheral activation similar across conditions (e.g., from sounds),
although differences in somatosensation due to different muscle
fibers being activated by the two coil orientations cannot be
excluded.

Therefore, many approaches have been explored but no
consensus has been reached yet on the best approach. It is impor-
tant to consider EEG responses caused by co-stimulation of pe-
ripheral structures when designing a study and apply the solution
that is most reasonable for the purpose of the study.

3.6. Triggering of TMS based on EEG features “open- and closed-
loop”

Resting TMS�EEG can provide valuable information about the
general excitability state or connectivity of the cortex. However, the
information obtained about the causal role of specific brain phe-
nomena, such as cortical oscillations, is limited, because there is no
obvious way to control these activities. Triggering TMS based on the
current brain state can directly probe the role of different cortical
functions. There has been some confusion regarding the termi-
nology when it comes to brain-state-dependent vs. -independent
and closed- vs. open-loop TMS (for a recent discussion see
Ref. [177]). Triggering TMS in real-time, based on particular EEG
features (e.g., oscillatory phase and amplitude of specific frequency
bands), allows brain-state-dependent TMS as compared to brain
state-independent TMS. The latter is when TMS is applied through
some predefined sequence (e.g., with a certain ISI ± some jitter) and
therefore disregarding the current brain state. Beyond brain-state-
dependent stimulation, closed-loop operation requires that a
particular parameter of a system is monitored continuously and
that TMS parameters (control signals) are adjusted (e.g., intensity
and timing of TMS) accordingly to achieve, maintain, or change the
monitored parameter as desired (e.g., aiming at a particular kind of
brain state). The prime example of a closed-loop is a thermostat
that measures the temperature and modifies the flow of hot water
to a radiator to reach and maintain a preset temperature value.
However, if the control signal does not change the monitored
parameter (e.g., if TMS does not change the monitored brain state),
and if this change does not feed back to the stimulation parameters,
the loop remains open [178]. All studies published so far, therefore,
represent at best open-loop brain state-dependent TMS�EEG since
TMS-related EEG artifacts and peripheral co-stimulation evoked/
induced responses currently still prevent continuous EEG moni-
toring in real-time.
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An open-loop real-time approach is represented by the TMS
pulse to the brain delivered at a predefined brain state (e.g., phase),
implying that the induced brain response (e.g., TEPs) does not in-
fluence the characteristics of the next TMS pulse. In essence, the
state of the brain is used to guide the TMS, delivered based on a
parameter decided a priori, allowing an improvement in testing the
brain response in specific conditions. The other approach is
defining a closed-loop, which implies controlling the brain state via
TMS to reach and maintain the TMS-induced response within a
predefined range. In this condition, the induced brain response
provides feedback for adjusting the TMS parameters via a feedback
loop [179].

In this context, EEG�TMS (i.e., TMS guided by EEG) can be used
to characterize the physiology of endogenous oscillations, both in
terms of phase-dependent excitability (e.g., which phase of the
sensorimotor m-rhythm corresponds to maximum corticospinal
excitability) [180e183] but also phase-dependent plasticity
[181,184]. The promise of such EEG-triggered TMS protocols is not
only that a stronger and more reliable plastic response may be
achieved at the site of stimulation, but also that specific neural
pathways may be modulated, when synchronizing the stimulation
with EEG-derived brain connectivity states.

In terms of signal processing, whereas the pre-stimulus EEG
period is unaffected by the TMS artifact, averaging cannot be used
in the same way to remove random noise. Since each trial must be
considered individually, signal quality issues (baseline fluctuations,
eye blinks, periods of low amplitude in the oscillation of interest,
etc.) are critical. Especially slow drifts caused by the previous TMS
pulse when recording in DCmode can be problematic; this needs to
be considered in the preparation and online signal processing
pipeline.

When using oscillatory brain activity as a “state marker” to
trigger TMS, the state effects will critically depend on the method
used to capture the ongoing oscillatory activity [183]. Due to the
limited spatial resolution of EEG, the oscillatory activity at the
sensor level may reflect a mixture of activity from various cortical
regions rather than being generated locally in the cortex targeted
by TMS [185].

4. The artifact problem in TMS¡EEG: non-physiological and
physiological signals

The TMS pulse can induce different artifacts, which can be of
non-physiological or physiological nature. These artifacts can be
time-locked or non-time-locked to the TMS-pulse. Both have been
described in several publications [27,28,85,186e188]. In this sec-
tion, we review known EEG artifacts generated by TMS, clarify their
nature and present possible solutions to deal with them.

4.1. Non-physiological artifacts

Non-physiological artifacts are induced by the TMS pulse, and
their origin is electromagnetic or mechanical.

4.1.1. Pulse artifact or electromagnetic artifact
This is the largest artifact generated by the TMS pulse (Fig. 4). It

is electromagnetic in nature and is produced by the electromotive
force induced in the loops formed by EEG electrode leads. It can be
up to several volts, masking the brain signals and saturating EEG
amplifiers, limiting the use of simultaneous TMSeEEG.

Solution: this artifact cannot be avoided; however, TMS-
compatible EEG amplifiers have been developed, allowing one to
handle this artifact (see Supplementary Materials for a list of
TMSecompatible EEG systems). The best strategy we have is to
reduce the pulse artifact duration to its minimum. As explained



Fig. 4. TMS pulse artifact recorded using a sampling rate of 5 kHz and an anti-aliasing
low-pass filter of 1 kHz (resulting in filter ripples or ‘ringing’). In addition, signal
saturation can be observed for the first large negative deflection around 1 ms.

Fig. 5. Example of recharge artifact. A) When the recharge delay is not set by the
experimenter, the Magstim Standard Rapid2 generates a recharge artifact that peaks at
different latencies depending on the stimulation intensity. In this example, the artifact
peaked at 30, 36, and 42 ms after the pulse delivery at an intensity of 50, 60, and 70% of
MSO respectively. Note that the amplitude of the artifact does not change with the
intensity. B) Recharge artifact caused by the MagVenture MagPro X100 when the
recharge delay is set at 500 ms from the pulse delivery (Modified from https://www.
fieldtriptoolbox.org/assets/img/tutorial/tms-eeg/art_recharge_2.png).
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before, a sufficient dynamic range, adequate sampling frequency,
and high-enough cut-off frequency for the anti-aliasing low-pass
filters can reduce the artifact duration significantly.

4.1.2. TMS recharge artifacts
This artifact is produced when the capacitors, which store the

electric charge required for TMS, are recharged. The recharge arti-
fact can look like a spike, an abrupt signal jump, an exponential
decay, or a waning high-frequency discharge, depending on the
TMS device used (Fig. 5). This artifact can corrupt the EEG re-
cordings and be mistakenly interpreted as a brain signal, particu-
larly if low-pass filtering is applied or TFRs are calculated before
inspecting the data.

Solution: in newer TMS stimulators, the timing of the capacitor
recharge can be manually adjusted; therefore, the recharge artifact
can be delayed and set to occur outside of the time window of in-
terest. When the stimulator does not allow us to adjust the delay, it
is important to determine the exact onset of the recharging from
the manufacturer or by performing phantom recordings [77] to
facilitate the offline removal and interpolation of uncorrupted
signals. It is important to note that, in some TMS systems, the
recharge delaymay vary depending on the SI, although therewould
be a consistent latency at a given SI [77].

Additionally, in some devices, brief (few ms) low amplitude
spikes may be visible, which are not time-locked to the TMS pulse
but reflect maintenance recharging of the capacitors while idling
(this can be observed in some MagVenture stimulators). Custom
modifications of the device allow to transiently prevent mainte-
nance recharging for time windows of interest. Alternatively,
moving median filters (width of a few ms) allows for post-hoc
removal.

4.1.3. Decay artifact
Different authors have referred to this artifact as decay artifact,

discharge artifact, or electrode polarization artifact
[28,34,186,187,189]. In many cases, the electrodeeskin interface can
be polarized by electric currents between the electrolyte gel and the
recording electrode. When an electrode is polarized, it might take
hundreds of milliseconds after the TMS pulse for the charges to re-
turn to equilibrium. This typically leads to an exponentially decaying
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charge, the decaying current being proportional to the remaining
polarization voltage [82]. Note that the artifact can consist of several
different decaying components with different time constants.

Solution: polarization artifacts can be minimized by choosing
non-polarizable electrode materials and electrolyte, as well as by
low contact impedance. By ensuring the best possible conductance
between the scalp and the electrode, one can shorten the time
constant of the capacitive behavior of the electrodeeskin connec-
tion, thus shortening the lifetime of the artifact. Low impedances
(that can be further minimized by mini-punctures of the skin) have
been shown to reduce the size of the pulse and decay artifacts [190].
Decreasing the impedance of the skin dramatically reduces skin
potentials [191]; this is relevant because skin potentials are slow
shifts that can lead to an increase in low frequencies that affect the
EEG recordings. Finally, minimizing the impedance of the
skineelectrode interface decreases the thermal voltage noise
[192,193].

https://www.fieldtriptoolbox.org/assets/img/tutorial/tms-eeg/art_recharge_2.png
https://www.fieldtriptoolbox.org/assets/img/tutorial/tms-eeg/art_recharge_2.png


Fig. 6. Muscle artifacts. Waveforms after stimulating the dorsal premotor cortex
(PMd), and Broca's area (BA) in a representative subject. Those signals correspond to
the responses recorded with electrodes near the respective stimulation sites. The ar-
tifacts in both PMd and BA are much larger than the brain signal. The amplitude of the
artifact in BA is about 3500 mV peak-to-peak. The artifacts that arise after stimulating
lateral brain areas mask the brain signals because they can be several orders of
magnitude larger than the brain signals and last for tens of milliseconds.
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4.1.4. Electrode motion artifacts
This artifact is very common [194] and is of mechanical origin. It

is caused by the movement of the electrode against the electrolyte
gel and of the latter against the skin. This artifact may occur for
several reasons: a) it may result from the vibration of the TMS coil
transmitted to the electrodes via direct contact, as well as repelling
magnetic force caused by the electric current induced in electrode
and wires by the magnetic pulse [79,195]; b) muscle twitch/head
movements induced by the TMS pulse; c) the coil or operator
touches the electrodes; d) movement-related skin stretching
causing skin potential shifts [196]. The motion artifacts that are
induced by the pulse delivery either directly (a) or indirectly (b)
usually occur within the first ~10 ms after the TMS pulse and are
usually masked by the pulse artifact, the cranial muscle response,
and the decay artifact. As an exception, artifacts generated by skin-
stretching resulting from cranial muscle contractions can last
longer [196]. However, as recently reported [197], artifacts can
simply result from the contact between TMS coil and EEG elec-
trodes and affect both pre- and post-pulse EEG activity.

Solution: the electrode motion artifact and in general, contact
artifacts, can be reduced by placing a thin layer of foam between the
coil and electrodes and wrapping the EEG cap with a cellophane
layer (this is done in some labs, although one shouldmake sure that
no additional artifacts are induced by sweating) and/or an elastic
net bandage. 3D printable spacers for separating the TMS coil from
the electrodes to prevent electrode movement have been designed
and tested [197].

4.2. Physiological artifacts (TMS-locked)

Eye blinks, cranial muscle twitch, auditory responses to the coil
click, and SEPs, are all physiological but unwanted signals that can
be induced by the TMS pulse. These responses are true physiolog-
ical signals that can confound the true TEPs, i.e., the neuronal
response to the transcranial stimulation of the brain tissue, and
complicate their interpretation (see Section 3.5).

4.2.1. Eye blinks and eye movements artifacts
Eye blink artifacts occur spontaneously and are very common in

traditional EEG recordings. They result from a strong dipole con-
sisting of positive and negative poles at the front and back of the
eye, respectively. The dipole maintains a strong and stationary
electrical field potential, which extends to the surrounding parts of
the head, the field falling off gradually toward the back of the head
[198,199]. Eye movements slightly modulate the dipole, causing a
substantial deflection in the EEG. Ocular artifacts can be induced by
TMS as part of a startle reflex due to the coil click.

Solution: training of the subject can help decrease TMS-elicited
startle-related eye-blink artifacts. Spontaneous eye movements
(not triggered by TMS) are less severe than the TMS-induced ocular
artifacts as the former are not time-locked to the TMS pulse and
therefore statistically independent of TMS-evoked activity and thus
easier to remove from the data using techniques such as ICA. To
prevent spontaneous eye movements (not triggered by TMS) dur-
ing recordings, a fixation cross could be provided for the subject (if
no behavioral task is used).

4.2.2. Cranial muscle artifact
These artifacts can be induced by the TMS pulse when muscles

innervating the head/face are stimulated and can strongly
contaminate the EEG. They are thus time-locked responses and not
to be confused with the typical muscle artifacts observable in EEG-
only recordings, originating from tonic muscle activity or sponta-
neous movements. The TMS-evoked muscle artifacts are often
biphasic deflections and up to 3 orders of magnitude stronger
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(~mV) than the neuronal responses (mV) with a variable duration
that depends on the activated muscle (~10e30 ms possibly fol-
lowed by a slow return to baseline, Fig. 6). Muscle artifacts peak
within milliseconds after the pulse delivery, thus heavily affecting
the early responses to TMS [75,200]. These artifacts may result
either from depolarization of intramuscular motor nerve endings or
from activation of cranial motor nerves, such as the facial trigem-
inal nerves [201]. Therefore, they represent compound muscle ac-
tion potentials (just like those in hand muscles when applying TMS
to the median nerve). Most likely to be activated are neck, facial
[202], frontal, temporal, or masseter muscles, depending on the
placement of the TMS coil [75,76]. Consequently, large artifacts are
likely to be elicited depending on the proximity of the TMS target to
lateral aspects of the head [75], language areas such as Broca's and
Wernicke's areas (by activation of temporal muscles, e.g., masseter
muscle) [200,203], and dorsolateral prefrontal cortex (by activation
of frontal and orbicularis oculi muscles) [36]. Note that cranial
muscle contractions can lead to electrode movements and stretch
the overlying skin, which leads to related disturbances in the
electrodeeelectrolyteeskin interfaces and electrode motion arti-
facts, respectively. Consequently, the topography of decay and
muscle artifacts is often coupled, with particularly large/long de-
cays for electrodes overlying cranial muscles.

Solution: one practical solution to reduce muscle artifacts is to
move the location or change the orientation of the TMS coil.
However, this may not be always possible if the target coordinates
or research questions are strictly constrained. Reduction of the TMS
intensity or use of smaller, more focal coils can also be beneficial to
decrease muscle artifacts (Section 3). However, when the muscle
artifacts cannot be avoided during TMSeEEG data acquisition,
certain artifact removal methods can be used offline to remove or
suppress the muscle artifacts (see Section 6.3).
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4.2.3. Auditory artifacts
The magnetic field generated by the TMS coil produces strong

forces on the currents in the coil windings, which results in a loud
click. This sound has been shown to produce an auditory evoked
potential. These responses are maximally expressed at the vertex,
in a time window approximately from 100 to 200 ms, and can
confound TMS-evoked brain activity analysis [38,156,163,167,204].
Also, general arousal due to TMS or auditory inter-sensory facili-
tation by the coil click might be present.

Solution: auditory responses can be dampened by combining
noise masking with hearing protection so that the coil click be-
comes attenuated or imperceptible [38,41,173]. Part of the sound is
still transmitted to the inner ear through bone conduction
[162,163], but this can be attenuated using a piece of foam between
the coil and the scalp [142] (but see Ref. [205] for less convincing
effects of foam padding). The effectiveness of the auditory damp-
ening/masking procedure should be validated empirically for each
study. Different setups have been previously used: a) Masking
composed of white noise mixed with specific time-varying fre-
quencies of the TMS click (e.g., Ref. [49]), with a specific procedure
now available as an open-source toolbox [159]. b) Earphones
playing continuous white noise, where the white noise is always
kept below 90 dB [142,206]. c) Earplugs plus ear defenders. d)
Earphones playing continuous white noise plus ear defenders on
top of the earplugs [38,205]. Another approach to control for
auditory confounds is to introduce a realistic sham condition and/
or comparative strategies (see Section 3.5). It is worth noting that
some of the authors are currently unsure as to whether noise-
masking procedures themselves affect TEPs (see for example
[164,207]). Finally, new solutions have been developed to produce
quieter coils [61,208].

4.2.4. Somatosensory responses
TMS may cause somatosensory peripheral co-stimulation via

several mechanisms: a) the coil vibration can activate mechano-
receptors in the skin, b) the pulse may directly activate local pe-
ripheral sensory axons, c) entire sensory cranial nerve bundles may
be activated (e.g., branches of facial, trigeminal, occipital nerves), d)
cranial muscle twitch induced by TMS (see previous sections) can
result in afferent volleys from muscle afferent fibers. This periph-
eral co-stimulation may induce unwanted SEPs and oscillatory re-
sponses that are not triggered by the transcranial activation of the
cortex. However, SEPs have not been fully characterized in the
TMSeEEG literature, due to difficulties in reproducing the so-
matosensory stimulation induced by TMS independently from
cortical activation.

Solution: there is no agreed-upon solution to this unwanted
signal because the best strategy will depend on the aim of the
study. As previously pointed out, a foam layer between coil and skin
can reduce bone-conducted auditory input [163] and might
decrease somatosensory activation induced by coil vibration as
well. If compatible with the study design, small changes in TMS coil
position/orientation may reduce the peripheral co-stimulation of
nerve trunks, but in most cases do not remove it completely.
Additional strategies can include a so-called realistic sham
[156,167,209] and/or active control conditions (e.g., Ref. [175]) that
control for somatosensory confounds by experimental design (but
see Section 3.5 for a discussion on the limitations of the different
approaches).

4.3. Other artifacts

4.3.1. Artifacts unrelated to TMS
In addition to TMS-induced artifacts, other events may disturb

the EEG recordings. These include electrical interference from radio
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broadcasts, mobile phones, computer monitors, line-frequency
currents, pumps, air conditioning, elevators, etc. Therefore,
nearby electrical equipment can interfere directly with the EEG
system, especially if grounding arrangements in the laboratory
have not been done correctly, for example if there are ground loops.
Physiological artifacts, such as electrocardiographic and respiratory
signals, tonic and phasic muscle activity, spontaneous movements
(including blinking and swallowing), and sweating, can also
contaminate the EEG recordings. EEG can also suffer from skin
potentials and thermal noise (see Section 4.1.3).

Solution: some of these artifacts can be removed by using elec-
trically shielded rooms or offline filtering, the latter only after the
TMS artifact has been removed (Section 6.2). The main recommen-
dation is to keep any devices that cause noise far from the EEG cap
and to instruct the subjects to delay any form of voluntary motor
activity outside the time windows of interest. Reducing the contact
impedance between the skin and the electrode also helps to
remove the common mode accurately to suppress the amount of
line noise coupled to the EEG leads [210]. In addition, if a laptop is
used to record EEG data, some authors recommend unplugging the
laptop during the recording. However, this has not been system-
atically tested and might depend on the EEG system. Also, using
notch filtering during data preprocessing can significantly reduce
electrical noise, but see Section 6.2 (Temporal filtering) for filters-
related issues.

4.3.2. Filtering artifacts
Typically, the filters applied to EEG are designed to attenuate

noisy and uninteresting frequencies. For example, low-pass
filtering is used to remove high-frequency signals from the data.
Filter design is often based on the assumption that the target signal
power and phase content are stationary. When the assumption is
violated, for example when the signal presents sudden changes,
such as steps, peaks, or deflections, artificial oscillatory activity in
the data around these phenomena may be caused; this is often
termed ringing [211]. One can unintentionally interpret such os-
cillations as brain-produced EEG activity. In TMSeEEG, filtering
over the pulse artifact and the evoked EEG signal can induce ringing
around the short-term events. This also applies to any residual ar-
tifacts or discontinuities that might be introduced in the signal
during data analysis. For example, filtering of the EEG signal after
interpolation used to remove the pulse artifact can induce ringing if
the timepoint post pulse is not at baseline level (see Section 6.2)
because of cranial muscle or decay artifact.

Solution: during data acquisition, any unnecessary low-pass fil-
ters should be avoided and the cut-off of the (often implicitly
applied) anti-aliasing low-pass filter increased by using appropriate
sampling frequencies. During data analysis, both finite-impulse
response (FIR) and infinite-impulse response (IIR) filters may
induce ringing, but in general, IIR filters are more vulnerable to
rapid events than FIR filters, and higher-order filters are more
sensitive than those of lower-order. It is noteworthy that any
downsampling requires anti-aliasing low-pass filtering. Thus,
downsampling should be avoided before the abrupt high-
amplitude artifacts are removed from the data.

There are also filtering techniques specifically tailored for
discontinuous/non-stationary data. Robust detrending [212] ap-
plies polynomial fitting for trend detection after excluding the
poorly fitting data (with spikes/steps, etc.). This type of detrending
is applicable for TEPs as well. To diminish the amplitude of ripple
(rapidly changing noise) signal in single-trial TEPs, Wiener-
estimation-based filtering can also be used [213].

It should be critically considered whether filtering is required to
answer the research question at hand. If so, before temporal
filtering, spatial filtering or other techniques must be used to
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remove the TMS-related artifacts. After filtering, it is good practice
to visually verify that the filtered and original signals are aligning
sensibly, as residual artifacts or signal discontinuities can produce
considerable ringing if filtered.
5. TMSeEEG preparation

The best way to deal with artifacts is to avoid them [186]. There-
fore, the first step to recording good quality data is to perform high-
quality experiments. While many steps for standard EEG prepara-
tion can be applied to TMSeEEG (for a comprehensive guide to
record EEG data see Ref. [214]), additional steps are required to
minimize the impact of confounding factors and artifacts intro-
duced by TMS. In Section 4, we described these artifacts and have
already reported some specific requirements for TMSeEEG prepa-
ration, e.g., very low impedances (<5 kU), positioning of reference
and ground electrodes far from the stimulation target, proper se-
lection of the EEG amplifier settings (hardware filtering bandwidth,
sampling rate, amplitude resolution). In this section, we present a
summary of the procedures carried out across different laboratories
and describe several steps that can be considered to improve data.
Tips reported in this section are based on a short survey carried out
among the authors of the paper (full results can be found in the
Supplementary Materials).
5.1. EEG preparation

1) Before placing the EEG cap, cleaning the forehead, the skin
around the eyes, and locations where the reference and
groundwill be placed with an isopropyl alcohol pad will help
lower the impedance. For the reference and ground elec-
trodes, some of the authors gently abrade the skin with
sandpaper or abrasive gel after (or before) the area has been
prepped with an alcohol pad (see question 4 in the survey).

2) As for any EEG study, it is important that the EEG cap tightly
fits the participant's head. It may be helpful to measure the
size of the head before the recording as described by Farrens
et al. [214]. If the 10e20 system is used for reporting elec-
trode locations, the Cz electrode should fall exactly halfway
between nasion and inion and halfway between the left and
right preauricular points, the central line should be straight
and on the midline. Importantly, always check the EEG cap
condition (e.g., dirty/broken channels, etc.).

3) The placement of ground and reference varies across labo-
ratories and depends on the stimulation site, the amplifiers,
and on whether the available EEG system allows choosing
their position (see survey for a brief overview). Placing the
reference far from the TMS coil is advisable to reduce inter-
ference and to avoid spreading high-amplitude, TMS-locked
artifacts to all channels [77]; this seems to be a popular
choice (survey question 22). For instance, if the TMS pulse is
delivered to the left M1: a) the reference electrode can be
placed on the right mastoid and the ground electrode over
the right cheekbone; b) the reference electrode to the right
mastoid and the ground electrode next to it. c) reference and
ground electrodes on the forehead. In any case, ensure that a
stable signal can be obtained from the reference electrode.
Central midline channels are often used as a reference in EEG
research to achieve a tight fit, little movement, no underlying
muscles, etc.

4) Additional electrodes can be used to record electrooculo-
gram (EOG), electrocardiogram (ECG), and muscular re-
sponses. Electrodes for horizontal and vertical EOGs can be
placed as described by Farrens et al. [214]. The required
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number of electrodes depends on the aim of the study
(questions 7, 8).

5) Preparing cap-electrode contacts is a standard procedure in
EEG experiments. This can be done using abrasive electrode
paste and/or conductive gel (question 9).

6) Electrode impedances are crucial in TMS�EEG studies. There
seems to be a consensus on keeping this value� 5 kU (survey
question 12).

7) Once all the electrodes have been prepared, an additional
check is to ensure the EEG system is recording the signal.
Standard practice is to ask the subject to blink and tense the
jaw muscles to check that the signals are visible. If all elec-
trodes are noisy, the reference and ground could be the
problem or external devices might be interfering. In addition,
some researchers ask the participant to close their eyes to see
if the alpha rhythm is increased over the occipital electrodes
to test that EEG works as expected.

8) We can then move to neuronavigation, if available, and
perform all the associated procedures, such as fixating the
head tracker, and registration of landmarks. Optional: For
source analysis, electrode digitization/registration is recom-
mended to construct an accurate subject-specific EEG head
model.

9) A practice performed in some laboratories is to place a thin
piece of foam between the TMS coil and the scalp to reduce
somatosensory and bone-conducted auditory evoked re-
sponses and electrode motion artifacts. This should be done
already when determining the optimal coil placement and
MT, to avoid biasing the SI due to the added thickness of the
foam ([215]; see survey questions 19, 20).

10) Provide hearing protection to the participant (e.g., earplugs
plus ear defenders) and carry out the navigation to find the
hotspot (see Section 4.2.3).

11) Find the SI (Section 3.2). It is worth mentioning that if
masking noise is used, it might be appropriate to calculate
the SI while playing the noise.
5.2. Online/pseudo-online monitoring of TMS-evoked EEG

Once the EEG and neuronavigation have been prepared, and the
TMS target (hotspot) and SI set, a recommendable step before
starting TMSeEEG recordings consists of "online or pseudo-online
monitoring for data quality”.

1) Some EEG systems have online interfaces to monitor the quality
of the TEPs, in other cases, a simpleMATLAB or Python script can
be implemented to look at the data offline, or real-time TEPs
visualization toolboxes can be used [34,216].

2) At this point, noise-masking can be provided if necessary (see
Section 4.2.3 for alternative solutions to control for the auditory
artifact). White noise with ear defenders or earplugs plus ear
defenders can be used. Note that the defenders or headphones
may interfere with the coil positioning, depending on the area
being stimulated.

If white noise is used, this should be adjusted to mask the coil
click. This can be done by increasing the volume of the noise until
participants can no longer hear the click. If responses are present,
then adjust the masking noise parameters and do the step again.
Details on this procedure can be found in the recent work of
Casarotto et al. [34] and Russo et al. [159]. However, depending on
SI and the particulars of the individual subject, some may not be
able to tolerate the noise-masking at volumes sufficient to
completely mask the TMS pulse stimulus.
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3) Changing the electrode wire arrangement to minimize the
effective areas of loops formed by electrodewires (and the head)
can reduce the TMS-induced artifacts [217]. While optimal cable
positions may not be achievable due to the complex shape of the
magnetic field and the geometry of the human head, it may be
worth optimizing cable locations for the most crucial electrodes
(i.e., those at the stimulation site, and reference, and ground; see
survey questions 16, 17).

4) An online or offline graphical user interface (GUI) can be used to
monitor the quality of the EEG signals [34,216]. For example, one
could deliver 10e20 TMS pulses and look at the average re-
sponses to check the EEG quality. Then, if needed, cable orien-
tation can be changed as well as small adjustments in coil
position and/or orientation, if this does not affect the study
protocol. Looking at average responses allows us to evaluate
whether the impact of TMS on the cortex is strong enough to
elicit a measurable response. For the online approach before
looking at average signals, it is necessary to look at single-trial
data and possibly reduce muscle artifacts. This procedure has
been fully described in Casarotto et al. [34].

5) Once the artifacts have been reduced and the TMSeEEG re-
sponses are acceptable, some experiments may benefit from
placing a plastic wrap and/or a net bandage around the cap. The
plastic wrap prevents the electrodes from drying out during
very long recordings, direct electrical contact between TMS coil
and gel, and gel smearing by coil movements. Of note, avoid
moving or touching the navigation tracker; you can make a hole
in the plastic film to go through the tracker. The wrap and the
elastic net also keep cables in place (as artifact shape can change
when wires are moved, impeding proper post-hoc artifact
removal). They also slightly press the electrodes against the
scalp and ensure that proper contact is maintained throughout
the recording.

6. TMSeEEG data analysis

6.1. Linear model in EEG

The linear model that relates the recorded electrical signals
(EEG) to neuronal events can be described by equation (1).

Y ¼ B þ A þ N, (1)

Here, Y is the EEG recorded signal, B the brain signals of interest,
A the sum of the artifacts (e.g., TMS-induced artifacts), and N is the
noise (e.g., background signal) that contaminates the recorded data
[213,218]. Y is a signal matrix whose entry Yi,t contains the
measured value of channel i at time t. The brain responses, B, can be
represented as a product of twomatrices B¼ LS, where L is the lead
field or mixing matrix whose entry Li,j determines the sensitivity of
channel i to the source j, and S is the source matrix whose entry Sj,t
denotes the amplitude of the source j at a time t (the jth row Sj
contains the whole-time courses of source j). Similarly, the elements
Ai,t and Ni,t of matrices A and N add artifacts and noise to the
recorded signal Yi,t.

L is in general restricted to be sensitive to only those sources
that are expected a priori to be responsible for the measured signal.
Therefore, L is made zero in areas where neuronal sources are not
assumed to be situated (such as the skull, outside the head, or the
white matter). Typically for EEG, the signal is assumed to be pro-
duced by postsynaptic currents in the cortex, modeled with a dense
grid of discrete current dipoles (typical cortical model consisting of
1000e10000 dipoles) [16,219]. Often, a further assumption is made
that, due to their geometrical organization, mainly the pyramidal
neuron populations are responsible for the detected EEG signals
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[23,219]. Thus, L is often defined such that it maps only post-
synaptic currents that are orthogonal to the cortical surface. The
column vectors of L hold the EEG topographies of the possible
intracranial postsynaptic sources, whereas a row of L describes the
sensitivity profile of an EEG channel to all the brain sources.

Equation (1) can be further written as

Y ¼ LS þ LASA þ LNSN, (2)

where LA, SA, LN, and SN are the artifact-mixing-, artifact-signal-,
noise-mixing-, and noise-signal matrices, respectively. The col-
umns of mixing matrices define the EEG topographies of different
artifact and noise components, whereas the rows of signal matrices
contain the time courses of the corresponding components.
Section 6.3 describes the different analysis strategies to separate
the recording Y into the unknown source, artifact, and noise com-
ponents present in equation (2).

6.2. TMSeEEG pipelines for analysis

Analyzing the data is another major challenge in TMSeEEG ex-
periments because different experimental arrangements (e.g., EEG
amplifiers, electrodes, TMS coils and their positions, TMS elec-
tronics, etc.) can result in different artifact profiles. Thus, it is not
always possible to use the same pipeline for analyzing data
collected with different setups. Furthermore, the question of which
pipeline is most effective in preserving the neuronal signals of in-
terest while minimizing artifacts is extremely difficult to answer
without ground-truth, especially for data containing high-
amplitude artifacts like TMS-evoked muscle activity, (for a recent
review see Refs. [213,220]). Nevertheless, some steps are similar
across laboratories and should always be performed independently
of the experimental arrangement. The EEG signals are a linear
combination of multiple sources (as discussed in Section 6.1) and
can be explained with methods of linear algebra. However, the
problem again arises due to the TMS pulse which can produce
different artifacts complicating this linear relationship. Therefore,
TMSeEEG and standard EEG analysis differ mainly because we
need to change the order of some of the steps. Furthermore, once a
pipeline has been selected, even changing the order of the steps
within the same pipeline could change the amplitude and topog-
raphy of the TEPs [112,220]. For these reasons, as mentioned in
Section 5, it is crucial to minimize the presence of artifacts during
the recording session.

In this Section, we describe commonly used processing steps for
TMSeEEG data and outline some considerations for each of these
steps. The order in which they should be used is out of the scope of
this paper and has been discussed to some extent in previous pa-
pers [112,213,220]. Here we do not provide or recommend any
pipeline for TMSeEEG data analysis. The different offline methods
for removing TMS artifacts are discussed in Section 6.3.

The benefits of any signal-processing method depend on the
validity of the underlying assumptions or knowledge. For example,
removing line frequency interference with a narrow band-stop
filter will not be successful if the suppressed frequency band is
not correct. Also, this is particularly important for TMSeEEG, ICA
may incorrectly divide the signal into components if the underlying
components are not sufficiently independent. Here, statistical in-
dependence means that observation of features of one signal does
not provide any information about features of the other signal. If
TMS elicits both a brain signal and an artifact signal, these signals
are not independent, because the observation of, say, a TMS artifact
informs us about the fact that TMS was administered, from which
one knows that a brain signal may have been elicited as well. In
such a case, the benefits of ICA are not guaranteed.
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6.2.1. Epoching data around the TMS pulse
A common early step in processing TMSeEEG data is to epoch

the data around the TMS pulse, like other event-related EEG par-
adigms. The amount of data required before and after the TMS
pulse depends on the intended analysis. For time-domain analysis,
sufficiently long segments of signals are required before the pulse
to allow baseline correction and after the pulse to capture the TEPs,
which can last up to 400e500 ms after TMS. For frequency-domain
analysis, enough data are required to enable sliding-window time-
frequency decomposition, which needs a certain length of data
before and after any given time point. For time-domain analysis,
epoching the data from �500 to 500 ms around the TMS pulse is
reasonable, whereas for the frequency domain the exact length
depends on the frequency of interest and analysis parameters (for
example, the number of cycles included in the wavelet and fre-
quency of interest).

Another important aspect to consider is “when” epoching is
performed. Temporal filtering is often applied after epoching and
removal of the pulse artifact to avoid ringing around the pulse.
However, applying filters across epoch boundaries (i.e., the start
and end of the epoch) can result in additional artifacts due to zero-
padding, especially for high-pass filtering. One approach to mini-
mize this issue is to include enough data before and after the pulse
so that these boundary artifacts have time to recover and do not
impact data of interest (e.g., the baseline period or the TEPs). This
could be done by initially having a longer epoch and then rede-
fining the trials after high-pass filtering or by ‘mirroring’ the epoch
(i.e., flip and concatenate the data at either end of the epoch).
Alternatively, a solution is to remove the pulse artifact and apply
high-pass filtering to continuous recordings before epoching [159].
In any case, no high-pass filtering is to be applied before the TMS
pulse and other high amplitude artifacts have been removed from
the data.

6.2.2. Removing bad channels/trials
A common strategy for minimizing noise is to remove the

affected data from the signal. For example, channels can be
removed from the data if they have become disconnected during
recording, or if they show persistent artifactual activity due to poor
contact, ongoing muscle activity, or contact with the TMS coil. In
addition, individual epochs/trials can be removed if they are
affected by artifacts such as excessive muscle activity (e.g., due to
jaw clenching, swallowing, or activation of facial muscles), large
blinks or eye movements, and other movement artifacts (e.g., if the
participant moved or scratched their head). Strategies for selecting
which channels/trials to remove vary from manual methods in
which the experimenter visually assesses the data and decides
which channels/trials to remove, to automated methods which use
features of the signal and statistical approaches to identify arti-
factual data for removal, to combined automated/manual
approaches.

While removing affected data is a highly effective strategy for
reducing noise, it also comes at a cost. For example, if an artifact is
present across many channels/trials, then a large amount of data
will be removed, leaving little data containing the signal of interest.
This can pose a particular problem for TMSeEEG signals which
often contain many contaminated channels in the vicinity of the
stimulation target, which often also overlay the region of interest
on the cortex. Removing (or topographically interpolating) chan-
nels also reduces the rank of the signal, which can impact subse-
quent processing steps such as ICA. Furthermore, removing
channels often results in an unbalanced montage across the scalp,
which invalidates the assumptions of average re-referencing and
therefore requires additional processing steps to interpolate the
missing data, see Section 6.2.9. Interpolate removed channels. Also,
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many types of artifacts can effectively be removed using ICA (e.g.,
eye blinks, muscle noise, etc.), and removing entire trials or chan-
nels beforehand may unnecessarily sacrifice those data. On the
other hand, ICA may be occupied by single bad electrodes or trials,
reducing the ICA's capacity for capturing other, more relevant ar-
tifacts. Therefore, sometimes a tedious iterative process of artifact
rejection and ICA application may be required.
6.2.3. Removing and interpolating the TMS pulse artifact
The time-varying magnetic field of TMS results in a high-

amplitude pulse artifact in EEG recordings. The most common
approach to deal with TMS pulse artifacts is to remove and replace
the affected data. There is no consensus on the time window to be
interpolated, as the pulse artifact duration depends on the EEG
system and setup, in particular the sampling rate and related anti-
aliasing low-pass filter, but usually, the interpolation starts 1e2 ms
before the pulse and lasts up to 5e10 ms after the pulse, either on
epoched or continuous data. This step is not required in EEG sys-
tems that use sample-and-hold circuits (e.g., the Nexstim eXimia
EEG system).

To avoid additional artifacts, it is crucial to replace the removed
data with cubic interpolation rather than linear interpolation
[187,221]. As the EEG signal in the first milliseconds after the TMS
pulse may not be at baseline level when early-latency artifacts are
present (e.g., electrode polarization/decay artifacts, TMS-evoked
muscle artifacts, etc.), linear interpolation can generate a tran-
sient in the data and result in ringing artifacts or spurious power in
TFRs following temporal filtering. Replacing the missing data with
interpolated data generated using a cubic (instead of a linear)
function can help minimize this effect by smoothing the transition
between the real and interpolated data.

In any case, the smoothness of the data should be carefully
inspected after interpolation to ensure that no residual artifacts,
step responses, and signal discontinuities exist. If necessary, inter-
polation duration needs to be extended or its method changed to
obtain better results. If spatial filters or other artifact removal
techniques follow, interpolation may be repeated/refined there-
after, when the removal of muscle/decay artifacts may have mini-
mized the vertical offset of the interpolation endpoint in the post-
TMS period.

It is noteworthy that the interpolated data segment must not be
used as input for ICA or principal component analysis (PCA). As
interpolated data is artificially generated, it can also affect these
statistical methods in unpredictable ways. It is thus good practice to
simply cut out the interpolated data windows before feeding data
into a spatial filtering method and use them only for visualization
or when required for temporal filtering.
6.2.4. Re-referencing the data (mean reference/average reference)
As for EEG recordings, data are usually recorded against a single

reference electrode and are often re-referenced against either the
common average of all cephalic electrodes or a non-cephalic
reference (such as linked mastoids or earlobes) to allow topo-
graphical interpretation of the signals. Note that the common
average reference is most widely used, but artifacts from bad
channels might thereby spread to all other channels, and these
must be removed (or excluded) beforehand; also note that the
removal of bad channels may result in an asymmetry of the com-
mon average reference. Therefore, interpolation of removed chan-
nels may be necessary before common average reference. The use
of a common average reference is also useful to compare data
across laboratories since the positioning of the physical reference
may vary (for a comprehensive discussion about referencing see
Ref. [219]).
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6.2.5. Baseline correction
Another common step in TMSeEEG analysis is to ‘zero’ or

‘baseline correct’ the data by subtracting a given value from all data
points, thereby centering the voltage from each electrode around a
common reference value. For TMSeEEG data, the baseline correc-
tion should be in a time window that does not contain the TMS
pulse (for instance, �500 to �10 ms). Baseline correction is
necessary because factors such as skin hydration and static charges
in the electrodes may cause an offset in the EEG recordings.
Furthermore, this step can be quite important as TMSeEEG data are
often collected without a high-pass filter (i.e., with amplifiers in
direct current or DC mode), meaning that the ‘baseline’ voltage can
differ substantially between electrodes and their signals are often
not at 0 V. The most common approach for removing offsets in the
data is to subtract the average of the baseline period before the TMS
pulse (baseline correction), however, other approaches include
subtracting the average of the entire epoch (demeaning the data),
subtracting a linear or polynomial function fit from the epoch
(detrending the data), or applying a high-pass filter to remove the
low-frequency aspects of the data including any offsets. While
demeaning and detrending based on the full trial are advisable
before calculating time-frequency representations to prevent po-
wer from slow frequencies and DC offsets ’bleed’ into other fre-
quency bins [247], they are typically discouraged for ERP and
therefore TEP analyses. Care should also be takenwhen demeaning
or detrending the data if the TMS pulse/muscle/motion artifact is
still present as the large amplitude deflections can influence the
average, or the model fit to the data. In addition, the TEPs can be
asymmetric and DC offsets may be introduced by the TMS pulse, so
detrending may introduce spurious trends in the post-TMS period.

6.2.6. Dealing with large amplitude artifacts
High-amplitude artifacts can have a detrimental effect on tem-

poral filters, by generating ringing artifacts; and on blind source
separation approaches like ICA, by biasing the spatial weightings of
neuronal components.

Several approaches have been developed to suppress electrode
polarization, decay, and TMS-evoked muscle artifacts, and to
recover the underlying neuronal signals [213]. One approach is to fit
a model representing the artifact to the signal and then subtract the
best fit of the model from the data. To fit the decay artifact, linear
models, single and double exponential models, adaptive algorithms
which select the best fit between linear and exponential models,
and biophysical models of the skin/electrode interface (second-
order power-law) have been used [82,156,189]. Another approach is
to use blind source separation algorithms such as ICA or PCA to
separate the EEG signal into different components based on tem-
poral or statistical relationships within the data. The signal is then
reconstructed after removing components thought to represent the
artifacts. As the amplitude, time-locked nature, and spatial overlap
of these artifacts can violate (or at least weaken) some of the as-
sumptions of common ICA and PCA methods, several approaches
have been suggested specifically for TMSeEEG data. Some exam-
ples include the enhanced deflation method (EDM) of ICA [200],
PCA suppression [203], mean-subtracted ICA, momentary-
uncorrelated component analysis (MUCA) [240], signal space pro-
jection [234], signal space projection with source informed recon-
struction (SSP-SIR) [218], the SOUND [221], etc. See Section 6.3 for a
complete list of artifact removal methods.

One of the debated questions in the field is whether ICA or PCA
should be used to clean the data. In PCA, the components are set to
be uncorrelated, but the decomposition by uncorrelatedness is not
unique, so the PCA solution is to some extent arbitrary. ICA on the
contrary aims to decompose the EEG data into unique components
(artifactual and neural) that are independent. In practice, PCA is
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useful in giving a set of topographies defining a subspace within
which the artifacts are estimated to lie. However, this same sub-
space also contains neural data, and PCA does not provide any
spatial filters that can differentiate the pure artifact signals from the
whole data. ICA does yield spatial filters in the form of the demixing
matrix, which could give ICA an advantage over PCA. The downside
is that the ICA assumptions are rather strict: in addition to inde-
pendence, the data should be stationary (non-time-dependent),
the number of components should stay small (in practice, the same
or lower as the data dimensionality, often around 30e40), and the
physical component-generation for each component should stay
the same for producing a fixed topography. These assumptions are
violated by many TMS-evoked artifacts, which can bias the ICA
results. Of note, to date we do not know which artifacts are
compatible with the ICA assumptions. A significant practical
problem is that, currently, we have no tools to test for the goodness
of either ICA or PCA in cleaning TEPs, i.e., we lack the ground-truth
to assess to what extent neural responses are preserved and arti-
factual signals removed. These assumptions are violated by many
TMS-evoked artifacts, which can bias the ICA results. A significant
practical problem is that currently, we have no tools to test for the
goodness of either ICA or PCA in cleaning TEPs, i.e., we have no
ground-truth to assess to what extent neural responses are pre-
served and artifactual signals removed.

6.2.7. Dealing with auditory and somatosensory evoked responses
(peripheral-evoked potentials-PEPs) in the TMSeEEG

Some of the offline approaches presented in the previous sec-
tion have been suggested for dealing with PEPs, which include both
somatosensory and auditory responses. These approaches include
subtracting or regressing a sensory control condition from the TEPs
[209], removing components representing PEPs using ICA (at least
for the auditory component, [36,222]), and using a variant of SSP-
SIR with a sensory control condition [223] (see Section 3.5 for a
full discussion on these issues).

Some of these methods can be applied within the TMSeEEG
cleaning pipeline (e.g., ICA), while others necessitate a separate
step after the cleaning pipeline andmay also require the acquisition
of data for an experimental control condition.

6.2.8. Temporal filtering
Temporal filters (low-pass, band-pass, and band-stop “Notch”

filters) should be used only after removing the TMS pulse, decay,
and muscle artifacts [187,211,213]. High-pass, low-pass, band-pass,
and band-stop filters are often used to remove low-frequency
drifts, high-frequency noise, and residual line noise from the EEG
signal, respectively. Using standard temporal filtering to remove
the TMS-elicited artifacts is not recommended because short-
lasting peaks consist of multiple frequencies, making the conven-
tional frequency-based filters inefficient. For instance, using a low-
pass filter may attenuate the artifact amplitude, but it simulta-
neously spreads lower-than-cutoff frequency oscillations around
the peak, which is termed ringing [211]. High-pass filtering in the
presence of the TMS pulse is also problematic and can lead to slow
ringing artifacts around the pulse. Therefore, temporal filtering
should only be applied once the TMS pulse artifact has been
removed.

6.2.9. Interpolate removed channels
When bad channels are removed, a common practice is to

interpolate them. Some approaches consist of using spline inter-
polation of surrounding channels or related methods. The source-
informed reconstruction (SIR) allows for interpolation of the
channels based on the cortical current estimates based on the non-
contaminated channels [218,224]. Channels can be removed and
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interpolated from individual trials as opposed to the entire
recording, thereby minimizing data loss. Of note, removing or
replacing bad channels reduces the dimensionality of the data,
which may impact further analysis, for instance, ICA and source
analysis.

6.2.10. Averaging across trials
The TMS-evoked EEG data are aligned to the time-locking event,

and the voltages from all EEG trials at a given time point are
averaged. In other words, the single-trial EEG waveforms are
summed and then divided by the number of trials.

6.2.11. Downsampling the data
TMSeEEG data is often collected at high sampling rates

(�5000 Hz) to minimize interactions between low-pass filters and
the TMS pulse artifact. While this approach helps to reduce the
length of the TMS pulse artifact, the data files are often large (in the
order of GB, although this depends on the length of the recording)
causing issues with data storage and processing speeds. Further-
more, such high sampling rates often greatly exceed those required
to capture the TEPs which are typically <100 Hz in frequency,
thereby requiring a minimum sampling frequency of only 400 Hz to
adequately characterize the signal. To reduce file sizes, TMSeEEG
data are often ‘downsampled’ to a lower sampling frequency (e.g.,
500 or 1000 Hz). An important preprocessing step prior to down-
sampling is to apply a low-pass filter at ¼ of the target sampling
frequency to avoid aliasing artifacts. Anti-aliasing filters are often
automatically applied in downsampling functions (e.g., pop_re-
sample.m in EEGLAB) and can cause ringing artifacts if large de-
flections are present in the data, such as the TMS pulse artifact.
Therefore, downsampling should be applied only after TMS pulse
and other large-amplitude artifacts have been minimized/removed
from the data.

6.2.11.1. What is the optimal order for performing the above steps
when processing TMSeEEG data?. To answer this question, a sys-
tematic analysis should be performed where real and simulated
“ground-truth” data are used. As we have discussed, every step
should be applied with caution. Perhaps, themost important advice
is to make sure the next step in the analysis is not negatively
affected by the previous steps. It is also good practice to check the
intermediate results of the data processing before drawing any
conclusions.

6.3. Methods for removing artifacts from TMS-evoked EEG

In Section 4, we described the nature of different artifacts and
outlined some solutions to avoid or reduce them. Unfortunately,
following best practices during TMSeEEG preparation and data
acquisition are not always sufficient to deal with the TMS-evoked
artifacts. This issue has led to the development of numerous
advanced offline artifact removal methods, some of which may also
be implemented online. However, many publications lack details
about the methods, and in many cases, the methods are difficult to
implement. In this section, we review some artifact removal
methods. For a more detailed explanation and mathematical
framework of these approaches, we refer the readers to thework by
Hernandez-Pavon et al. [213].

6.3.1. What is the best artifact removal method?
This is a key topic in the TMSeEEG field that has led to the

development of several artifact removal procedures. While we do
not have an answer to this question, all methods are efficient to
remove the artifacts to some extent, no artifact removal method
works perfectly in all situations. In the best-case scenario, different
585
methods may be combined to improve their performance [213].
While several methods have become widely adopted, it is impor-
tant to note that suppressing high-amplitude artifacts while
maintaining the underlying neuronal signal is extremely chal-
lenging. Currently, we lack empirical data demonstrating the effi-
cacy of these approaches in recovering neuronal signals, mainly
because we do not have a ground-truth signal to benchmark
methods against. Therefore, these analytical approaches must be
used with extreme caution.

6.3.2. Blind source separation
Blind source separation (BSS) is used to decompose the recorded

data into spatial and temporal patterns as given by Eq. (2) without
using physical modeling of the signal generating processes. This
differs from source localization where the mixing L is derived from
modeling the geometry and conductivity distribution of the head.
Typically, no distinction between source types is made within BSS,
so we may simply write Y ¼ MS. The sources S are referred to as
components and M as the mixing matrix. The decomposition is
often performed by setting prior assumptions to S by considering
the columns in S as samples collected from a set of underlying
random variables. With TMSeEEG, the most often used prior as-
sumptions are the independence and/or uncorrelatedness of the
components. Other possibilities include, for example, sparsity of
the components, or finding the smallest number of components
capable of explaining the time-locked evoked response.

Since BSS methods do not clarify the origin of the components,
after estimating the BSS decomposition terms M and S, the user
needs to classify them into relevant categories. This classification is
based on features of S, such as power spectrum, and M, such as
spatial smoothness of the topographies. BSS has proven a practical
way of removing artifact components from the data. After detecting
the artifact components and collecting their mixings and wave-
forms into L and S, respectively, one can erase them simply by
subtracting them from the data.

6.3.2.1. Independent component analysis (ICA). ICA is probably the
most popular BSS method to remove artifacts from EEG data. ICA
has been shown to successfully remove a wide variety of artifacts
such as blinks, eye movements, muscle activity, heartbeats, and
electrical line noise [225].

ICA is a data-driven method that looks for statistically inde-
pendent components that are non-Gaussian [226,227]. In EEG, the
electrodes or sensors record a mixture of electrical responses from
neuronal sources in the brain and spurious activity such as artifacts.
Then ICA, in principle, can be used to identify components that
represent artifacts based on their topographies, time courses, and
sample distribution. Components representing artifacts can then be
subtracted from the data [225].

In TMSeEEG, ICA has been widely used to remove artifacts of
moderate size [228], and strong muscle artifacts after stimulating
lateral (e.g., Broca's and Wernicke's areas) and frontal areas of the
brain [200]. One approach is to run a two-step ICA on the TMS-
evoked EEG data [36,222,229]. In the two-step ICA approach, the
first round of ICA is used to remove electrode polarization/TMS-
evoked muscle artifacts before a second round of ICA, which is
used to identify and suppress other artifacts such as blinks/eye
movements and tonic muscle activity. The rationale behind this
approach is to optimize the second round of ICA by first sup-
pressing high-amplitude signals, which can result in suboptimal
ICA performance, particularly for neuronal signals. In contrast,
other pipelines use one round of ICA to suppress all artifact types. It
remains unclear how beneficial the two-step approach is in prac-
tice. Of note, the number of independent components (ICs) cannot
be higher than the rank of the data matrix because the ICA outcome
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will not be reliable. This is important to consider when using the
two-step ICA approach or after bad channels are removed, as these
steps will lower the rank of the data [213].

6.3.2.2. Methods based on PCA. PCA is a method that can be used to
reduce the dimensionality of the EEG data, for instance, high-
dimensional data can be projected to a lower-dimensional sub-
space by assuming that the components that account for a rela-
tively large proportion of variance reflect true signals, whereas
components that account for relatively little variance reflect arti-
facts or noise [230].

In TMSeEEG, PCA has been used to remove or suppress TMS-
induced artifacts. However, in contrast to the belief that compo-
nents with little variance reflect artifacts, in TMSeEEG data the first
PCs with larger variance have shown to represent muscle artifacts
[200,203,231]. Based on that finding, one approach consists in
rescaling the artifacts to the size of the brain signals by suppressing
the PCs that represent artifacts [203]. Scaling down the artifact
directions rather than removing them completely has shown to be
beneficial. This method can be applied directly to suppress artifacts
from TMSeEEG data [232] but also, as a preprocessing step before
ICA [203]. For instance, muscle artifacts are often so large that they
may distort the separation of the data to IC and the neuronal
components can be affected. Thus, suppressing the largest PCs
before ICA can improve ICA performance [203]. Another approach
is to use PCA to project out the first PCs with a larger variance to
remove the magnetic pulse and muscle artifacts [231].

6.3.3. Methods based on signal space projection (SSP)
Signal-space projection (SSP) is a method for data cleaning in

the spatial domain [233]. SSP can be used to estimate the artifact
topographies and project them out from the data. As seen in Eq. (2),
both the neuronal and artifact signals consist of time-invariant
topographies (the column vectors of matrices L) and the corre-
sponding time-varying amplitudes (the row vectors of matrices S).
Even though the artifactual and neuronal signals might heavily
overlap in time and frequency domains, there might still be time
intervals or frequency ranges that contain only artifact signals. The
idea of SSP is to utilize these segments of data to estimate the
artifact topographies to be rejected. For instance, the TMS-evoked
muscle artifacts overlap in time and frequency with the early
cortical responses to TMS. However, muscle activity is seen in EEG
also at high frequencies (above 100 Hz), which is atypical for
neuronal signals. Thus, SSP can estimate the muscle-artifact to-
pographies from the high-pass filtered data and project them out
from the whole TMSeEEG dataset [234]. The key assumption here
is that both the high- and low-frequency components of muscle
artifacts have similar spatial topographies. One disadvantage of SSP
is its tendency to distort the data spatially. Once the artifact to-
pographies are projected out, the rows of the cleaned data do not
directly correspond to any of the original physical EEG electrodes.
Instead, each of the data rows corresponds to virtual EEG channels
that are sensitive to neuronal EEG signals but insensitive to the
suppressed artifacts. In addition, projecting out topographies
lowers the rank of the data. The distortional effects can be, how-
ever, taken into account with SIR (see Section 6.3.5 for details).

In TMSeEEG, SSP has been used to suppress both the TMS-
induced muscle artifacts [218,234] and the TMS-pulse related
sensory inputs [223]. These approaches have been implemented in
the open-source TESA toolbox [187,235].

6.3.4. Source model-based methods
The neuronal EEG signals have different electromagnetic gen-

erators than the various artifact- and noise components. Most noise
and artifacts originate from extracranial sources and thus can show
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different spatial features. This is depicted by Eq. (2), which shows
that each signal category has its own lead field or mixing matrices
(L). This characteristic low spatial resolution of neuronal signals can
also be exploited in TMSeEEG data analysis to separate the
neuronal components from the various disturbances. With the help
of mathematical and numerical tools (e.g., Refs. [236,237]), and
electromagnetic theory [238], we can forward model the topogra-
phies generated by different cortical sources and calculate the lead
field (Eq. (2)). In short, the source-model-based methods could be
defined as techniques that use the lead field and consecutive in-
verse and forward computation steps to separate artifact signals
from the data. One of the first attempts was made by Litvak et al.
[189], who constructed a model matrix containing sets of repre-
sentative artifactual and neuronal topographies, the former being
estimated from the data and the latter using forward modeling. By
solving the inverse problem of the TMSeEEG data using the con-
structed model matrix, the TEPs were separated into neuronal and
artifactual components. The artifact signals were finally subtracted
from the original data.

SSPeSIR belongs to source model-based methods and can be
used to project out artifacts and interpolate removed channels
[218]. SSPeSIR is an extension of the previously described SSP. The
idea of the SIR step is to extrapolate the removed signal di-
mensions, and hence recover the neuronal topographies distorted
by SSP, using consecutive inverse and forward estimations. Another
method that has proven to be useful for TMSeEEG applications is
the SOUND algorithm. SOUND finds a spatial filter to cancel out
spurious EEG signals such as electrode-polarization, line-noise, and
electrode-movement artifacts, which are not likely to originate
from intracranial postsynaptic currents [221]. Recently, SOUND has
successfully been tested for real-time TMSeEEG data [239]. The
spatial filter was updated on a parallel process, while the streaming
data was cleaned instantaneously with the most recent SOUND
filter.

6.3.5. Modified ICA and BSS
TMS-evoked EEG signals are time-dependent, which is high-

lighted by the fact that the averaged EEG trials show a time-varying
mean. In addition, induced oscillations are known to show syn-
chronization (increase in power) or desynchronization (decrease)
patterns changing as a function of time and frequency. In statistical
terms, it is said that TMSeEEG data are non-stationary because the
statistical properties (e.g., mean and variance) are different at
different times.

Commonly, the BSS approaches assume that the input data are
stationary and can yield biased estimates when this assumption is
not met by the data, but it is also possible to design BSS which
makes use of the changing properties of the data. If components are
active at overlapping time windows, ICA may not be capable of
accurately separating them since they easily become correlated and
dependent (see Ref. [213] for examples). Metsomaa et al. [240]
illustrated how simple preprocessing of the data makes the data
mean-independent, meaning that the mean of the underlying
components cannot be predicted from other components. Mean-
independence is sufficient for FastICA and several other ICA
methods to separate the signals even if their waveforms tend to
activate simultaneously [227]. In practice, the artifact amplitude is
also significantly reduced by mean subtraction [240], which results
in numerically stable solutions. The requirement is that the average
data containing phase-locked activity constitutes roughly the same
dominant components as the single-trial data.

Rather than assuming independence, one may make the
assumption that the components to be separated are uncorrelated.
Performing BSS only based on the assumption of uncorrelatedness
is not a sufficient criterion for getting a unique decomposition.
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Because of non-stationarity, we can set the assumption of uncor-
relatedness separately at each time point, which gives us enough
criteria to perform component separation based on uncorrelated-
ness only. Metsomaa et al. [241], developed MUCA to uncover
components that are uncorrelated at each selected time point (or
time window) after TMS. Additionally, the variances of the com-
ponents (powers) need to change over time points. The benefit of
using uncorrelated components rather than independent compo-
nents in BSS is that ICA easily overfits outliers and sparsely occur-
ring activity, making the decomposition inaccurate.

In practice, based on the pre-requisites of MUCA, it is especially
suitable for uncovering induced oscillations where the power of
neuronal oscillators changes with time relative to the TMS onset.
MUCA does not require filtering, but band-pass filtering may be
useful if one is interested in a particular frequency band. Both
MUCA [241] and the mean-subtraction approach [240] are suitable
for studying trial-to-trial variability in the TEPs/induced oscillations
because the deterministic (averaged) TEP is not relevant for such
interpretations.

7. Toolboxes for TMS¡EEG data analysis

Different toolboxes have been developed to facilitate the anal-
ysis of TMS-evoked EEG data: FieldTrip [242], TMSEEG [243],
TMSeEEG signal analyzer (TESA) [187], Automated aRTIfact rejec-
tion for single-pulse TMSeEEG Data (ARTIST) [244], and The Brain
Electrophysiological recording and STimulation (BEST) [216]. There
has also been an interest in comparing the impact of the pipelines
used in some of the previous toolboxes on the TMSeEEG signals
[112]. In this section, we present general aspects of different tool-
boxes and their content.

7.1. FieldTrip

While the FieldTrip toolbox for MATLAB ([242]; www.
fieldtriptoolbox.org) does not provide a GUI nor a fixed pre-
defined pipeline for TMSeEEG analysis, according to its philosophy,
a series of MATLAB functions accompanied by a detailed tutorial
and example datasets are made available online (www.
fieldtriptoolbox.org/tutorial/tms-eeg) to support TMSeEEG artifact
removal (including pulse artifact interpolation and ICA-based
removal of muscle/decay artifacts) and analyses (TEPs, TFRs,
global mean field power, GMFP) according to the pipeline pub-
lished by Herring et al. [49].

7.2. TMSEEG

The TMSEEG toolbox is a plug-in implemented within EEGLAB
on the MATLAB platform [243]. This toolbox includes ten steps
divided into preprocessing, removing different artifacts with two
ICA steps, filtering, and data visualization. In particular, the toolbox
allows removing the TMS artifact by removing the segment of the
data where this artifact is present. Then the bad channels and trials
can be removed, and thereafter two ICA steps can be applied. The
first ICA step aims to remove the TMS decay artifact, whereas the
second step may remove residual TMS and general EEG artifacts.
TMSEEG makes use of FastICA [227]. The code for TMSEEG is
available at http://www.tmseeg.com/downloads/.

7.3. TESA

The TESA toolbox (TMSeEEG signal analyzer) [187] is also a
plug-in implemented within the popular EEG analysis toolbox
EEGLAB [245] on the MATLAB platform. The overarching aim of
TESA is to provide a standardized library of methods used in
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TMSeEEG research, thereby improving the transparency and
reproducibility of TMSeEEG analysis across the field. TESA follows
the modular format of EEGLAB, allowing the flexible design of
analysis pipelines and integration with existing EEGLAB functions.
As such, TESA does not advocate for any particular pipeline but
allows users to easily design and compare different analysis
approaches.

TESA includes a broad range of functions coding different
analysis steps, including finding the TMS pulse artifact; removing
and interpolating data around the TMS pulse and recharge artifacts;
suppressing electrode polarization and TMS-evoked muscle activ-
ity artifacts (FastICA, EDM, PCA, SSP-SIR, SOUND, linear and expo-
nential models); region-of-interest, peak and amplitude analysis of
TEPs; and basic TEP visualization [187,200,203,235]. TESA also in-
cludes heuristic methods for classifying ICA components based on
different artifact signal features. Each analysis function is repre-
sented across two levels: a base function containing the relevant
analysis code, and a ‘pop’ function that launches a GUI window,
allowing users to manually modify input parameters without
interacting with theMATLAB command line. Users can generate the
command line function for a given analysis method from the GUI
windows using the EEGLAB history feature and then use the com-
mand line functions to build analysis pipelines as MATLAB script
files. The GUI implementation of EEGLAB is particularly helpful for
users not familiar with coding and ensures that methods are
available and accessible to all members of the TMSeEEG commu-
nity regardless of their background and skill set.

The process of converting pipelines to scripts helps to stan-
dardize and automate analysis across data sets for a given project,
minimizing the possibility of errors associated with manual point-
and-click analysis. Importantly, these pipeline scripts can be pub-
lished alongside manuscripts (e.g., through platforms like GitHub
or the open science framework), providing an easy way to ensure
the reproducibility of published analyses. The code for TESA is
available at: https://github.com/nigelrogasch/TESA/releases. TESA is
also supported by an open-access online book, the TESA user
manual, which details how to use TESA and considerations for
developing TMSeEEG analysis pipelines: https://nigelrogasch.
gitbook.io/tesa-user-manual/. With the help of the TMSeEEG com-
munity, it is hoped the TESA library will continue to grow as new
and improved methods become available.
7.4. Automated aRTIfact rejection for Single-pulse TMSeEEG data
(ARTIST)

Themain difference between ARTISTand the previous toolboxes
is that ARTIST is based on a fully automated algorithm for single-
pulse TMS (spTMS)eEEG artifact rejection [244]. The algorithm
implemented in ARTIST decomposes the spTMSeEEG data into ICs,
and then trains a pattern classifier to automatically identify artifact
components based on knowledge of the spatio-temporal profile of
both neuronal and artifactual activities. ARTIST consists of three
stages, each aimed at removing specific types of artifacts. The first
stage removes large-amplitude TMS-related artifacts from the
continuous data (removes DC drift, removes and interpolates the
TMS pulse artifact, downsamples, and removes the decay artifacts
with a one-step ICA). The second stage band-pass filters the
continuous data to remove the AC line noise and high-frequency
noise and then rejects bad epochs and channels from the
epoched data. The third stage removes the remaining artifacts (for
instance, the residual decay artifacts, ocular artifacts, ECG artifact,
and persistent EMG artifact with a second ICA step) from the
epoched data after the data are re-referenced to the common
average and baseline corrected. ARTIST applies a two-step ICA; the

http://www.fieldtriptoolbox.org
http://www.fieldtriptoolbox.org
http://www.fieldtriptoolbox.org/tutorial/tms-eeg
http://www.fieldtriptoolbox.org/tutorial/tms-eeg
http://www.tmseeg.com/downloads/
https://github.com/nigelrogasch/TESA/releases
https://nigelrogasch.gitbook.io/tesa-user-manual/
https://nigelrogasch.gitbook.io/tesa-user-manual/
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ICA algorithm is based on Infomax [226]. The code for ARTIST is
available at http://etkinlab.stanford.edu/toolboxes/ARTIST/.

7.5. BEST toolbox

The Brain Electrophysiological recording and STimulation
(BEST) toolbox (www.best-toolbox.org) is an open-source MATLAB
toolbox with GUI [216], which enables the user to easily design,
save/load, run, and online analyze multi-protocol/multi-session
experiments involving a variety of brain stimulation techniques,
such as TMS, TES and also transcranial ultrasound stimulation. It
interfaces with many recording and stimulation devices and can
online analyze and display the input signals from EMG and EEG and
change TMS parameters on the fly (via the MAGIC toolbox, [246]),
thereby facilitating real-time applications. Besides several modules
for conducting MEP measurements of all kinds (such as motor
hotspot search, threshold hunting, MEP measurements, dose-
response curves, as well as paired-pulse and double-coil pro-
tocols), the BEST toolbox also supports TEP hotspot search and TEP
measurements by providing online graphical feedback for re-
referenced EEG signals (also lead fields for arbitrary spatial filters
can be defined), incremental condition-wise time-locked TEP av-
erages and topographical maps of selected TEP components. Future
releases are planned to also provide real-time artifact rejection
methods. The BEST toolbox does not provide a built-in TMSeEEG
artifact correction pipeline but can interact with all MATLAB-
based pipelines or toolboxes. The internal data format is based on
FieldTrip.

8. Conclusion and future directions

In this article, we have reviewed the state of the art of TMSeEEG
technique. We have covered TMSeEEG hardware, preparation, data
collection, and analysis. The TMSeEEG field is growing rapidly, and
we have identified and discussed the challenges of the technique.
Our goal is to provide a set of recommendationswhen possible or to
provide alternatives for cases where standard practices have not
been developed. We hope this article will be useful to both estab-
lished TMSeEEG researchers and newcomers in the field and that it
will promote the joint discussion of key issues and a collaborative
effort to find effective solutions.
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Table S1. TMS-compatible EEG amplifiers currently on the market. All information in the table has been provided by the manufacturers. The 

suggested type in the electrode column indicates what each manufacturer would typically recommend pairing with their amplifiers. The suggested 

settings are the recommendations each company provides to their customers to obtain the shortest TMS-induced artifact (last column on the right). 

Note: This information was not verified by the authors and therefore we do not take responsibility for any inaccuracies. 

 



 

1. Company questionnaires with full responses 

Company name: Bittium Biosignals Ltd (former Mega Electronics) 

EEG amplifier name and model/models (if more than 1 model is available, please 
provide a separate description for each model):  
Bittium NeurOne Tesla 
 
Highest sampling rate:  
80 kHz 
 
Hardware filters range:  
DC Mode: DC-3500 Hz – settable channel by channel 
AC Mode: 0.16-3500 Hz– settable channel by channel 
Sensitivity (Signal range/resolution):  
DC Mode: +-430 mV / 51 nV/bit  
AC Mode: +- 86 mV / 10.2 nV/bit  
Analog/Digital conversion range:  
24 bit 
The maximum number of EEG electrodes supported: 
One amplifier has 32 EEG channels and 8 bipolar channels, system can be expanded to use 
1200 channels 
Suggested electrodes: 
Easycap, compatible with several EEG caps  
 
Electrode shape and material: 
Easycap TMS B18 multitrode 
Electrode thickness: 
Easycap TMS B18 multitrode: total height approx. 3mm 
Are electrodes active or passive?  
Passive electrodes are recommended for TMS-EEG 
Is there a setting you suggest your users to optimise TMS-EEG recordings?  
Sampling rate of 20 kHz gives the best performance; in the amplifier there are DSP FIR 
filters applied that decimate the desired EEG signal from original 80 kHz sampled signal. 
How long should the TMS-induced artifact last with the optimal settings?  
TMS pulse duration plus the length of DSP filter, approximately 1.5ms when measured at 
20 kHz.  
Is there anything you would like to add? 
System Classification: System is MDD class IIa certified 

 

 

 

 

 

 



 

 

Company name: Brain Products GmbH 

EEG amplifier name and model/models (if more than 1 model is available, please 
provide a separate description for each model):  
BrainAmp DC and BrainAmp MR plus 
Highest sampling rate:  
5 kHz per channel 
Hardware filters range:  
Low cut-off frequency (high-pass): 0 Hz in DC mode or 0.016 Hz/10 s in AC mode 
(switchable between DC and AC mode); 
High cut-off frequency (low-pass): 1000 Hz with resolution of 0.1 µV/bit or 250 Hz with 
resolution of 0.5 µV/bit. 
Sensitivity (Signal range/resolution):  
Switchable between 0.1 µV/bit , 0.5 µV/bit  and 10.0 µV/bit 
Analog/Digital conversion range:  
16 bit, measuring range switchable between ± 3.28 mV, ± 16.384 mV, ± 327.68 mV. 
The maximum number of EEG electrodes supported:  
256 channels 
Suggested electrodes:  
Multitrodes with BrainCap TMS.   
Electrode shape and material:  
The sensor is made of high-quality sintered Ag/AgCl and is shaped in an induction-safe C 
fashion. The sensor is massive, not plated, and it is sealed into the housing by a special 
resin. Multitrodes have a flat surface without sensor material for direct contact with the 
bare skin or for gluing into hair with conductive paste. Outer grooves allow the electrode to 
be buttoned within the slits of the caps. 
Electrode thickness:  
3.5 mm. Such a low profile allows the TMS coil to be placed very close to the scalp and to 
elicit evoked responses with low stimulus magnitude. 
Are electrodes active or passive?  
Passive 
Is there a setting you suggest your users to optimise TMS-EEG recordings? 

• 5 kHz sampling rate (maximum) 
• DC mode 
• 0.1 µV/bit resolution and 1000 Hz high cut-off filter to minimize ringing artefact 
• Impedances < 5 kΩ  
• Cable geometry properly adjusted according to the stimulation point (no loops and 

orthogonal to direction of current flow) to minimize decay artefact 
• No raw data filters applied 

How long should the TMS-induced artifact last with the optimal settings? 
< 5 ms in optimal conditions (i.e. recommended recording settings, low impedance values 
and appropriate cable routing).  
Is there anything you would like to add? 
Two BrainCap TMS variants available: 
Standard: every electrode can be freely rotated in order to find the best cable geometry for 
each stimulation point; 



Fixed: cables are fixed on the cap, a solution particularly suitable with a high number of 
channels or when the same TMS stimulation point is used. 

 

Company name: Brain Products GmbH 

EEG amplifier name and model/models (if more than 1 model is available, please 
provide a separate description for each model): 
actiCHamp Plus 
Highest sampling rate: 
100 kHz (up to 32 EEG channels + 8 AUX channels) 
50 kHz (up to 64 EEG channels + 8 AUX channels) 
25 kHz (up to 160 EEG channels + 8 AUX channels) 
Hardware filters range: 
DC up to 7,500 Hz 
Sensitivity (Signal range/resolution): 
≈ 0.04883 µV/bit 
Analog/Digital conversion range: 
24 bit, measuring range ± 400 mV for EEG channels and ± 4.8 V for AUX channels 
The maximum number of EEG electrodes supported: 
160 
Suggested electrodes: 
actiCAP Slim with actiCAP Slim/Snap caps 
Multitrodes with BrainCap TMS 
Electrode shape and material: 

• actiCAP Slim: the sensor is made of high-quality sintered Ag/AgCl material and is 
pellet shaped. The sensor is embedded into the plastic housing together with an 
“active” circuit (i.e. impedance converters) and color LED used to indicate 
electrode impedances.  

• Multitrodes: the sensor is made of high-quality sintered Ag/AgCl and is shaped in 
an induction-safe C fashion. The sensor is massive, not plated, and it is sealed into 
the housing by a special resin. Multitrodes have a flat surface without sensor 
material for direct contact with the bare skin or for gluing into hair with conductive 
paste. Outer grooves allow the electrode to be buttoned within the slits of the caps. 

Electrode thickness: 
actiCAP Slim: 5.5 mm 
Multitrodes: 3.5 mm 
Are electrodes active or passive? 
actiCAP Slim: active 
Multitrodes: passive 
Is there a setting you suggest your users to optimise TMS-EEG recordings? 

• Sampling rate of 25 kHz for the right trade-off between small ringing artefact and 
noise within the data 

• Impedances < 5 kΩ and cable geometry properly adjusted according to the 
stimulation point (no loops and orthogonal to direction of current flow) to minimize 
decay artefact 

• No raw data filters applied 
How long should the TMS-induced artifact last with the optimal settings? 
< 5 ms at 5 kHz and < 2 ms at 25 kHz in optimal conditions (i.e. recommended recording 
settings, low impedance values and appropriate cable routing). 



Is there anything you would like to add? 
The actiCAP Slim electrodes can be either buttoned directly into the cap (actiCAP Slim 
cap) or “snapped into” electrodes holders buttoned within the slits of the cap (actiCAP 
Snap cap). The first cap variant is most suitable for TMS applications thanks to the low 
electrode profile that allows for close coil positioning and thus for lower stimulus 
magnitude. 

 

Company name: Compumedics Neuroscan 

EEG amplifier name and model/models (if more than 1 model is available, please 
provide a separate description for each model): 
 
Synamps RT 
Highest sampling rate: 
20,000 Hz Per Channel all channels driven 
Hardware filters range: 
Low Pass 3.5 kHz (Bandwidth DC to 3500 Hz).  
Low Pass options (depending on A/D Rate chosen) 40, 80, 100, 200, 400, 500, 800, 
1000, 2000 and 3,500 Hz  
High Pass Options: DC in DC mode or 0.05 Hz in AC mode 
Sensitivity (Signal range/resolution): 
In AC Mode: 3 nV/bit (Range 1.9 mV) 
In DC Mode: 24 nV/LSB (Range 400 mV) 
Analog/Digital conversion range: 
A/D Resolution: 24 Bit 
Maximum number of electrodes: 
512 channels (+ 32 bipolar). (per HeadBox 64ch + 4 bipolar) 
Suggested electrodes: 
Ag/AgCl (Sintered) 
Electrode shape and material: 
Disk or point electrodes Ag/AgCl (Sintered) 
Electrode thickness: 
5 mm + 3 mm rubber cup 
Are electrodes active or passive? 
Passive 
Is there a setting you suggest your users to optimise TMS-EEG recordings? 
All "suggested settings" would be settings for artifact reduction (post processing or online), 
but no hardware settings. For the initial big spike, a linear interpolation 0.5 ms prior to 5 
ms after the artifact was sufficient during our phantom test recordings to reduce the impact 
of the artifact. 
How long should the TMS-induced artifact last with the optimal settings? 
This is a difficult question to answer as it depends on coil position, strength, impedance. 
For the Synamps RT the technical artifact (using a phantom) should have ended around 5 
ms after the pulse.  
Depending on the coil position, especially on the Synamps RT, there can be a tail can be up 
to 200 ms long.  
Is there anything you would like to add? 
 

 



Company name: Compumedics Neuroscan 

EEG amplifier name and model/models (if more than 1 model is available, please 
provide a separate description for each model): 
 
Grael 4K 
Highest sampling rate: 
4,096 Hz Per Channel 
Hardware filters range: 
Low Pass 1638 Hz (Bandwidth DC to 1638 Hz).  
Low Pass options (depending on A/D Rate chosen) 6, 12, 25, 51, 102, 204, 409, 819 and 
1638 Hz  
High Pass: DC 
Sensitivity (Signal range/resolution): 
Range: 3,000 mVpp, 1,200 mVpp, 600 mVpp (standard), 300 mVpp 
Resolution: < 50nV 
Analog/Digital conversion range: 
A/D Resolution: 24 Bit 
Maximum number of electrodes: 
128 channels (4 Multi-Grael) +  32 or 64 bipolar. (per amplifier 32ch + 8 or 16 
bipolar) 
Suggested electrodes: 
Ag/AgCl (Sintered) 
Electrode shape and material: 
Disk or point electrodes Ag/AgCl (Sintered) 
Electrode thickness: 
5 mm + 3 mm rubber cup 
Are electrodes active or passive? 
Passive 
Is there a setting you suggest your users to optimise TMS-EEG recordings? 
All "suggested settings" would be settings for artifact reduction (post processing or online), 
but no hardware settings. For the initial big spike, a linear interpolation 0.5 ms prior to 5 
ms after the artifact was sufficient during our phantom test recordings to reduce the impact 
of the artifact. 
How long should the TMS-induced artifact last with the optimal settings? 
This is a difficult question to answer as it depends on coil position, strength, impedance. 
For the Grael the technical artifact (using a phantom) should have ended around 5 ms after 
the pulse.  
Is there anything you would like to add? 
 

 

 

 

 

 

 



Company name: ANTNeuro 
 

EEG amplifier name and model/models 
• eego mylab (EE-22x) 
• eego sports (EE-21x) 
• eego mini (EE-4xx) 
Highest sampling rate: 
• eego mylab: 16 384 Hz 
• eego sports: 2048 Hz 
• eego mini: 2048 Hz 
Hardware filters range: 
• No high-pass filter (real DC amplifier) 
• Anti-aliasing low-pass filter @0.262 x sampling rate 
Sensitivity (Signal range/resolution): 
• Referential channels (up to 256): selectable signal range of 150 mVpp, 750 mVpp and 1 

Vpp 
• Bipolar channels (up to 96): selectable signal range of 350 mVpp, 700 mVpp, 1.5 Vpp, 4 

Vpp 
• Resolution: 24 Bit 
Analog/Digital conversion range: 
approx. 10nV @ 150 mV signal range setting 
Maximum number of electrodes: 
• Referential channels: up to 256 + REF + GND 
• Bipolar channels: up to 96 
Suggested electrodes: 
ANT waveguard original EEG caps 
Electrode shape and material: 
Default: Ag/AgCl pellet electrode 
Possible alternatives: 
• Ag/AgCl ring electrodes 
• PU/AgCl multipin dry electrodes 
Electrode thickness: 
• electrode thickness approx.. 3mm; 
• effective overall distance cap surface – head surface approx. 6 mm including electrode 

holder, gel compartment 
Are electrodes active or passive? 
• Passive (no electronics on the electrode), with or without active shielding of the cables 
• Active shielding technology is used for environmental noise reduction, 

without the requirement for electronics on the electrode 
Is there a setting you suggest your users to optimise TMS-EEG recordings? 
• We suggest to set the default sampling rate to a sufficiently high setting (8 kHz or 16 

kHz). 
• We also suggest to configure a montage with a) customized default filters deactivated 

and b) DC offset subtraction enables. The later will avoid filter artefacts when 
displaying the data. We would like to underline that the device always records raw data 
(i.e. unfiltered) regardless of display settings. 



How long should the TMS-induced artifact last with the optimal settings? 
The artefact decay strongly depends on the setup parameters, selected electrode shape; coil 
position and orientation relative to the REF, GND and measured electrode; stimulation 
intensity; coil type; pulse type (monophasic, biphasic); and the electrode-skin impedance. 
Under ideal conditions, the artefact decay can be as short as 3-5ms. 
Is there anything you would like to add? 
- 

 
Company name: gtec medical engineering GmbH 

 
EEG amplifier name and model/models (if more than 1 model is available, please provide 

a separate description for each model): 
 

g.HIamp (https://www.gtec.at/product/ghiamp/) 

Highest sampling rate: 
38.400Hz using reduced number of channels 
In practical terms 19.200 Hz for 80channels / 9.600 Hz for 144 channels 
Internal sampling rate is 644 kHz! It is averaged and oversampled to output sample 

frequency. That results in precise and easily readable EEG(EP) 
Hardware filters range: 
0.1 – 5 Hz LFF, 30-100 Hz HFF and notch filter. 
However, it is better not to use them at all, since we can apply more filters in the 

software. 
Sensitivity (Signal range/resolution): 
±250mV / 85nV 
Analog/Digital conversion range: 
24 bits (22 bits are used for the signal data) 
The maximum number of EEG electrodes supported: 
256 channels (at 4.8 kHz) up to 1024 by stacking amplifiers 
Suggested electrodes: 
Easycap B18-TMS-HS 
Electrode shape and material: 
sintered silver/silver chloride 
Electrode thickness: 
three (3) mm; low profile electrode. It allows the user to place a coil quite near the 

head. 
Are electrodes active or passive? 
Passive. Using active electrodes is possible, but they will produce larger artefact. Fast 

component would last several milliseconds. It limits application to those cases where 
longer latencies are observed. 

Is there a setting you suggest your users to optimise TMS-EEG recordings? 
We have a special TMS64 input box which reduce the artifact and shortens the slow 

decay component. 
How long should the TMS-induced artifact last with the optimal settings? It is typically 

1.5msec 

https://www.gtec.at/product/ghiamp/


Is there anything you would like to add? 
Our solution offers a lot of flexibility. One can run quite complex closed-loop circuits 

(using MATLAB Simulink platform) and simple MEP acquisition. We also can 
send the signal via UDP or TCP/IP to custom modules built by a user (ie: Ospedale 
SACCO, Milano). 

g.HIamp models 80/144 have sixteen channel input box, which one can use for 
monitoring EOG, EMG, ECG and other bio-signals. It means that the user has their 
“full” 64/128 EEG channels plus bio-signals. 

In very noisy environments, power bank may be used to supply the amplifier. That 
will avoid artefacts coming from power grid. The autonomy is six hours. 

 

  



2. TMS-EEG preparation Questionnaire 

Hi, thanks for taking part in this short survey. The data collected might be used for the 
paper: "Transcranial magnetic stimulation combined with electroencephalography: 
recommendations and open issues for data collection and analysis" (tentative title). 
 
Responses are anonymous.  

1. Can you tell us the name of the amplifiers you are using to record EEG?  

If you are using multiple systems, please submit a separate form for each one of them, as 
different amplifiers might require different or additional steps for the preparation.  

 

 

 

2. Do you clean the forehead with isopropyl alcohol? 
 

 
 

3. Do you clean the scalp location where ground and reference will be positioned 
(before you put the cap on)? 



 

 

4. If yes, what do you use (you can choose more than 1 option)? 

 

5. If you have selected other, please indicate what you use. 

None. 

6. Do you measure the participant’s head and choose the best-fitting cap? 

 

7. Do you usually record EOG? 



 

8. If yes, how many electrodes do you use to record EOG? 

 

Note: Some indicated 2 options (they were counted twice, once in each category they 
indicated).  

 

9. When the cap is on, what do you do to lower impedance? 

 

 

10. If other, what else do you do?  

N Response 
1 I usually use a conductive gel which is abrasive as well. I also tend to reduce 

impedance by slightly abrading the skin with a wooden stick or with the blunt 
needle itself, if necessary. 
 



1 Conductive gel; then use cotton-tip needles; sometimes nu-prep in some subjects 
(e.g., bald). 
 

 

 

 

 

11. Impedance. Do you check the values for each electrode? 

 

12. If yes, what is the number you aim for (e.g., 5kΩ)? 

 

 

13. Do you cover the EEG cap with plastic wrap / cling film to prevent direct contact 
between TMS coil and electrode gel and smearing out gel when moving the TMS 
coil? 



 

14. Do you add gel if it dries out during the recording? 

 

 

15. Do use an elastic bandage to ensure a better fit of the cap (the net presses the 
electrodes on the scalp and reduces movement of the cap itself) and/or to keep 
electrode cables in place? 

 

 

16. Do you arrange the electrode cable in a specific way (e.g., away from the coil)? 



 

 

17. If yes, how? 

N Response 
3 Leads and cables to go away from the coil cable. One participant added: If multiple 

areas are targeted, the same is done around each target.  
2 I send a few TMS pulses and record the EEG. Then I see if there is any decay 

artifact, if there are I move the lead of the electrodes in such a way the cables are 
parallel to the current direction in the coil. After this, I send a few more pulses and 
record the EEG and repeat the procedure if the artifacts do not decrease. In general, I 
manage to decrease the artifacts and record good TMS-EEG signals. 

3 We try to keep the electrode leads running perpendicular to the TMS coil where 
possible. 

 

18. Do you group the electrode cables together (for example with plastic sleeves like 
the ones in the picture)? 

 

 

 

 



19. Do you use a piece of foam between the coil and the scalp? 

 

  



20. Are you happy to share a brief description of this piece of foam? If not, move to 
the next question.  

 

N Response 
1 Self-cut piece of foam that is thin enough that the coil-to-cortex distance does not 

increase substantially 
1 It's a 1-cm thick piece of superlon. Sometimes, I have to omit its use because the 

coil is too far from the brain and navigation is difficult. 
2 It is a 2-3 mm anti-vibration foam 
2 It is a very thin (around 0.5 cm) layer of sponge, such as the ones commonly used in 

the kitchen 
1 A piece of mouse pad 
1 I can't remember the name, but it is a yellow foam padding (like those used by 

physiotherapists) and is about 5 mm thick but is compressible. 
 

21. Where do you place the ground (GND) and reference (REF)? If you change their 
position depending on the TMS target, can you state REF and GND position for 
each TMS target? 

N Response 
1 The EEG caps that my lab has do not allow changing the locations of these 

electrodes as they are set in the cap.  I would like to change their locations though. 
1 Nowadays on the forehead. Before mastoid the ref and zygomatic bone the ground, 

in contralateral side to coil. 
1 GND: cheekbone. REF: mastoid, contralateral to the coil. 
1 REF at e.g., FCz or PCz (central midline with secure electrode fit and no cranial 

muscles below); GND at extra slot far away rom TMS coil (forehead or even collar 
bone)  

1 Forehead 
1 We place ground  on Fz and Ref on the nose. We have chosen these positions 

because they are far enough from the coil even when we stimulate the most anterior 
site of our paradigms (DLPFC) 

1 We place ground on nose and ref on Fz. We have only stimulated M1 with this 
system. 

1 Typically, I place the reference electrode on the mastoid and the ground electrode 
next to it. I always place GND and REF electrodes in the contra-lateral site where 
the stimulation is performed. 

1 GND on the forehead, REF in the midline between Cz and Fz. 
2 I put the ground and reference electrodes on the forehead, close to the midline. 
1 Ground: Generally Fpz; Reference: generally AFz . 
1 REF = CZ; Ground = Behind FPZ 
1 REF = FPZ; GND = AFZ 
1 GND = Fpz    Ref mastoid(s) 
1 GND: forehead (Fpz); REF: nosetip 

 



22. Considering the amplifiers you are using and your general set-up, is it important 
to place the REF away from the TMS coil?  

 

 

23. Is there any other step you are taking during the EEG preparation you believe is 
important? 

You can use the space below to provide any information you want to share. 
  

Response 
If the person has a lot of long hair, I will try to distribute the hair evenly (instead of 
allowing all hair to be in the back). I will ask the participant to avoid using hair 
products and conditioner ~24 hours before as some hair products have silicone etc 
which makes it more challenging to get good impedances (based on my experience, 
no scientific proof), make sure that there are no excessive amounts of EEG gel to 
avoid creating salt-bridges between two electrodes  
Mapping around the target to reduce the artifact even if the spot is predetermined 
During TMS-EEG, we use noise masking that consists of both white noise, and 
rattling sounds mimicking the coil clicks. We try to optimize the coil location to 
induce minimal muscle artifacts and maximal brain responses. 
1) Reduce the distance between REF electrode and cable and the most relevant EEG 
electrodes and cables to reduce loo size for magnetoelectric induction of currents 
and thus artifacts; (2) sometimes using a spacer of some mm instead of foam to 
reduce electrical coupling between TMS coil and electrodes and reduce line noise; 
(3) ensure TMS coil cable and EEG electrode cables do not run too close to each 
other to prevent crosstalk and line noise  
it is important not to use too much gel to prevent electrical bridge between 
electrodes 
We localize the hotspot and measure rMT with the cap on but before filling 
electrodes with gel, to avoid spreading gel. We use the plastic wrap on the coil 
rather than on the cap, because in this way electrodes are still accessible if needed. 
We control raw EEG and TEPs online to individuate and resolve possible decay 
artefacts, 50Hz and general quality of the signal 
We localize the hotspot and measure rMT with the cap on but before filling 
electrodes with gel, to avoid spreading gel. We use the plastic wrap on the coil 
rather than on the cap, because in this way electrodes are still accessible if needed. 
We control raw EEG to check the general quality of the signal. We check TEPs but 
their visualization with this system is harder. We do not rearrange wires because it is 



not so easy to visualize online. However, we have never had problems of decay 
artefact. 
We use a sleeve around the wires that is conductive and connected to the device 
ground. this is one effective way to reduce powerline noise. 
Wait for gel to "settle" after applying before starting TMS - doing resting-state 
recordings in the meantime 
Where possible, we delay the capacitor recharge on the TMS device to prevent this 
artifact. 
If the person has a lot of long hair, I will try to distribute the hair evenly (instead of 
allowing all hair to be in the back). I will ask the participant to avoid using hair 
products and conditioner ~24hours before as some hair products have silicone etc 
which make it more challenging to get good impedances (based on my experience, 
no scientific proof), make sure that there are not excessive amounts of EEG gel to 
avoid creating salt-bridges between two electrodes  
Mapping around the target to reduce the artifact even if the spot is predetermined 
During TMS-EEG, we use noise masking that consists of both white noise, and 
rattling sounds mimicking the coil clicks. We try to optimize the coil location to 
induce minimal muscle artifacts and maximal brain responses. 
1) Reduce the distance between REF electrode and cable and the most relevant EEG 
electrodes and cables to reduce loo size for magnetoelectric induction of currents 
and thus artifacts; (2) sometimes using a spacer of some mm instead of foam to 
reduce electrical coupling between TMS coil and electrodes and reduce line noise; 
(3) ensure TMS coil cable and EEG electrode cables do not run too close to each 
other to prevent crosstalk and line noise  
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