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Robust Online Learning over Networks
Nicola Bastianello?, Member, IEEE , Diego Deplano?, Member, IEEE ,

Mauro Franceschelli, Senior, IEEE , and Karl H. Johansson, Fellow, IEEE

Abstract— The recent deployment of multi-agent net-
works has enabled the distributed solution of learning
problems, where agents cooperate to train a global model
without sharing their local, private data. This work specif-
ically targets some prevalent challenges inherent to dis-
tributed learning: (i) online training, i.e., the local data
change over time; (ii) asynchronous agent computations;
(iii) unreliable and limited communications; and (iv) inexact
local computations. To tackle these challenges, we apply
the Distributed Operator Theoretical (DOT) version of the
Alternating Direction Method of Multipliers (ADMM), which
we call “DOT-ADMM”. We prove that if the DOT-ADMM op-
erator is metric subregular, then it converges with a linear
rate for a large class of (not necessarily strongly) convex
learning problems toward a bounded neighborhood of the
optimal time-varying solution, and characterize how such
neighborhood depends on (i)–(iv). We first derive an easy-
to-verify condition for ensuring the metric subregularity of
an operator, followed by tutorial examples on linear and lo-
gistic regression problems. We corroborate the theoretical
analysis with numerical simulations comparing DOT-ADMM
with other state-of-the-art algorithms, showing that only the
proposed algorithm exhibits robustness to (i)–(iv).

Index Terms— Distributed learning, online learning,
asynchronous networks, unreliable communications.

I. INTRODUCTION

In recent years, significant technological advancements have
enabled the deployment of multi-agent systems across var-
ious domains, including robotics, power grids, and traffic
networks [1], [2]. These systems consist of interconnected
agents that leverage their computational and communication
capabilities to collaborate in performing assigned tasks. Many
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of these tasks – such as estimation [3], [4], coordination and
control [5], [6], [7], resilient operation [8], [9], [10], and
learning [11], [12], [13] – can be formulated as distributed
optimization problems, see [2], [14], [15], [16] for some recent
surveys. In this context, this work focuses specifically on
distributed optimization algorithms for learning under network
constraints.

Traditional machine learning methods require transmitting
all the data collected by the agents to a single location, where
they are processed to train a model. However, communi-
cating raw data exposes agents to privacy breaches, which
is inadmissible in many applications such as healthcare and
industry [17]. Moreover, it is often the case that the agents
collect new data over time, which requires another round of
data transmission and, as a result, both an increased privacy
vulnerability and the need of repeating the centralized training
task. In the alternative distributed approach, the agents within
the network first process their data to compute an approximate
local model, and then refine such model by sharing it with
their peers and agreeing upon a common model that better fits
all the distributed data sets, with the goal of improving the
overall accuracy. This strategy, however, poses some practical
challenges – discussed in the next section – both at the
computation level, such as computing with different speed and
precision, and at the communication level, such as loss and
corruption of packets.

The focus of this paper is thus on solving online learning
problems in a distributed way while addressing these practical
challenges – discussed in detail in Section I-A – by applying
a distributed operator theoretical (DOT) version of the alter-
nating direction method of multipliers (ADMM), which we
call “DOT-ADMM”. In principle, other different approaches
developed in the distributed optimization literature can be
applied to this problem, which are reviewed in Section I-
B. Section I-C outlines the main technical contributions of
the manuscript, regarding the linear convergence of DOT-
ADMM for (not necessarily strongly) convex problems based
on novel theoretical results on stochastic and metric subregular
operators.

A. Practical challenges in online learning over networks

1) Asynchronous agents computations: The agents cooper-
ating for the solution of a learning problem are oftentimes
highly heterogeneous, in particular in terms of their computa-
tional resources [17]; consequently, the agents may perform
local computations at different rates. The simple solution
of synchronizing the network by enforcing that all agents
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terminate the k-th local computation at iteration k entails
that better-performing agents must wait for the slower ones
(cf. [18, Fig. 2]). Therefore, in this paper we allow the agents
to perform local processing at their own pace, which is a more
efficient strategy than enforcing synchronization.

2) Unreliable communications: In real-world scenarios, the
agents have at their disposal imperfect channels to deliver the
locally processed models to their peers. One problem that may
occur, particularly when relying on wireless communications,
is that transmissions from one agent to another may be lost
in transit (e.g., due to interference [12]). When a transmission
is lost, the newly processed local model of an agent is not
delivered to its neighboring agents, but the algorithm needs
to be robust to this occurrence. By “robust”, we refer to the
ability of the algorithm to mitigate the effect of the packet-
losses without taking any specific action. Indeed, the design
of specific procedures to address packet-losses may require
some additional knowledge at the transmitter level, which
is unfeasible in some applications. A second problem that
must be faced, especially when the local models stored by
the agents are high dimensional, is the impracticability of
sharing the exact local model over limited channels (e.g.,
when training a deep neural network). To satisfy limited
communications constraints, different approaches have been
explored, foremost of which is quantization/compression of
the messages exchanged by the agents [13]. But quantizing
a communication implies that an inexact version of the local
models is shared by the agents, which can be seen as a dis-
turbance in the communication. Therefore, we consider both
packet-loss and packet-corruption during the communications
between agents, which allow us to deal with the two above-
mentioned problems.

3) Inexact local computations: In learning applications, the
local training performed by the agents may depend on large
data-sets, and thus be computationally demanding. This is
especially relevant in online set-ups, where training needs
to be completed within the interval of time [k, k + 1). To
solve this issue, so-called stochastic gradients are employed,
which construct an approximation of the local gradients using
a limited number of data points [19]. This implies that every
time a stochastic gradient is applied by an agent, some error
is introduced in the algorithm. The algorithm we propose in
this manuscript needs to compute the proximal of the local
cost function, where the proximal operator finds the point that
minimizes a function while also being close to its argument.
However, unless the cost is proximable [20] and there is
a closed form, the proximal needs to be computed via an
iterative scheme, such as gradient descent. But again due to
the limited computational time [k, k+1) allowed to the agent,
the proximal can be computed only with a limited number
of iterations, introducing an approximation. The issue may be
further compounded by the use of stochastic gradients instead
of full gradients.

B. Review of the state-of-the-art
Many algorithms in the state-of-the-art for solving optimiza-

tion and learning problems are built upon (sub)gradient meth-
ods [2]. Despite their effectiveness, these methods are limited

to achieving, at best, sub-linear convergence, necessitating the
adoption of diminishing step-sizes, even in the case of strongly
convex problems. Another class of suitable algorithms is that
of gradient tracking, which can achieve convergence with the
use of fixed step-sizes [21]. On the one hand, different gradient
tracking methods have been proposed for application in an
online learning context, see e.g. [22], [23]. On the other, the
use of robust average consensus techniques has also enabled
the deployment of gradient tracking for learning under the
constraints of Section I-A, see e.g. [24], [25], [26], [27], [28].
However, gradient tracking algorithms may suffer from a lack
of robustness to some of these challenges [29].

Our approach falls in a different branch of research, which
is based on the alternating direction method of multipliers
(ADMM). ADMM-based algorithms have turned out to be
reliable and versatile for distributed optimization [11], [30].
In particular, ADMM has been shown to be robust to asyn-
chronous computations [31], [32], [30], packet losses [33],
and both [34]. Additionally, its convergence with inexact
communications has been analyzed in [35], and the impact of
inexact local computations has been studied in [36]. Moreover,
the convergence of ADMM-based algorithms under network
constraints has been usually shown to occur at a sub-linear
rate, whereas a linear rate can be proved only under additional
assumptions, such as strong convexity [34]).

Instead, the algorithm we propose is shown to converge
with a linear rate without the strong convexity assumption,
but under a milder set of assumptions, while facing at the
same time all the challenges described in Section I-A.

C. Main contributions
DOT-ADMM has the following set of features:
• Convergence with a linear rate for a wide class of learning

problems (e.g., linear and logistic regression problems);
• Applicability in an online scenario where the data sets

available to the agents change over time;
• Robustness to asynchronous and inexact computations of

the agents;
• Robustness to faulty and noisy communications.

The main theoretical results of the paper are as follows:
• Time-varying stochastic operators that are averaged and

metric subregular operators converge linearly (in mean)
and almost surely to a neighborhood of the time-varying
set of fixed points without assuming that there exists a
common fixed point (see Theorem 3).

• DOT-ADMM is proved to converge for a large class of
online learning problems with (not necessarily strongly)
convex local costs under the challenging scenario de-
scribed in Section I-A by relying on the metric sub-
regularity property of the DOT-ADMM operator (see
Theorem 1). Complementary results are provided for
simpler scenarios where some of the challenges do not
come into play (see Corollary 1) and for the case in which
metric subregularity holds in a subset of the state space
(see Theorem 2).

• An easy-to-verify sufficient condition to ensure metric
subregularity of an operator is provided in Proposition
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1, which basically requires the operator to be bounded
by two affine operators. This result is then applied to
standard learning problems, such as linear regression
(see Proposition 2), robust linear regression (see Proposi-
tion 2), and logistic regression (see Proposition 4). These
results can be also used as tutorial examples for other
learning problems with different regression models.

• Extensive numerical simulations of DOT-ADMM to-
gether with a comparison with other state-of-the-art al-
gorithms are provided in Section V, revealing the outper-
forming performance of DOT-ADMM in terms of con-
vergence time and resilience to the challenging scenario
considered in the manuscript.

D. Outline
Section II provides the notation used throughout the pa-

per, gives useful preliminaries on graph theory and operator
theory, and formalizes the online optimization problem of
interest together with some technical working assumptions.
In Section III we formalize the technical challenges usually
faced when solving online learning problems, and we present
DOT-ADMM as a suitable protocol to be implemented in
networks to solve these problems in a distributed manner while
facing all the challenges. Section III-C is devoted to the proof
of the convergence result anticipated in Section III, which re-
lies on a novel foundational result on stochastic operators that
are metric subregular. Section IV outlines how the proposed
algorithm can be applied to different learning problems, with a
focus on linear and logistic regression problems. In Section V
several numerical results are carried out, and Section VI gives
some concluding remarks.

II. PRELIMINARIES AND PROBLEM FORMULATION

The set of real and integer numbers are denoted by R and
Z, respectively, while R+ and N denote their restriction to
positive entries. Matrices are denoted by uppercase letters,
vectors and scalars by lowercase letters, while sets and spaces
are denoted by uppercase calligraphic letters. The identity
matrix is denoted by In, n ∈ N, while the vectors of ones and
zeros are denoted by 1n and 0n; subscripts are omitted if clear
from the context. Maximum and minimum of an n-element
vector u = [u1, . . . , un]>, are denoted by u = maxi=1,...,n ui
and u = mini=1,...,n ui, respectively.

A. Preliminaries
1) Networks and graphs: We consider networks modeled

by undirected graphs G = (V, E), where V = {1, . . . , n},
n ∈ N, is the set of nodes, and E ⊆ V × V is the set of
edges connecting the nodes. An undirected graph G is said
to be connected if there exists a sequence of consecutive
edges between any pair of nodes i, j ∈ V . Nodes i and j
are neighbors if there exists an edge (i, j) ∈ E . The set of
neighbors of node i is denoted by Ni = {j ∈ V : (i, j) ∈ E}.
For the sake of simplicity, we consider graphs with self-loops,
i.e., i ∈ Ni, and denote by ηi = |Ni| the number of neighbors
and by ξ = 2|E| = η1+· · ·+ηn twice the number of undirected
edges in the network.

2) Operator theory: We introduce some key notions from
operator theory in finite-dimensional Euclidean spaces, i.e.,
vector spaces Rn with ||·|| and distance d

||x|| =
√
x>x, d(x, y) = ||x− y||.

Operators F : Rn → Rn are denoted with block capital
letters. An operator is affine if there exist a matrix A ∈ Rn×n
and a vector b ∈ Rn such that F : x 7→ Ax+ b, and linear
if b = 0. The linear operator associated to the identity
matrix I is defined by Id : x 7→ Ix. Given F : Rn → Rn,
fix(F) = {x ∈ Rn : F(x) = x} denotes its set of fixed points.
By further defining the projection operator of a point x over
a non-empty set X as

projX (x) = arginf
y∈X

||x− y||,

the distance of point x from the set X is denoted by

dX (x) = ||x− projX (x)||

When X is the set of fixed points of an operator F, we
use the shorthand notations dF := dfix(F) and projF :=
projfix(F) . With this notation, we now define some properties
of operators, which are pivotal in this paper.

Definition 1. An operator F : Rn → Rn is metric subreg-
ular if there is a positive constant γ > 0 such that

dF(x) ≤ γ||(Id− F)x||, ∀x ∈ Rn. (1)

When γ is known, F is said to be γ-metric subregular.

Definition 2. An operator F : Rn → Rn is nonexpansive if

||F(x)− F(y)|| ≤ ||x− y||, ∀x, y ∈ Rn.

Moreover, the operator G := (1 − α)Id + αF with α ∈ (0, 1)
is α-averaged if F is nonexpansive, or, equivalently, if

||G(x)−G(y)||2≤||x−y||2−1−α
α
||(Id−G)(x)−(Id−G)(y)||2.

A function f : X → [−∞,+∞] with X ⊆ Rn is: proper if
its domain {x ∈ X | f(x) < +∞} is not empty and −∞ 6∈
f(X ) [37, Definition 1.4]; lower semicontinuous if its epigraph
{(x, t) ∈ X ×R | f(x) ≤ t} with X ⊆ Rn is closed in Rn ×
R [37, Lemma 1.24]; convex if its epigraph is a convex subset
of X × R [37, Definition 8.1]. Let Γn0 be the set of proper,
lower semicontinuous, convex functions f from X ⊆ Rn to
R∪{+∞}. Then, the proximal operator of f ∈ Γn0 is defined
by

proxρf (y) = argmin
x

{
f(x) +

1

2ρ
||x− y||2

}
,

where ρ > 0 is a penalty parameter; if ρ = 1, it is omitted.
We note that the projection operator is a particular case of
the proximal operator when applied to the indicator function
ι : Rn → Rn ∪ {+∞} defined as ιX (x) = 0 if x ∈ X , and
ιX (x) = +∞ otherwise.
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B. Problem formulation

We consider a network of n agents linked according to an
undirected, connected graph G = (V, E). Each agent i ∈ V
has a vector state xi(k) ∈ Rp with p ∈ N, and has access
to a time-varying local cost fi,k : Rp → R ∪ {+∞}, k ∈
N. The objective of the network is to solve the optimization
problem minx

∑
i∈V fi,k(x), which can be reformulated in the

following distributed form:

min
xi

∑
i∈V

fi,k(xi)

s.t. xi = xj if (i, j) ∈ E
(2)

whose set of solutions is denoted by X ?k . We make the follow-
ing two standing assumptions, which are standard assumptions
in online optimization [38].

Assumption 1. At each time k ∈ N, the local cost functions
fi,k of problem (2) are proper, lower semi-continuous, and
convex, i.e., fi,k ∈ Γp0.

Assumption 2. The set of solutions X ?k to problem (2) is
non-empty at each time k ∈ N. In addition, the minimum
distance between two solutions at consecutive times is upper-
bounded by a nonnegative constant σ ≥ 0, i.e.,

sup
k∈N

inf
x?k∈X?k

dX?k−1
(x?k) ≤ σ.

Remark 1. If one only considers Assumption 1, the set of
solutions X ?k may be empty [37, Proposition 11.15]; thus,
Assumption 2 requires that X ?k 6= ∅. On the other hand, the set
of solutions X ?k may also contain infinitely many solutions and
be unbounded; thus, Assumption 2 requires that there exists
an upper bound σ ≥ 0 (that holds uniformly over time) to
the distance between any solution x?k ∈ X ?k and its projection
onto the set of solutions at the previous step, i.e., X ?k−1.

The dynamic nature of the problem implies that the solution
– in general – cannot be reached exactly, but rather that the
agents’ states will reach a neighborhood of it [39], [38]. Our
goal is thus to quantify how closely the agents can track the
optimal solution over networks characterized by the following
challenging conditions, as discussed in Section I-A:
• asynchronous agents computations;
• unreliable communications;
• inexact local computations.

The next section introduces the proposed algorithm along with
the formal description of the above challenges and the main
working assumptions.

III. PROPOSED ALGORITHM AND
CONVERGENCE RESULTS

To solve the problem in eq. (2), we employ the Dis-
tributed Operator Theoretical (DOT) version of the Alter-
nating Direction Method of Multipliers (ADMM), which we
call “DOT-ADMM”. It is derived by applying the relaxed
Peaceman-Rachford splitting method to the dual of problem
in eq. (2) (see [34] and references therein), and its distributed
implementation is detailed in Algorithm 1.

Algorithm 1 Distributed Operator Theoretical (DOT) ADMM
Input: For each agent i ∈ V initialize the auxiliary variables
{zij(0)}j∈Ni ; choose the relaxation α ∈ (0, 1) and the
penalty ρ > 0.

Output: Each agent returns xi(k) that is an (approximated)
solution to the distributed optimization problem in eq. (2).

for k = 1, 2, . . . each active agent i ∈ V
// asynchronous computations and inexact updates
receives a local cost fi,k and applies the local update

xi(k)=Fi,k(z(k−1)):=prox
1/ρηi
fi,k

 1

ρηi

∑
j∈Ni

zij(k−1)

 (3)

for each agent j ∈ Ni
transmits the packet

yi→j(k) = 2ρxi(k)− zij(k − 1)

end for
for each packet yj→i received by agent j ∈ Ni

// noisy communications with packet loss
updates the auxiliary variable

zij(k) = Tij,k(z(k−1)) := (1−α)zij(k−1)+αyj→i(k) (4)
end for

end for

Each agent i ∈ V first updates its local state xi ∈ Rp
according to eq. (3), then sends some information to each
neighbor j ∈ Ni within the packet yi→j . The agents are
assumed to be heterogeneous in their computation capabilities,
therefore at each time step only some of the agents are ready
for the communication phase. In turn, after receiving the
information from its neighbors, each agent updates its auxiliary
state variables zij ∈ Rp with j ∈ Ni according to eq. (4). Note
that the local update in eq. (3) depends only on information
available to agent i, while for the auxiliary update in eq. (4) the
agent needs to first receive the aggregate information yj→i(k)
from the neighbor j.

Algorithm 1 also makes explicit where the sources of
stochasticity discussed in Section I-A come into play: asyn-
chronous agents’ computations and packet-loss prevent the
updates in eqs. (3)-(4) to be performed at each time k ∈ N,
whereas inexact local computations and noisy communications
make these updates inaccurate. We model these sources of
stochasticity by means of the following random variables:

• βij(k) ∼ Ber(pij) are Bernoulli random variables1 with
pij ∈ (0, 1] modeling the asynchronous agents’ compu-
tations and packet-loss: pij denotes the probability that
agent j has completed its computation and packet yj→i
successfully arrives to agent i;

• ui(k) and vij(k) are i.i.d. random variables which rep-
resent, respectively, the additive error modeling inexact
local updates of xi and noisy transmission of yj→i(k)
sent by node j to node i.

With these definitions in place, we define the perturbed

1i.e., βij(k) = 1 with probability pij , βij(k) = 0 with probability 1−pij .
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variables as follows

x̃i(k) = xi(k) + ui(k)

z̃ij(k) = zij(k) + αvij(k)

One can further notice that the additive error ui(k) on xi(k)
is also an additive error on yj→i (scaled by a factor equal
to 2ρ). Therefore, one can consider only one source of error
eij = vij(k) + 2ρui(k) and write the perturbed updates as

xi(k) =Fi,k(z̃(k− 1)) (5a)

z̃ij(k) =

{
Tij,k(z̃(k− 1)) +αeij(k) if βij(k) = 1

z̃ij(k− 1) otherwise
(5b)

where the operators Fi,k, Tij,k are those of eqs. (3)-(4).
With this notation, we formalize next the challenging as-

sumptions under which the problem in eq. (2) must be solved.

Assumption 3. At each time step, each node j ∈ V has
completed its local computation and successfully transmits
data to its neighbors i ∈ Nj with probability pij ∈ (0, 1].

The minimum and maximum among the probabilities of
Assumption 3 are denoted by

p = min
(i,j)∈E

pij , p = max
(i,j)∈E

pij . (6)

Assumption 4. Each node i ∈ V updates its local variable
xi(k) with an additive error ui(k) ∈ Rp and receives informa-
tion from neighbor j ∈ Ni with an additive noise vij(k) ∈ Rp
such that the overall error eij(k) = vij(k) + 2ρui(k) on
the update of the auxiliary variable zij(k) is bounded by
E [||eij(k)||] ≤ νe <∞.

A. Convergence results
For the convenience of the reader, we state next our main

results, while we postpone their proofs to Section III-C. We be-
gin with the following theorem, which characterizes the mean
linear convergence of DOT-ADMM in the stochastic scenario
described in Section I-A and formalized in Section III.

Theorem 1 (Linear convergence). Consider the online
distributed optimization in problem (2) under Assumptions 1-2,
and a connected network of agents that solves it by running
DOT-ADMM under Assumptions 3-4. If the DOT-ADMM oper-
ator Tk, defined block-wise by Tij,k as in eq. (4), is γ-metric
subregular, then:

i) there is an upper bound to the distance between the
current solution x(k) and the set of optimal solutions
X ?k that holds in mean for all k ∈ N, and this bound has
a linearly decaying dependence on the initial condition:

E
[
dX?k (x(k))

]
=O

(
µkdT0

(x(0))+
1−µk

1−µ
(νe+σ)

)
(7)

where the rate of convergence µ ∈ (0, 1) is given in. (9).
ii) there is an upper bound for dX?k (x(k)) that holds almost

surely when k →∞, and this bound does not depend on
the initial condition:

lim sup
k→+∞

dX?k (x(k)) = O

(
νe + σ

1− µ

)
. (8)

The following corollary makes explicit how the results of
Theorem 1 become stronger when some challenges are not
considered.

Corollary 1 (Particular cases). Consider the scenario of
Theorem 1 and the following simplified scenarios:
(a) the cost functions fi,k = fi are static, i.e., σ = 0;
(b) communications are noiseless and computations are ex-

act, i.e., there are no additive errors νe = 0;
(c) communications are synchronous.

Then the results of Theorem 1 become:
i) (a) implies that the distance dX?k (x(k)) converges lin-

early to O(νe) in mean;
ii) (b) implies that the distance dXk(x(k)) converges linearly

to O(σ) in mean;
iii) (a) ∧ (b) implies that the distance dXk(x(k)) converges

linearly to zero in mean square with rate µ2; moreover,
x(k) almost surely converges to the set of solutions X ?;

iv) (a) ∧ (b) ∧ (c) implies that x(k) converges linearly with
rate µ2 and almost surely to the set of solutions X ?.

Building upon Theorem 1, we also prove that linear con-
vergence holds for strongly convex and smooth costs as the
iterative solution approaches a neighborhood of the optimal
solutions. This result, which encompasses that of [34], is
termed as eventual linear convergence.

Theorem 2 (Eventual linear convergence). Consider the
scenario of Theorem 1, when the cost functions fi,k = fi
are static and there are no additive errors νe = 0. If the costs
are strongly convex and twice continuously differentiable, then
there is a finite time k? ∈ N such that, for any initial condition:

i) (global) for k ≤ k?, the distance dXk(x(k)) decays sub-
linearly in mean square;

ii) (local) for k > k?, the distance dXk(x(k)) converges
linearly to zero in mean square and x(k) almost surely
converges to the set of solutions X ? for k →∞.

B. Discussion of the results

1) Convergence rate and error bounds: The value of the
convergence rate µ ∈ (0, 1), resulting from the punctual upper
bound to the tracking error in eq. (7) provided by Theorem 1, is

µ =

√
1−

(1− α)p

αλ
, λ > max

{
γ2,

(1− α)p

α

}
. (9)

where p ∈ (0, 1] is the minimum probability as in eq. (6)
that any node completes both the local computation and the
transmission tasks, α ∈ (0, 1) is the relaxation parameter of
DOT-ADMM and γ > 0 is the metric-subregularity constant
of the operator Tk ruling the iterations of DOT-ADMM. The
presence of random updates leads to a worse convergence
rate compared to the convergence rate µs attained when all
coordinates update at each iteration (p = 1), indeed, µs ≤ µ.
This is in line with the results proved in [40], and makes
intuitive sense since less frequent updates (smaller values of
p) lead to slower convergence (higher values of µ).

On the other hand, it is possible to make the convergence
arbitrarily faster by selecting higher values of the relaxation
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constant α, which, however, worsen the asymptotic error
bound in eq. (8): therefore, α constitutes a trade-off between
the convergence rate and the asymptotic error. Another im-
portant role is played by the additive noise (through νe)
and by the time-variability of the costs (through σ), which
prevent DOT-ADMM from converging to the optimal solution
by introducing a non-zero term in both the punctual and
asymptotic upper bounds: when these non-idealities are not
considered, then one recovers exact convergence as pointed
out in Corollary 1. We also remark that the scaling constants
hidden by the O(·) notation depend on the specific structure
of the network (through the number of edges |E|).

2) Simplified scenarios and mean square convergence: The
results of Corollary 1 particularize Theorem 1 for simplified
scenarios in which some of the challenges faced in this work
are not taken into account. Removing the time-variability of
the costs (σ = 0) implies that the solution provided by DOT-
ADMM converges asymptotically within an error from the
optimal solution that is bounded by only νe; instead, removing
the sources of error (νe = 0) makes the error bounded by
only σ. When both these challenges are not considered (σ =
νe = 0) then exact convergence to the set of optimal solutions
can be achieved. Additionally, the linear convergence of DOT-
ADMM holds not only in mean but also in mean square. This
is a remarkable result since it holds even though the problem
is not strongly convex and regardless of the challenging time-
varying, unreliable, and asynchronous scenario (see Section
III-B.3).

3) Comparison with [34] and strongly convex problems: The
result of Theorem 2 clarifies the advantage of the metric-
subregularity property against strong convexity of the problem.
Indeed, Theorem 1 proves that metric subregularity of the
DOT-ADMM operator is sufficient for linear convergence in
convex optimization problems. Theorem 2 proves that strong
convexity of the problem (under the additional assumption
of twice differentiability of the costs) is sufficient for local
linear convergence after a finite time k?, a behavior that we
termed eventual linear convergence. The linear and logistic
regression learning problems discussed in Section IV con-
stitute examples of problems that are not strongly convex
but for which DOT-ADMM converges linearly because the
updates are ruled by a metric subregular operator. Additionally,
sub-linear convergence can be experienced for some strongly
convex problems; an example is given by the scalar regularized
costs fi(xi) = 3

√
x4
i + ε

2x
2
i . Therefore, strong convexity is

neither necessary nor sufficient for global linear convergence;
instead, metric subregularity of the DOT-ADMM operator is
sufficient for convex problems due to Theorem 1.

Theorem 2 also shows how the analysis in this paper
subsumes that of [34]. In particular, in the case of strongly
convex and twice differentiable costs, DOT-ADMM converges
sub-linearly until a sufficiently small neighborhood of the
unique optimal solution x? is reached. Thereafter, the costs are
well approximated by a quadratic function around x? that, in
turn, implies metric subregularity of the DOT-ADMM operator
Tk, and thus linear convergence follows by Theorem 1, finding
as a special case the result of [34]. Thus, one of the main
differences between this paper’s contribution w.r.t. [34] is that

[34] requires strong convexity and twice differentiability of the
costs to ensure local linear convergence, while this paper only
requires metric subregularity of the DOT-ADMM operator
(which does not imply strong convexity of the problem) and
derive a global linear convergence result. In addition, while
DOT-ADMM indeed follows the blueprint of [34], it differs
in that it allows for local updates to be inexact and the local
costs to be time-varying.

C. Proofs of the results

The proofs of Theorem 1 and Theorem 2 make use of the
following general convergence result for stochastic operators
enjoying metric-subregularity, which is another original con-
tribution of this manuscript.

Theorem 3. Let T̃ek : Rm → Rm be a time-varying opera-
tor defined component-wise by

T̃e`,k(z) :=

{
T`,k(z) + e`,k if β`,k = 1

z` otherwise
(10)

for ` = 1, . . . ,m, where e`,k are i.i.d. random variables and
β`,k ∼ Ber(p`) are Bernoulli i.i.d. random variables such that
p` ∈ (0, 1]. If at each time k ∈ N it holds:

i) ∃ς>0 such that ‖projTk(z)−projTk−1
(z)‖≤ς , ∀z∈Rm;

ii) Tk is α-averaged;
iii) Tk is γ-metric subregular;

then the iteration z(k) = T̃ek(z(k − 1)) converges linearly in
mean according to

E[dTk(z(k))]≤
√
p

p

[
µkdT0

(z(0))+

k∑
h=1

µk−h(E[||eh||]+µς)

]
where the convergence rate µ ∈ (0, 1) is given in eq. (9) and
where p = max` p` and p = min` p` are the maximum and
minimum error probabilities. Moreover, it almost surely holds
that the iteration asymptotically converges to

lim sup
k→∞

dTk(z(k)) ≤ lim
k→∞

√
p

p

k∑
h=1

µk−h(E [||eh||] + µς).

Proof: See Appendix A.

Remark 2. The results of Theorem 3 are stronger than
most of the literature in that they provide a punctual upper
bound on the distance to the set of optimal solutions together
with a linear convergence rate, in contrast to other state-
of-the-art results, such as those in [40], [41]. Results in
[40], [41] only rely on the averagedness property to prove
sub-linear convergence of the iteration, where [40] does not
provide a punctual upper bound to the error but only an
asymptotic upper bound and where [41] provides both using
a regret-style metric. In contrast, our Theorem 3 exploits
the additional metric-subregularity property to prove linear
convergence by using the distance from the set of fixed points
as a metric. The results of Theorem 3 are also much more
practical and can be exploited in more realistic scenarios.
Firstly, we do not assume that the influence of additive errors
vanishes over time as in [40], instead, we allow for persistent
errors due, for instance, to the computational limitations of
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the agents. Secondly, we only assume that the fixed point sets
at two consecutive iterations are “similar enough” and not
necessarily overlapping as assumed in [40].

We also provide a result to cover the case in which metric
subregularity does not hold in the entire state space, but only
in a subspace of it: this property is called locally metric
subregularity.

Theorem 4. In the scenario of Theorem 3, if it holds:
i) Tk = T is not time-varying, i.e., ς = 0;

ii) T is α-averaged;
iii) T is metric subregular in a set X ⊂ Rn;
iv) limk→∞ ||ek|| → 0;

then it almost surely holds lim supk→∞ dT(z(k)) = 0. More-
over, there is a finite time k? such that for k ≥ k? linear
convergence in mean is achieved with rate µ in eq. (9).

Proof: See Appendix B.
Before proceeding with the proofs of our main results, let us

conveniently rewrite the operators of the DOT-ADMM updates
in eq. (5) in compact form as follows2

x(k)=Fk(z(k−1))=prox
1/ρη
fk

(DA>z(k−1))
z(k)=Tk(z(k−1))=[(1−α)I−αP ]z(k−1)+2αρPAx(k)

(11)

where the operator prox
1/ρη
fk

: Rnp → Rnp applies block-
wise the proximal of the time-varying local costs fi,k; the
matrix A ∈ Rξp×np is given3 by A = Λ ⊗ Ip with
Λ ∈ {0, 1}ξ×n given by Λ = blk diag{1ηi}ni=1; the matrix
D ∈ Rnp×np is given by D = blk diag{(ρηi)−1Ip}ni=1;
the matrix P ∈ {0, 1}ξp×ξp is given by P = Π ⊗ Ip with
Π ∈ {0, 1}ξ×ξ being a permutation matrix swapping (i, j) ∈ E
with (j, i) ∈ E .

1) Proof of Theorem 1: By [34, Proposition 3], for each
fixed point z?k ∈ fix(Tk) there is x?k = Fk(z?k) which is a
solution to the problem in eq. (2). Thus, letting X ?k be the
time-vaying set of solutions, we can write

dX?k (x(k))= inf
y∈X?k

||x(k)−y||
(i)

≤||x(k)−x?k||

=||Fk(z(k−1))−Fk(z?k)||

=
∣∣∣∣∣∣prox

1/ρη
fk

(DA>z(k−1))−prox
1/ρη
fk

(DA>z?k)
∣∣∣∣∣∣

(ii)

≤
∣∣∣∣DA>(z(k−1)−z?k)

∣∣∣∣≤∣∣∣∣DA>∣∣∣∣||z(k−1)−z?k||
(iii)
=
∣∣∣∣DA>∣∣∣∣dTk(z(k−1))

where (i) holds since x?k ∈ X ?k , (ii) follows by the non-
expansiveness of the proximal, and (iii) holds by choosing

z?k = arginf
y∈fix(Tk)

|||z(k − 1)− y|||.

This means that the linear convergence of x(k) to a neighbor-
hood of X ?k is implied by that of z(k) to a neighborhood of
fix(Tk), which can be proved by means of Theorem 3. Indeed,

2Note that since x(k) is a function of z(k − 1), the update of z(k)
depends solely on z(k − 1) or, in other words, x(k) is an internal variable
of DOT-ADMM.

3The symbol ⊗ denotes the Kronecker product.

by Assumptions 3-4 the update of z(k) can be described by
a stochastically perturbed operator as in eq. (10) object of
Theorem 3. We thus prove both statements of the theorem by
checking all the conditions under which Theorem 3 holds:

i) By definition, the fixed points of DOT-ADMM are

fix(Tk) = {z | (I + P )z = 2ρPAx?k, x
?
k ∈ X ?k }.

Therefore the projection of a point z onto fix(Tk) is [20,
section 6.2.2]

projTk(z) = z − (I + P )† ((I + P )z − 2ρPAx?k) .

With some simple algebra, we can then see that∣∣∣∣∣∣projTk
(z)−projTk−1

(z)
∣∣∣∣∣∣=2ρ

∣∣∣∣∣∣(I+P )†PA(x?k−x
?
k−1)

∣∣∣∣∣∣
(i)
≤2ρ

∣∣∣∣∣∣(I+P )†PA
∣∣∣∣∣∣σ

where (i) follows by sub-multiplicativity of the norm
and Assumption 2. Thus assumption i) of Theorem 3 is
verified for ς = 2ρ

∣∣∣∣(I + P )†PA
∣∣∣∣σ.

ii) By Assumption 1 it follows that Tk are α-averaged for
all k ∈ N. Indeed, the operator Tk comes from the
application of the Peaceman-Rachford operator to the
dual problem of (2), which guarantees its α-averagedness
when the cost functions fi,k are convex (cfr. [34]);

iii) Tk is γ-metric subregular by assumption.
2) Proof of Theorem 2: Since the local costs are strongly

convex and twice differentiable, one can approximate the local
costs by quadratic functions of the following kind

fi(x) =
1

2
(x− x?)>∇2fi(x

?)(x− x?)

+ 〈∇fi(x?), x− x?〉+ o(x− x?)

where

x? = argmin
x

n∑
i=1

fi(x) and lim
x→x?

||o(x− x?)||
||x− x?||

= 0.

Therefore, one can interpret DOT-ADMM as being char-
acterized by an affine operator with an additive error that
depends on the higher order terms o(x − x?). But since
affine operators are metric subregular [42], [43], then the
DOT-ADMM operator is metric subregular around the optimal
solution x?. Finally, since the additive error vanishes around
x?, then we can apply Theorem 4 (and, specifically, the
particular cases outlined in Corollary 1) and prove that linear
convergence can be achieved locally in mean square.

IV. TUTORIAL EXAMPLES:
LINEAR AND LOGISTIC REGRESSION

This section discusses some tutorial examples of distributed
learning problems for which DOT-ADMM is characterized by
a metric subregular operator, and, as a consequence, Theo-
rems 1 and 2 apply. For simplicity, the discussion is limited
to the case of static local costs even though all the results apply
straightforwardly to the online scenario with time-varying
local costs. We consider empirical risk minimization (ERM)
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problems, in which the local cost of each agent i ∈ V is
defined over the data set {ai,h, bi,h}mih=1, mi ∈ N:

fi(x) =

mi∑
h=1

g(x, ai,h, bi,h) (12)

where g ∈ Γp0 is a suitable loss function. The goal of an ERM
problem is that of computing online a solution x?k ∈ Rp to eq.
(2) with local costs in eq. (12) where x?k represents the vector
of trained parameters of a model. Such a goal can be reached
by employing DOT-ADMM, whose updates are ruled by the
operator T in (11), recalled next

T(z)=[(1−α)I−αP ]z+2αρPAprox
1/ρη
f (D−1A>z) (13)

where prox
1/ρη
f : Rnp → Rnp applies block-wise the proximal

of the local costs fi. The specific structure of the operator T
allows for regularized versions of the local costs fi(x)+ ε

2 ||x||
2

which only results in a scaling of the proximal, i.e. (cfr. [20,
section 2.2]),

proxρ
fi+

ε
2 ||·||2

(x) = prox
1/(ε+1/ρ)
fi

(x/(1 + ρε)) .

To apply Theorems 1 and 2 one needs to prove that T is
metric subregular given a specific loss function g ∈ Γp0. To this
end, we will make use of the following novel result, which
provides an operative way to verify metric subregularity of
an operator. We anticipate here that, differently from linear
regression problems, the proximal of robust linear regression
and logistic regression costs do not admit a closed-form
solution. Nevertheless, resorting to the following Proposition 1
it is possible to show metric subregularity indirectly.

Proposition 1. An operator T : Rn → Rn is metric subreg-
ular if there is a matrix A ∈ Rn×n and two offsets bL, bU ∈ Rn
such that T is lower and upper bounded (component-wise) by
the affine operators L(z) := Az + bL and U(z) := Az + bU,
respectively, yielding

L(z) ≤ T(z) ≤ U(z), ∀z ∈ Rn. (14)

Proof: See Appendix C.

A. Linear regression
In linear regression problems, the data sets are such that

ai,h ∈ Rp and bi,h ∈ R and the loss function g is given by

g(x, ai,h, bi,h) =
1

2
(a>i,hx− bi,h)2. (15)

The following result holds for this class of problems.

Proposition 2. Consider the operator T in (13) character-
izing DOT-ADMM applied to a linear regression problem 2,
that is, with local costs (12) and loss (15). Then, T is metric
subregular.

Proof: Denoting Ai = [ai,1, · · · , ai,mi ]> ∈ Rmi×p and
bi = [bi,1, · · · , bi,mi ]> ∈ Rmi the local costs become fi(x) =
1
2 ||Aixi − bi||

2. In this particular case, the proximals of the
local costs have the following closed-form expression:

prox
1/ρηi
fi

(w)=(A>i Ai+ρηiI)−1
(
ρηiw+A>i bi

)
. (16)

By noticing that the proximals are affine functions of their
argument w, it follows that also the operator T in (13) is affine.
Consequently, T is metric subregular by Proposition 1.

B. Robust linear regression

Linear regression may be sensitive to outliers when using
a quadratic loss. To remedy this, it is possible to formulate a
robust linear regression problem by using the Huber loss in
the local costs (12):

g(x,ai,h,bi,h)=

{
1
2 (a
>
i,hx−bi,h)

2 if |a>i,hx−bi,h|≤θ
θ(|a>i,hx−bi,h|−

θ
2 ) otherwise

(17)

with θ > 0. The following result holds for this class of
problems.

Proposition 3. Let T be the operator characterizing DOT-
ADMM applied to a robust linear regression problem, that
is, with local costs (12) and loss (17). Then, T is metric
subregular.

Proof: The proximal of the local cost fi is

prox
1/ρηi
fi

(w)=argmin
x

{ mi∑
h=1

g(x,ai,h,bi,h)+
1

2ρηi
||x−w||2

}
︸ ︷︷ ︸

h(x)

.

Thus, the proximal is the (unique) stationary point of h(x),
which is the solution of

∂

∂x
h(x) =

mi∑
h=1

∂

∂x
g(x, ai,h, bi,h) +

1

ρηi
(x− w) = 0,

Since by the definition of the Huber loss (17) it holds∣∣∣∣ ∂∂xg(x, ai,h, bi,h)

∣∣∣∣ ≤ θ|ai,h|, ∀x ∈ Rp,

it follows that

w − ρηiθ|ai,h| ≤ prox
1/ρηi
fi

(w) ≤ w + ρηiθ|ai,h|.

i.e., the proximal is upper/lower bounded by the identity oper-
ator with offsets ±ρηiθ|ai,h|. Consequently, also the operator
T is bounded by two offsetted operators and we can apply
Proposition 1 to prove that is metric subregular.

C. Logistic regression

We turn now to classification problems using logistic re-
gression. The data sets in this case are such that ai,h ∈ Rp
and bi,h ∈ {−1, 1}, with the loss

g(x, ai,h, bi,h) = log
(
1 + exp

(
−bi,ha>i,hx

))
. (18)

The following result holds for this class of problems.

Proposition 4. Let T be the operator characterizing DOT-
ADMM applied to a logistic regression problem, that is, with
local costs (12) and loss (18). Then, T is metric subregular.

Proof:
By definition of the logistic loss (18), it holds∣∣∣∣ ∂∂xg(x, ai,h, bi,h)

∣∣∣∣ = |bi,hai,h|.

The proof follows by similar arguments as those in Proposi-
tion 3.
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V. NUMERICAL RESULTS

In this section, we carry out numerical simulations cor-
roborating the theoretical results of the previous sections;
all simulations have been implemented in Python using the
tvopt package [44], and run on a laptop with 12th generation
Intel i7 CPU and 16 GB of RAM.

The considered set-up is a network of N = 10 nodes,
exchanging information through a random graph topology of
20 edges, that want to solve an online logistic regression
problem characterized by (2) and the local costs

fi,k(x) =

mi∑
h=1

log (1 + exp (−bi,h,kai,h,kx)) +
ε

2
||x||2

where x ∈ Rp, p = 16, is the vector of weights and intercept
to be learned, and {(ai,h,k, bi,h,k}mih=1} with ai,h,k ∈ R1×p,
bi,h,k ∈ {−1, 1} are the mi = 20 feature vectors and class
pairs available to the node at time k ∈ N. Notice that we add
a regularization term (ε = 5) to ensure strong convexity.

In the following sections, we discuss the performance of
DOT-ADMM in the different scenarios presented in Section I-
A. The algorithm will then be compared to the gradient
tracking methods [25] (designed to be robust to asynchrony),
and [45] (designed to be robust to quantization).

A. Local updates for logistic regression

While running DOT-ADMM, each active node needs to
compute the local update (3). However, when applied to
logistic regression in eq. (18) the proximal of fi,k does not
have a closed form – differently from the linear regression
problem (15) – and therefore, the proximal needs to be
computed approximately. In our set-up, a node computes an
approximation of (3) via the accelerated gradient descent,
terminating when the distance between consecutive iterates is
smaller than a threshold θ > 0. The error introduced by such
an inexact local update is smaller the smaller θ is. However,
smaller values of the threshold make the computational time
required for a local update longer, presenting a trade-off.

To exemplify this trade-off, we apply DOT-ADMM to a
static version of (18). In Table I we report the computational
time required to compute the local updates for different
choices of θ, as well as the corresponding asymptotic error
(that is, the distance ||x(k)− x?|| from the unique solution
at the end of the simulation). The computational time is
computed by averaging over 250 iterations of the algorithm.

TABLE I
COMPUTATIONAL TIME OF LOCAL UPDATES AND ASYMPTOTIC ERROR

FOR A STATIC LOGISTIC REGRESSION PROBLEM.

Threshold Comp. time [s] Asymptotic err.
θ = 10−14 3.47× 10−3 4.14× 10−14

θ = 10−12 2.84× 10−3 3.65× 10−12

θ = 10−10 2.42× 10−3 4.88× 10−10

θ = 10−8 1.95× 10−3 5.30× 10−8

θ = 10−6 1.39× 10−3 1.01× 10−5

θ = 10−4 8.88× 10−4 5.73× 10−4

θ = 10−2 4.12× 10−4 9.71× 10−2

Hereafter, unless otherwise stated we use DOT-ADMM
with θ = 10−8, for a local update time of ∼ 2.42× 10−3s.
For comparison, we note that a local update of DGT (with
hand-tuned parameters to improve performance) requires ∼
1.90 × 10−3s, and in the simulations we allow DGT to run
two iterations per each iteration of DOT-ADMM, to account
for the longer time required in the latter local updates.

B. Quantized communications
As in the section above, we consider a static logistic

regression problem, and assume that the agents can exchange
quantized communications. In particular, an agent i can only
send the quantized version q(x) of a message x ∈ Rp, as
defined component-wise by

[q(x)]j =


q if [x]j < q

δb[x]j/δc if q ≤ [x]j ≤ q
q if [x]j > q

, j ∈ {1, . . . , p}

with q = −q = 10, and δ > 0 the quantization level. Table II
reports the asymptotic error of DOT-ADMM for different
quantization levels δ.

C. Asynchrony
In Section V-A we discussed how the local updates (3) for a

logistic regression problem need to be computed recursively as
the proximal does not have a closed form solution. We then
discussed how the threshold specifying the accuracy of the
local update impacts the convergence of the algorithm. Here
we consider how recursive local updates can lead to asyn-
chronous operations of the agents, due to their heterogeneous
computational capabilities.

We consider the following scenario: at iteration k each agent
completes the local update (3) – using θ = 10−8 – with some
probability, p or p, p < p. The agents characterized by the
smaller probability p are the “slow” nodes, which, having
fewer computational resources, take on average a longer time
to reach the threshold θ. Notice that all the nodes use the same
threshold, and their more or less frequent updates mimic the
effect of different resources.

In Figure 1 we report the mean tracking error (as averaged
over 100 Monte Carlo iterations) for the asynchronous case
with different numbers of slow nodes Ns. We also com-
pare the result with the error in the synchronous case, in
which all nodes complete an update at each iteration k. As
discussed in Section III-B.1, asynchronous agent operations,

TABLE II
ASYMPTOTIC ERROR FOR DIFFERENT QUANTIZATION LEVELS.

Quantization Asymptotic error
No quantization 5.30× 10−8

δ = 10−10 5.30× 10−8

δ = 10−8 7.36× 10−8

δ = 10−6 4.74× 10−6

δ = 10−4 5.64× 10−4

δ = 10−2 5.32× 10−2

δ = 10−1 4.91× 10−1
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Fig. 1. Error trajectories of DOT-ADMM with synchronous and asyn-
chronous updates for different numbers of slow nodes.
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Fig. 2. Comparison on static problems of DOT-ADMM with ra-GD,
LEAD, DGD in different scenarios combining quantization/asynchrony.

which translate into random coordinate updates, lead to worse
convergence rates. Indeed, the more frequent the updates are,
the faster the convergence rate (until achieving that of the
synchronous version), and the introduction of slower nodes
implies less frequent coordinate updates overall.

D. Online optimization

In this section, we evaluate the performance of DOT-
ADMM when applied to two instances of the online logistic
regression problem, in which the local cost functions are piece-
wise constant. Specifically, the costs change 10 and 100 times,
respectively, and are generated so that the maximum distance
between consecutive optima is ∼ 2.5 (cf. Assumption 2). In
Figure 3 we report the tracking error of DOT-ADMM when
applied to the two problems. Notice that when the problem
changes less frequently, DOT-ADMM has time to converge to
smaller errors, up to the bound imposed by the inexact local
updates (computed with θ = 10−4). Notice that in the transient
the convergence is linear, as predicted by the theory. On the
other hand, more frequent changes in the problem yield larger
tracking errors overall.
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Fig. 3. Tracking error of DOT-ADMM applied to two online problems
with different piece-wise constant cost functions.
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Fig. 4. Comparison on online problems of DOT-ADMM with ra-GD,
LEAD, DGD in different scenarios combining quantization/asynchrony.

E. Comparison with state-of-the-art algorithms

We conclude by comparing DOT-ADMM with three
gradient-based methods, for both static and online problems:
• ra-GD [25]4: gradient tracking algorithm which makes

use of the robust ratio consensus to ensure convergence
in the presence of asynchrony,

• LEAD [45]: gradient tracking algorithm which is designed
to be robust to a certain class of unbiased quantizers,

• DGD [46]: which does not converge exactly, but has been
shown to be robust to additive errors [47] and online
scenarios [48], see also [22].

Due to the fact that DOT-ADMM requires a longer time to
update the local states (cf. Section V-A), ra-GD, LEAD, and
DGD were run for a larger number of iterations to match the
computational time of DOT-ADMM. All the step-sizes of these
gradient methods were hand-tuned for optimal performance.

In Figure 2 we compare the four algorithms on a static
logistic regression problem, and for different scenarios com-

4The paper [25] proposes a distributed Newton method, but ra-GD can
be derived by replacing the Hessians with identity matrices (cf. [25, Re-
mark IV.1]).
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bining quantization and asynchrony. In particular, we either
use or not the quantizer [45, eq. (14)], and the agents either
activate synchronously or asynchronusly, using the same set-
up as Section V-C. In accordance with the theory, ra-GD is
robust to asynchrony, although the convergence is somewhat
slow due to a necessarily conservative step-size choice. On
the other hand, when quantization is employed the algorithm
seems to converge only to a neighborhood of the optimal
solution, which is larger than the neighborhood reached by
DOT-ADMM (despite the fact that DOT-ADMM also uses
inexact updates). As predicted, LEAD shows convergence in
the presence of quantization; however, the algorithm is not
robust to asynchrony and seems to diverge when the agents are
not synchronized. Finally, DGD is robust to both quantization
and asynchrony, but its inherent inexactness leads to poor
performance.

In Figure 4 we further compare these algorithms for the
online logistic regression problem of Section V-D. As we can
see the performance of the different algorithms while the costs
are not varying largely follows that depicted in Figure 2, with
an increase in the error any time the problem changes.

From both Figure 2 and Figure 4 we see that only DOT-
ADMM shows robustness to all the three challenges of asyn-
chrony, quantization, and time-varying costs.

VI. CONCLUSIONS

This paper proposes DOT-ADMM to solve online learning
problems in a multi-agent setting under challenging network
constraints, such as asynchronous and inexact agent computa-
tions, and unreliable communications. The convergence and
robustness of DOT-ADMM have been proven by deriving
novel theoretical results in stochastic operator theory for the
class of metric-subregular operators, which turns out to be an
important class of operators that shows linear convergence to
the set of optimal solutions. The broad applicability of this
class of operators is supported by the fact that the operator
ruling DOT-ADMM applied to the standard linear and logistic
regression problems is indeed metric subregular. Future works
will focus on studying the optimal design of DOT-ADMM and
on the characterization of the linear rate of convergence for
specific distributed problems, e.g. online learning and dynamic
tracking.
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APPENDIX B: PROOF OF THEOREM 3

[Punctual upper bound] - We make use of the so-called
diagonally-weighted norm in the sense of [49], where the
vector of positive weights is the vector of probabilities p =
[p1, . . . , pm]>, which is defined next

|||z|||2 =

m∑
`=1

1

p`
z2
` , (19)

following the usual notation in our community [40]. Clearly,
such a norm satisfies the following, where recall that p =
max` p`, p = min` p`

p|||z|||2 ≤ ||z||2 ≤ p|||z|||2. (20)

Similarly to the Euclidean distance dTk(z) from the
set of fixed points of T, we define the distance
d′Tk(z) = infy∈fix(Tk) |||z − y|||, such that

1

p
d2
Tk(z)

(i)

≤ d′2Tk(z)
(i)

≤ 1

p
d2
Tk(z)

(ii)

≤ γ2

p
||(Id− Tk)z||2, (21)

where (i) follow by the definition of projection and eq. (20),
whereas (ii) by γ-metric subregularity of Tk.

We also conveniently rewrite the operator T̃ek in eq. (10) by

z`(k) = T̃e`,k(z(k − 1)) = T̃`,k(z(k − 1)) + β`,ke`,k,

where

T̃`,k(z(k−1)) = z`(k−1)+β`,k(T`,k(z(k−1))−z`(k−1)).

Letting ek ∈ Rm be the vector stacking all the errors and
z?k ∈ fix(Tk), then by eq. (21) and the triangle inequality we
can write

d′Tk(z(k))=
∣∣∣∣∣∣∣∣∣T̃ek(z(k−1))−z?k

∣∣∣∣∣∣∣∣∣≤∣∣∣∣∣∣∣∣∣T̃k(z(k−1))−z?k
∣∣∣∣∣∣∣∣∣+|||ek|||

and thus

E [d′T(z(k))] ≤ E
[∣∣∣∣∣∣∣∣∣T̃k(z(k − 1))− z?k

∣∣∣∣∣∣∣∣∣]+ E [|||ek|||] .

We are interested in finding an upper-bound to the first term
on the right-hand side of the above inequality, whose explicit

form is given by
∣∣∣∣∣∣∣∣∣T̃k(z(k − 1))− z?k

∣∣∣∣∣∣∣∣∣2 =

=

m∑
`=1

1

p`

[
(1−β`,k)z`(k−1)+β`,kT`,k(z(k−1))−z?`,k)

]2
=

m∑
`=1

[1−β`,k
p`

(z`(k−1)−z?` )2+
β`
pij

(T`,k(z(k−1))−z?`,k)2
]

where, since β`,k ∈ {0, 1}, we have used the following:
β2
`,k = β`,k; (1− β`,k)2 = (1− β`,k); (1− β`,k)β`,k = 0. An

upper-bound to the conditional expectation w.r.t. the realiza-
tions of all r.v.s at time k − 1 is given by

Ek−1

[∣∣∣∣∣∣∣∣∣T̃k(z(k−1))−z?k
∣∣∣∣∣∣∣∣∣2]=

=

m∑
`=1

[
1−p`
p`

(z`(k−1)−z?`,k)2+(T`,k(z(k−1))−z?`,k)2

]
=|||z(k−1)−z?k|||

2−||z(k−1)−z?k||
2
+||Tk(z(k−1))−z?k||

2
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(i)

≤|||z(k−1)−z?k|||
2− 1−α

α
||(Id−Tk)z(k−1)||2

(ii)

≤ d′2Tk(z(k−1))− 1−α
α
||(Id−Tk)z(k−1)||2

(iii)

≤ d′2Tk(z(k−1))− 1−α
αγ2

pd′2Tk(z(k−1))

=

(
1−

(1−α)p

αγ2

)
d′2Tk(z(k−1)):=µ2d′2Tk(z(k−1))

where (i) holds by α-averagedness, (ii) follows by selecting
z?k = arginfy∈fix(Tk) |||z(k − 1)− y|||, and (iii) is a conse-
quence of metric subregularity highlighted in eq. (21), and
where µ ∈ (0, 1) provided that γ is sufficiently large, which we
can always assume by overestimating the metric subregularity
constant of Tk, in particular by replacing γ2 with λ =
max{γ2, (1 − α)p/α} as in eq. (9). Now, exploiting the (i)
concavity of the square root, the (ii) Jensen’s inequality and
the (iii) law of total expectation, we have

E
[
|||·|||
]

(i)
=E

[√
|||·|||2

]
(ii)

≤
√
E
[
|||·|||2

]
(iii)
=

√
E
[
Ek−1

[
|||·|||2

]]
which implies

E
[∣∣∣∣∣∣∣∣∣T̃k(z(k − 1))− z?

∣∣∣∣∣∣∣∣∣] ≤ µE [dT(z(k − 1))] .

Let us now combine the definition of d′Tk , assumption i),
and the triangle inequality to derive the following bound

d′Tk(z(k − 1)) =
∣∣∣∣∣∣∣∣∣z(k − 1)− projfix(Tk)(z(k − 1))

∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣z(k − 1)− projfix(Tk−1)(z(k − 1))

∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣projfix(Tk)(z(k − 1))− projfix(Tk−1)(z(k − 1))

∣∣∣∣∣∣∣∣∣
≤ d′Tk−1

(z(k − 1)) +
1
√
p
ς.

Therefore we now write

E
[
d′Tk(z(k))

]
≤µE

[
d′Tk(z(k−1))

]
+E[|||ek|||]

≤µE
[
d′Tk−1

(z(k−1))
]
+

1
√
p

(µς+E[||ek||]).

Iterating we get

E
[
d′Tk(z(k))

]
≤µkE

[
d′T0

(z(0))
]
+

1
√
p

k∑
h=1

µk−h(µς+E[||eh||])

and using (20) again yields the thesis. Also, when the problem
is static (ς = 0) there is not any source of error (ek = 0 for all
k), the linear convergence holds also in mean square, indeed,

E
[
d′2Tk(z(k))

]
≤µ2kE

[
d′2T0

(z(0))
]
. (22)

[Asymptotic upper bound] - We use the same proof
technique as in [41, Corollary 5.3]. Let us define

y(k) = max

{
0, dTk(z(k))−

√
p

p

k∑
h=1

µk−h(||eh||+ µς)

}
for which, by the previous result on the expected distance and
Markov’s inequality, we have that for any ε > 0

P[y(k) ≥ ε] ≤ E [y(k)]

ε
≤ 1

ε

√
p

p
µkd(z(0)),

and, summing over k and using the geometric series,
∞∑
k=0

P[y(k) ≥ ε] ≤ 1

ε

√
p

p

d(z(0))

1− µ
<∞.

But by Borel-Cantelli lemma this means that
lim supk→∞ y(k) ≤ ε almost surely; and since the inequality
holds for any ε > 0, the thesis follows.

APPENDIX B: PROOF OF THEOREM 4
The first claim is a straightforward consequence of Theo-

rem 3 and Lemma 3.1(a) in [50]. For the second claim, notice
that the map T is metric subregular at fixed points; indeed,
if z? ∈ fix(T) then dT(z?) = 0 and ||(Id− T)z?|| = 0. This
means that fix(T) ⊂ X and, in turn, that X is a neighborhood
of fix(T) with

∃r > 0 : X ⊃ {z ∈ Rm | dT(z) ≤ r}.

But by the first claim, we know that z(k) converges almost
surely to fix(T) and, therefore, there exists a finite time k? ∈ N
after which the z(k) evolves inside the neighborhood X in
which locally metric subregularity holds. We can now apply
Theorem 3 to prove linear convergence in mean for k ≥ k?,
completing the proof.

APPENDIX C: PROOF OF PROPOSITION 1
Given an operator F : Rn → Rn, for any x ∈ Rn we denote

x̂F ∈ fix(T) one of the closest fixed points of F to x, namely

x̂F ∈ arginf
y∈fix(T)

||x− y|| ⇒ dT(x) =
∣∣∣∣x− x̂F∣∣∣∣.

For each component i ∈= 1, . . . , n, Li and Ui are affine
functions with the same slope but different intercept, yielding

x̂Li ≤ x̂Ti ≤ x̂Ui ⇒ x̂Li − xi ≤ x̂Ti − xi ≤ x̂Ui − xi,

and therefore
∣∣xi − x̂Ti ∣∣ ≤ max{

∣∣xi − x̂Ui ∣∣, ∣∣xi − x̂Li ∣∣}. Thus,
the following chain of inequalities holds

dT(x)2 =
∣∣∣∣x− x̂T∣∣∣∣ ≤∑n

i=1 max{
∣∣xi − x̂Ui ∣∣2, ∣∣xi − x̂Li ∣∣2}

(b)

≤
∑n
i=1 max{

∣∣∣∣x− x̂U∣∣∣∣2∞, ∣∣∣∣x− x̂L∣∣∣∣2∞}
(c)

≤ nmax{
∣∣∣∣x− x̂U∣∣∣∣2, ∣∣∣∣x− x̂L∣∣∣∣2}

where (b) holds since the infinity norm is the maximum
distance among each component, (c) holds since ||x||∞ ≤ ||x||.
We now exploit metric subregularity of U and L due to
Proposition 1 to prove metric subregularity of T as follows

dT(x) ≤
√
nmax{

∣∣∣∣x− x̂U∣∣∣∣, ∣∣∣∣x− x̂L∣∣∣∣}
≤
√
nmax{γL||(Id− L)x||, γU||(Id− U)x||}

≤
√
nmax{γL, γU}max{||(Id− L)x||, ||(Id− U)x||}

≤ γT||(Id− T)x||,

where the last inequality always holds for a sufficiently large
value of γT. This completes the proof.
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