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Abstract
In this paper, we propose TAWE (title assignment with word embedding), a new method to
automatically assign titles to topics inferred from sets of documents. This method combines
the results obtained from the topic modeling performed with, e.g., latent Dirichlet allocation
(LDA) or other suitable methods and the word embedding representation of words in a vector
space. This representation preserves themeaning of the words while allowing to find themost
suitable word that represents the topic. The procedure is twofold: first, a cleaned text is used to
build the LDAmodel to infer a desirable number of latent topics; second, a reasonable number
of words and their weights are extracted from each topic and represented in n-dimensional
space using word embedding. Based on the selected weighted words, a centroid is computed,
and the closest word is chosen as the title of the topic. To test the method, we used a collection
of tweets about climate change downloaded from some of the main newspapers accounts on
Twitter. Results showed that TAWE is a suitable method for automatically assigning a topic
title.

Keywords Automatic title assignment · Word embedding · Topic modeling · LDA ·
Centroid · Climate change · Twitter

1 Introduction

The amount of textual data produced every day by social media and other sources is enor-
mous. Social media have become a trusted and popular information source for individuals
all around the world. Many conventional newspapers post their main news on Twitter, one of
the most used microblogging platforms, on a regular basis. Nowadays, people frequently use
social media for either personal or professional activities, but the sheer number of sources
of information might make it difficult to define the main topics that are covered. Therefore,
there is a demand for effective techniques and tools that automatically summarize and eval-
uate information in online social networks. The study of natural language processing (NLP)
enables machines to comprehend, evaluate, and analyze the meaning of human speech by
fusing computational linguistics and artificial intelligence (Nadkarni et al., 2011).

Hereafter, we concentrate on probabilistic topic modeling (Blei, 2012), which can be
described as a technique to identify word clusters (topics) in a collection of texts. Topic
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models have been used for social media content analysis in a variety of tasks since the rise
of social media in recent years, such as event monitoring (Vavliakis et al., 2013; Lau et al.,
2012; Jeong et al., 2019), or content recommendations (Chen et al., 2010). Once the topics
are extracted, it is necessary to assign a title to the set of words that compose the topic. In
many cases, researchers manually choose the title to assign to the topic. In other cases, the
assignment is automatic (Lau et al., 2011; Kozono & Saga, 2020; Truică & Apostol, 2021)
and is based on word embedding (Bhatia et al., 2016). Word embedding represents words
as vectors in an n-dimensional space and allows to perform several mathematical operations
that are impossible to perform on text.

We propose a newmethodology to automatically assign titles to topics using word embed-
ding and apply it to text corpora concerning climate change. The main characteristic of our
method called title assignment with word embedding (TAWE) is the definition of a centroid
for each topic based on a list of words extracted from the topic andweighted according to their
relevance. This method allows to find the most suitable representative among all the words
that are included in a topic. Furthermore, it allows us to measure distance, hence similarity,
of topics in order to directly compare both the topics and their sources (e.g., newspapers)
numerically and/or visually. For example, using principal component analysis (PCA), infor-
mation about topics and newspapers can be represented in R2 or R3 providing a useful tool
for the interpretability of results. We apply TAWE to assign a title to topics obtained from
tweets concerning climate change.

Climate change can be considered one of the greatest challenges of our time since the
long-term consequences of an uncontrolled rise in temperatures across the planet would be
dreadful. Some of the effects that we are already experiencing are glaciers melting, warming
of seas and oceans, rising sea levels, and sudden and violent changes in weather or rainfall
patterns. These events have important repercussions on our health, economy, and society in
general. These effects are anticipated to worsen over the next years if substantial measures
to reduce or stop human-induced greenhouse gas emissions are not taken soon. Nonetheless,
even if the situation is very serious, people still struggle to see climate change as a prob-
lem (Van Lange & Huckelba, 2021). Among other things, the level of information plays a
fundamental role in raising people’s level of awareness about a topic such as healthy food
(Wakefield et al., 2003) and smoking (Dumanovsky et al., 2010). Media are an important
source of information, have a great influence on public opinion, and can help to spread
knowledge about climate change. Moreover, the media may convey the initiatives that com-
munities, governments, and people can take, as well as the repercussions of climate change.
Although it is possible that worldwide climate strike movements, for example, contributed to
an increase in media coverage of climate change in recent years, there may also have been a
decline in coverage because other important issues emerged, such as the coronavirus disease
2019 (COVID-19) pandemic.

In the above-described framework, the main contributions of this paper are summarized
as follows:

1) To introduce TAWE as a new method to automatically assign titles to topics extracted
from a set of documents. This method combines the results obtained from the topic modeling
and the word embedding representation of words in a vector space.

2) To introduce the topic modeling analysis of tweets on climate change, we assess trends
in media coverage of climate change using tweets posted in English by main international
newspapers from 2012 to 2021. We retrieved all tweets posted by three main newspapers
based in the United Kingdom (UK) and three based in the United States (US). We show
that, for the majority of newspapers, the number of tweets on climate change increased from
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2014 to 2019, saw a sharp decrease in 2020, in correspondence with the emergence of the
COVID-19 pandemic, and a subsequent rise in 2021.

3) To identify the main topics discussed in these tweets using topic modeling. To this aim,
we applied latent Dirichlet allocation (LDA) and structural topic models (STM), which are
widely used methods that allow inferring the structure of the hidden variables, i.e., the topics,
given the documents. We show specific topics for each newspaper as well as common topics
covered by different sources, such as politics, extreme weather, scientific reports, and gas
emissions.

4) To present an in-depth analysis of common topics between newspapers.
The rest of the paper is organized as follows. Section2 describes previous studies per-

forming analyses on tweets related to climate change. Section3 presents TAWE. In Sect. 4,
we present the application of TAWE to the climate change data set and discuss results, while
in Sect. 5 we present future steps and conclusions.

2 Background

A number of studies have used topic modeling on tweets related to climate change, using
either tweets posted by different users or by specific accounts.

Dahal et al. (2019) analyzed tweets posted by different users and collected them using
global warming-related keywords. LDA was utilized to identify the most popular topics and
tweets posted by users living in different countries (Great Britain, Canada, Australia, and the
US) and were compared to show that in the US there is less discussion on topics related to
policies and useful actions to counteract climate change compared with other countries.

Sanford et al. (2021) examined more than 6000 English-language tweets to highlight the
presence of topics. Using a Python library for topic modeling named CorEx (Correlation
Explanation, Gallagher et al. 2017), they found that, after the publication of the IPCC report,
one of themost discussed topicswas food-related, i.e., meat consumption and dietary choices.

Calleo and Pilla (2022) collected a data set of more than 120,000 tweets spanning from
2007 to 2021. They used geographical information to select tweets posted only by Italian
users and applied LDA to create 10 topics. Combining topics with geolocation data, they
were able to assess the spatial distribution of topics over regions, stating that Topic 1 (climate
change effects) was mainly discussed in the Italian regions of Lazio and Lombardy.

Effrosynidis et al. (2022) created a data set of tweets related to climate change merging
three publicly available data sets (Credibility of Climate ChangeDenial in SocialMediaData,
ClimateChangeTweets IDsData, andTwitterArchiveData)withmore than 15million tweets
spanning over 13 years (2006–2019). The data set was anonymized, and for more than a third
of tweets, it was possible to add geolocation data. The authors conducted topic modeling on
this data set showing that gas emissions, extreme weather, politics, and human intervention
were among the main topics.

Ohtani (2022) focused on the importance of the aspect of biodiversity and used tweets
to identify the most important words associated with this term over the last decade. The
author also performed sentiment analysis using the NRC R package (Mohammad & Turney,
2013) to extract the main emotion expressed in a topic, discovering that the number of tweets
followed an upward trend after 2018 and that their content can be classified as optimistic
rather than pessimistic.

Other studies have investigated the role of bots (automated users) in spreading misin-
formation and denying the effects of climate change or have focused on tweets posted by
specific accounts. Marlow et al. (2021) examined nearly seven million tweets posted in the
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time period following the US withdrawal from the Paris Agreement in June 2017, reporting
that bot activity was higher in topics related to denial of climate change and its impor-
tance. Felaco et al. (2020) proposed a semi-automatic labeling of topics extracted from the
FridaysForFuture official Twitter account. They resolved to use LDA in combination with
social network analysis to define the content of each topic and their relationships. In partic-
ular, they showed that topics can be classified into three categories: climate change activists,
strikes, and future dimensions. DePaula (2020) examined tweets posted by five US federal
government agencies highlighting which were the 15 most important topics for each agency.
The author also proposed a score for each topic ranging from 1 to 3, where 1 denotes a
coherent topic judged by a human being, and 3 is a difficult-to-interpret topic. The study
concluded that, despite the hostile political administration, agencies keep communicating
about climate change, but some were influenced by the political administration in restricting
climate change information.

To our knowledge, no study has applied topic modeling to tweets originating from a more
reliable source of information compared with generic user accounts to evaluate how the
interest of media towards climate change has evolved through the years. For such a reason,
we focus our attention on tweets posted by traditional newspapers, which generally have
a good reputation among people and whose sources of information are considered more
reliable.

2.1 Topic Modeling

Topic modeling is a type of statistical model aimed at discovering the presence of “topics” in
a (usually large) collection of documents (see Landauer and Dumais, 1997; Hofmann, 1999;
Griffiths and Steyvers, 2002; Blei et al., 2003). The definition of a document is somehow
broad, especially in NLP, where each written text (or a part of it) can be considered as a
document. Moreover, the type and length of a document can vary significantly from one
source to another, and therefore it is possible to use the word document for texts of a very
different nature and size. When we think about the sheer number of comments, reviews,
posts, tweets, etc., that are written every day by millions of users of many online platforms
(social media, video, and photo sharing platforms), it is easy to understand that analyzing
this type of data would be impossible without a technique that automates part of the work.
Topic modeling helps to discover the latent semantic structures of a collection of documents
(usually also referred to as corpora) and to have, at the end of the evaluation, a more precise
idea of which topics are covered by the considered texts. In the last few years, topic modeling
has become more and more important, and many scholars have developed new techniques to
tackle the problem of identifying topics within a collection of texts (see, for example, Liu et
al., 2016; Jelodar et al., 2019). Topic modeling can be applied in several fields, such as social
networkopinion analysis, health, education,marketing, and soon. Someof themost important
techniques developed in the early days are the latent semantic analysis (LSA; Deerwester et
al., 1990), the probabilistic LSA (PLSA), mainly based on word co-occurrence (Hofmann,
2001), and LDA, which is still one of the most well-known and used techniques today (Blei et
al., 2003). In LDA the word latent refers to the topics, which are considered hidden variables,
while the observed variables are the documents and the words composing those documents.
Moreover, the Dirichlet allocation specifies which probability distribution we should use
when we take into account the probabilistic part of the model, i.e., the Dirichlet distribution.
Nonetheless, other techniques not strictly related to topic modeling can be used, such as
non-negative matrix factorization (NNMF) (Lee & Seung, 2000). In nearly two decades,
many new techniques have been developed starting from the LDA, such as the pachinko
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allocation model (PAM), which allows taking into account the correlation between topics
(Li & McCallum, 2006). Another useful and promising approach is called stochastic block
model (SBM). Basically, this method aims at generating nodes connected by edges where
more densely connected parts can be identified as communities. It is an innovativemethod that
uses network-based techniques to improve the quality of fit and the interpretability of topic
modeling. This method is based on the generation of graphs (where words represent nodes
and their relationship is expressed by edges) and can therefore be applied to topic creation.
It was originally created by Holland et al. (1983) and recently adapted to be used for topic
modeling (Gerlach et al., 2018). Moreover, since the model formulation is nonparametric,
the model can be used without having to specify the number of topics a priori and, unlike
LDA, which is based on a nonhierarchical clustering of the words alone, the model is based
on a hierarchical clustering of both words and documents. For a more comprehensive review
of literature on SBM for topic modeling, see, e.g., Lee and Wilkinson (2019).

There are several ways to classify topic modeling approaches, such as supervised, semi-
supervised and unsupervised (depending on the type of data being used). Another important
distinction can be found between probabilistic (e.g., LDA) and non-probabilistic methods
(LSA, NNMF). In probabilistic topic modeling, a document is considered amixture of topics,
with an underlying generative process based on probability distributions. To create a new
document, first, we need to pick a probability distribution over topics, which is the same
for all documents in the collection, and then choose a word from the topic selected in the
previous step. Every new document will pass through the same phases to create different
documents according to the probability distribution of topics and words. The fact that the
inferred hidden structure mirrors the theme organization of the collection is what makes
topic models so useful. Each document in the corpus can be labeled and these labels can be
used to perform explorative data analysis, information retrieval, and classification. Due to its
widespread use and extensive testing in the last two decades, we decided to exploit LDA for
our analysis.

2.2 Word Embedding

Word embedding is an approach aimed at converting words into numerical vectors (Bengio
et al., 2000). In essence, it involves mathematically embedding a multidimensional space
into a space with a significantly reduced number of dimensions. Basically, we are able to
map each word in a vocabulary to a point in a vector space, using the numerical word
representation. This is because the underlying hypothesis is that words that appear in the
same context will have a similar meaning or will be somehow related. When we represent
these words in a vector space, we expect to see that these related words will appear closer
than unrelated words. In the last decade, the method has been increasingly adopted in several
studies, after improvements in the vector representation and model’s training speed, as well
as hardware advancements that allowed for the profitable exploration of a larger parameter
space. Word2vec, a word embedding toolkit developed in 2013 by Mikolov et al. (2013),
allows users to train vector space models more quickly compared with earlier methods. The
word2vec method has been widely applied and played a key role in generating interest in
word embedding, from specific fields to broader experimentation, ultimately opening the
door for its practical implementation. One disadvantage of word embedding is the collection
of words with different meanings into a single representation. In other words, polysemy is
not adequately managed. In the last few years, researchers have developed embeddings that
take advantage of a word’s context to discern between its alternative meanings in order to
solve this issue (Devlin et al., 2018). Other problems are the possible presence of bias due
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to the text used to train these models (e.g., gender bias) and the fact that the models operate
as a black box, i.e., it is not possible to understand what happened during the evaluation.

3 Title Assignment withWord Embedding

In this section, we describe the proposed title assignment with word embedding (TAWE)
methodology to automatically assign titles to topics. We show how to extract K topics using
LDA and how to transform words into vectors using word embedding. We decided to use
word embedding due to its ability to preserve the semantic and syntactic relationships between
words as well as the possibility to train it on large external corpora. In addition, while we
could consider the creation of a simpler document-term matrix, this requires the availability
of the original data set of documents. The choice to useword embedding in the TAWEmethod
allows to apply it also in case only a list of words assigned to each topic, but not the original
data set of documents, is available. By selecting the most representative words for each topic,
we are able to summarize and compare the data collected and the information produced by
LDA or any other topic modeling technique. Preliminarily, the original data set is subjected
to a data-cleaning process composed of different preprocessing steps. Those steps include
the conversion of each word to lowercase letters, removal of punctuation, numbers, URLs,
symbols, and stop words, and removal of those words that are present in the large majority
of the texts (e.g., keywords used to select a set of documents).

3.1 Topics Extraction with LDA

Let D = {d1, d2, . . . , dD} be the collection of documents used for the analysis. Each di

is considered as a set of words of different length, that is di = {w1, w2, . . . , wN } with
i = {1, . . . , D}.

Themain goal whenwe use LDA, and in general topic modeling, is to infer the structure of
the hidden variables given the documents. Statistically speaking, the problem is to compute
the posterior distribution of the hidden variables given the documents

p(ϕ1:K , θ1:D, z1:D, w1:D) =
K∏

k=1

p(ϕk)

D∏

d=1

p(θd)

(
N∏

n=1

p(zd,n |θd)p(wd,n |ϕ1:K , zd,n)

)

where K represents the number of topics, D is the number of documents, and N is the
number of words. Moreover, ϕk is the per-corpus topic distribution, θd is the per-document
topic proportions, zd,n is the per-word topic assignment and wd,n is the observed word (Blei,
2012).

When LDA is applied, two matrices are produced: the word-topic matrix TW
(K ,N ), and

the document-topic matrix TD
(K ,D). The distribution for the two matrices is the Dirichlet

distribution, but with two different hyperparameters (α and β). In addition to α and β, the
number of topics K is another user-defined parameter of the model. More formally, LDA
assumes the following generative process

Step 1
θd ∼ Dir(α), with d ∈ {1, . . . , D}

Step 2
ϕk ∼ Dir(β), with k ∈ {1, . . . , K }
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Step 3
For each new word wd,n to be generated:
(a) Choose a topic zd,n ∼ Multinomial(θd)

(b) Choose a word wd,n ∼ Multinomial(ϕzd,n ).

The hyperparameter α affects the number of topics in a document since if we choose a
low α, the document will only consist of a few topics (and vice versa). The same argument
applies to β to identify the most probable terms for a topic (Jacobi et al., 2016).

The outputs of LDA, i.e., the sets of words characterizing each topic and the proportion
of times each word appears in the topic, are the input of the TAWE algorithm. The latter is
composed of two steps: (1) Topic labels’ assignment (Sect. 3.2, Algorithm 1), and (2) Topics’
labels refinement (Sect. 3.3, Algorithm 2).

3.2 Topics Labels’Assignment

After applying LDA, words assigned to each topic have to be converted into vectors. LDA
also provides probabilities for each word to be extracted from a topic. These probabilities
reflect the importance of each word in that topic and are here used as weights. We hereby
consider word embedding as an alternative method to find vectors and introduce a new
method to assign a title to a topic using word embedding representation. Since each word can
be expressed in vector representation, operations such as addition, subtraction, and others
can be performed between words. These properties allow us to compute the centroid for a
group of words. The procedure is straightforward. First, we define W as the set of unique
words of all the M words in the K topics, where M < N (N is the total number of words in
all D documents).

W =
K⋃

k=1

M⋃

m=1

{wk,m} (1)

The procedure can be carried out for any arbitrary M ∈ [1; N ], but for M = 1, even though
the procedure would still be feasible, it would present obvious results. Next, we focus on a
word embedding distributed representation of word meanings

Edemb×dcorpus ∈ R
demb (2)

s.t. |W | − |E ∩ W | � 0, where demb is the number of dimensions of the vectors chosen for
the word embedding, while dcorpus represents the number of words in the training corpus set
of the distributed representation.

Both demb and M impact on the results of the procedure. First, increasing demb improves the
word embedding representation, but at the cost of increasing the computational complexity
in terms of memory requirements for processing (Sindhu & Seshadri, 2021). In view of that,
following Yamada et al. (2020), a pre-trained embedding with demb = 100 has been carried
out. Second, the number ofwords M in the K topics impacts on the computational complexity
of the method as well. Thus, the heterogeneity of words within each topic is another issue
to be considered. In Sect. 3.3, it is shown how to choose a reasonable number of words M in
each topic that preserves the information content of the topic itself but allows the procedure
to assign labels to topics that are as different as possible from each other.

For a topic ti , where i ∈ {1, ..., K }, we consider the matrix Eti ⊂ E composed by the set
of the ωti ∈ ti words represented in demb dimensions. Each of these M words is associated
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with a corresponding probability to occur in a topic, obtained in the topicmodeling procedure,
and used in this step as a vector of unnormalized weights π ti = {p1, . . . , pm, . . . , pM } ∈ ti
and pm ∈ [0; 1] in the word embedding procedure. Hence, while considering the set ωti ∈ ti
as a cluster of embedding vectors, we first need to find a vector of demb dimensions that is
as much as possible representative of the cluster (Xu & Tian, 2015). Jin and Han (2010)
have proved that using the median allows to compute centroids that are more robust to noise
and outliers. The first considers the “most central” element within a cluster as the center of
gravity, in this way reducing the possible effect of outliers. In our framework, the centroid is
computed as the median among the weighted embedded word vectors:

cti = median(Eti · π ti ) (3)

Next, the label lti for a specific topic ti is found by searching for the word wti included in
Eti for which the cosine similarity SCti

is maximized, namely

lti = argmax
wti

SCti
(cti , wti ) = argmax

wti

(
cti · wti

||cti || ||wti ||
)

(4)

with wti ∈ Eti . The cosine similarity SCti
measures how similar the vector wti and the

centroid cti are. It equals one if the two vectors are exactly the same, while it approaches
one as long as their similarity increases.1 Although, in principle, SCti

might be negative
(−1 ≤ SCti

≤ 1), in textual analysis the range of possible values of the cosine similarity is
usually in the interval [0; 1].

The assignments in Eqs. 3 and 4 can be carried out for each topic ti stemming out from
the LDA model and can be formalized into an algorithm. Starting from the output of LDA
(Sect. 3.1), recalling that ωti is the list of words for each topic ti and π ti is a vector of weights
associated with each word, we define ω∗

ti and π∗
ti as a subset of size M of the most frequent

words and weights produced by the topic modeling analysis. Next, we considered 	ω∗
ti as the

vector representation of the set of words ω∗
ti and for each of the K topics ti we computed the

centroid cti and then we looked for the vector 	wti ∈ 	ω∗
ti which is closest to the centroid cti .

By repeating this procedure for each topic ti , we get (K centroids and) K labels included
in the vector l = {lt1 , . . . , ltK }. Notationally, the main steps of the TAWE algorithm are
summarized in Algorithm 1.

Algorithm 1 TAWE titles assignments.
Input: [ωt1 , ωt2 , · · · , ωtK ], [π t1 , π t2 , · · · , π tK ] Output of LDA
1: for i = 1 to K do
2: ω∗

ti
= [w1, w2, · · · , wM ]

3: π∗
ti
= [p1, p2, · · · , pM ]

4: for m = 1 to M do
5: f : (wm ) → 	wm , 	wm ∈ R

demb (2)
6: end for
7: 	ω∗

ti
= [ 	w1, 	w2, · · · , 	wM ]

8: cti = median( 	ω∗
ti

· π∗
ti
) (3)

9: lti = argmax 	wm SCti
(cti , 	ω∗

ti
) (4)

10: end for
11: l = [lt1 , lt2 , · · · , ltK ]
Output: l

1 Conversely, the cosine similarity between two orthogonal vectors is zero.
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Furthermore, considering that likewise a word, a label is composed of a numeric vector
that can be represented in a multidimensional space, each topic can be visualized in a post
hoc analysis for improving results interpretation.

3.3 Topics’ Labels Refinement

Algorithm 1 returns a set of labels for each topic from 1 to K using a specific value of m. Let
L M K be the matrix containing the titles for all the K topics using all values of m in the range
from 1 toM so that, e.g., l·1, is the column vector of labels for Topic 1 using m = {1, . . . , M}.

L M K =

⎡

⎢⎢⎢⎣

l11 l12 ... l1K

l21 l22 ... l2K
...

...
. . .

...

lM1 lM2 ... lM K

⎤

⎥⎥⎥⎦

After obtaining several possible titles (i.e., labels) for each topic, TAWE’s title assignment
can be done according to two alternative criteria.

The default criterion is based on the idea that the label characterizing a specific topic is
the one that appears more frequently among the set of possible labels characterizing the topic
itself. In view of that, it evaluates all the possible titles assigned to a topic (l1K , l2K , ..., lM K ,
with a number of words m varying from 1 to M) and selects the title as the word that appears
more frequently in all K titles using the “majority vote” criterion. For a set of labels/titles
l·,k characterizing a topic, the refined set l ref is obtained as follows:

l ref =
K⋃

k=1

{ψ(l·k)}

whereψ(·) is themode function. Ifmultiplemodes are foundwithin a specific topic, following
a parsimonious approach the refined label is that corresponding to the vector l·,k having the
minimum length, i.e., minimum m.

The second criterion considers the differences among the labels assigned to the different
topics. The goal is obtaining topics that are as much as possible different in content one from
another. Let lm be the set of assigned labels to the K topics for a specific number of words
m ∈ {1, 2, . . . , M}, which is contained in E, and therefore can be represented by numerical
vectors. The matrix Elm ⊂ E is composed by the set of all the labels lm represented in demb

dimensions. The square matrix S of dimensions |lm| × |lm|, and the vector S′
m of elements

of the lower triangular part of S s.t.

S =

⎛

⎜⎜⎜⎜⎝

lm,1, lm,2, . . . lm,K

lm,1 1 cos(lm,1, lm,2) . . . cos(lm,1, lm,K )

lm,2 cos(lm,2, lm,1) 1 . . . cos(lm,2, lm,K )

. . . . . . . . . 1 . . .

lm,K cos(lm,K , lm,1) cos(lm,K , lm,2) . . . 1

⎞

⎟⎟⎟⎟⎠

with lm,1, . . . , lm,K ∈ Elm and S′
m = Si j ∀i ≥ j . Recalling that TAWE (Alg. 1) uses a

subset ω∗
ti of size m of the most frequent words produced by the topic modeling analysis, we

consider a function φ(S′
m) that returns a measure of variability (for example, the standard

deviation) of all the elements of S′
m . While running the algorithm with any subset of size m,

it is possible to produce different S′
m and, hence, select m, and the corresponding vector of

labels l ref, that allows from maximum variability among the contents of the topics. In this
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case, the refined set of labels concerning topics characterized by the m most important words
is defined as follows:

l ref = argmaxm φ(S′
m)

As a result, l ref is the best labeling set for those topics.

Algorithm 2 explains in detail the necessary steps to carry out the refinement phase. In
both cases (“majority” or “variability” criterion), the M × K matrix of possible topics’ titles
reduces to a vector of length K of refined titles.

Algorithm 2 TAWE’s label refinement.
Input: LMK & criterion = (“majority” OR “variability”)

1: if criterion = “majority”
2: lref = ⋃K

k=1 {ψ(l·k )}
3: else
4: for m = 1 to M do
5: Compute S′

m = Si j ∀i ≥ j

6: lref = argmaxm φ(S′
m )

Output: lref

4 Application to the Climate Change Data Set

In this section, we present the results of the analysis performed using TAWE on a climate
change data set. Before starting with TAWE, we present a descriptive analysis to show the
composition of the topics and, in particular, the possible overlap and distance between them
as well as the most important words for each topic.

4.1 Data Processing

Before starting with the topic extraction, data has to be downloaded, filtered, and cleaned.
Hereafter, we present these three preliminary steps along with some additional exploratory
analyses.

Data was collected by downloading all the 3,275,499 tweets posted from January 2012
to December 2021 on the official Twitter account of three widely known newspapers from
the UK (The Guardian, The Independent, and The Mirror) and three from the US (The New
York Times, The Washington Post and The Wall Street Journal). In order to select tweets
related to climate change and environmental awareness, only tweets reporting at least one of
the following keywords related to climate change: climate change, sustainability, earth day,
plastic free, global warming, pollution, environmentally friendly, or renewable energy, were
retained, leading to a total of 11,155 tweets.

In the first part of the preliminary analysis, we compared the evolution of the number of
climate change tweets, as well as the number of total tweets posted by the six newspapers in
the period of collection (from 2012 to 2021). In Fig. 1, the plot shows the number of tweets
on climate change posted each year from January 1, 2012, to December 31, 2021, by the
six newspapers (solid lines) and the overall number of tweets posted during the same period
(dashed lines).
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Fig. 1 Overall number of tweets (dashed lines, left Y axis) and tweets on climate change (solid lines, right Y
axis) posted by the six newspapers from 2012 to 2021

Most of the newspapers increased the number of tweets on climate change from 2014 to
2019, but in 2020, after the COVID-19 outbreak, this number dropped significantly because
all attention was focused on the aftermath of the pandemic. In 2021, we can observe a start
of recovery towards the pre-pandemic values, which will be reached again within a few
years. It is also important to point out that, unlike other newspapers, The Guardian showed
a downward trend (started in 2016) that was probably accelerated by the pandemic but saw
the number of tweets on climate change dropping even further in 2021. Figure2 shows the
percentage of change for both the overall number of tweets and climate change tweets posted
by each newspaper from 2012 to 2021. In this way it is possible to carry out an evaluation
both for a single newspaper, noting, e.g., that the New York Times has increased the number
of tweets related to climate change more than the overall number of tweets, or to carry out
an evaluation from a different point of view to reveal that, e.g., in 2020 all newspapers have
reduced the interest in climate change (probably due to the COVID-19 outbreak).

To gain insight into the relationship between the number of tweets posted in general by a
newspaper and the number of tweets related to climate change, we analyzed the association
between these values for each newspaper using Spearman’s correlation analysis. The number
of tweets on climate change was positively and significantly correlated with the overall
number of tweets for four of the six newspapers (The Guardian, Spearman’s rho = 0.95, p
< 0.001; The Mirror, Spearman’s rho = 0.95, p < 0.001; The Independent, Spearman’s rho
= 0.76, p = 0.016; The Washington Post, Spearman’s rho = 0.70, p = 0.031) but not for The
New York Times (Spearman’s rho = 0.18, p = 0.63) or The Wall Street Journal (Spearman’s
rho = 0.49, p = 0.15) (Zammarchi et al., 2022).

A further analysis was aimed at identifying changepoints (unexpected changes in a time
series) in the number of tweets posted by each newspaper. For this analysis, we used the
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Fig. 2 Comparison of the percentage change in the number of tweets posted by the six newspapers from 2012
to 2021

changepoint package (Killick & Eckley, 2014) in R (R Core Team, 2020). We resolved to
use this analysis because, in many cases, it is reasonable to think that one or more exogenous
events occur, and so it will be possible to observe b breakpoints, each one corresponding to a
shift in the mean value. The changepoint R package allows to use of different penalty criteria,
such as the Bayesian information criterion (BIC) or the Akaike information criterion (AIC).
We estimated the breakpoints on data aggregated by trimester, using the binary segmentation
(BinSeg) method (Scott & Knott, 1974) implemented in the package. As shown in Fig. 3, we
identified several structural breaks and different patterns for each newspaper.

Although there is a wide discrepancy in the number and position of the changepoints, it
can be seen that at the end of 2018/beginning of 2019, the newspapers have some points in
common. In particular, the three UK newspapers have the first quarter of 2019 as a common
changepoint (Fig. 3, letters A, B, C), while the three US newspapers have the third quarter of
2018 as a common changepoint (Fig. 3, letters D, E, F). This changepoint corresponded to an
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Fig. 3 Structural changes in the time series of tweets related to climate change.A The Guardian,B TheMirror,
C The Independent, D The New York Times, E The Washington Post, F The Wall Street Journal. The red line
represents the years between two breakpoints

increased number of climate change-related tweets for all newspapers except The Guardian.
This finding can probably be explained by the media coverage of the strikes launched by the
Fridays for Future movement, starting from the end of 2018. In 2020, during the Covid-19
outbreak, all newspapers observed one or more changepoints corresponding to a drastically
reduced number of climate change tweets. Finally, in the first trimester of 2021, four out of six
newspapers (Fig. 3, letters B, D, E, F) observed a changepoint corresponding to a substantial
increase of climate tweets. Conversely, The Independent only observed a slight increase in
tweets compared to the previous year, and The Guardian observed a steady trend.

4.2 Topics Extraction

In this section, we exploited the topic modeling approach to identify and analyze the main
topics discussed by newspapers in their tweets. For each newspaper, we carried out some
text preprocessing operations such as removal of URLs, numbers, stopwords, and keywords
used to collect tweets. We build an LDAmodel for each newspaper on the cleaned text using
the Gensim python library (Řehůřek & Sojka, 2011). In order to determine the appropriate
number of topics, we tested a range of 2–20 topics and found the optimal number based
on perplexity and coherence scores (Table 10). The perplexity is a metric that allows to
evaluate the goodness-of-fit of an LDAmodel, with a lower perplexity score indicating better
generalization performance (Blei et al., 2003). The coherence score reflects the semantic
relatedness between words in a topic, with higher values indicating that a topic is internally
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Table 1 Newspapers and topic coherence

Newspaper Mean coherence (standard deviation)

The Guardian 0.61 (0.04)

The Daily Mirror 0.45 (0.08)

The Independent 0.58 (0.04)

The New York Times 0.44 (0.05)

The Washington Post 0.53 (0.05)

The Wall Street Journal 0.46 (0.02)

consistent (Mimno et al., 2011). For each newspaper, an optimal number of topics was
chosen based on the evaluation of these two metrics by the authors using a criterion similar
to the elbow method for clustering (Thorndike, 1953). We compared the plotted values for
perplexity and coherence in order to find the number of topics that can be considered suitable
for both methods. Finally, pyLDAvis (Sievert & Shirley, 2014; Mabey, 2021) was used to
obtain a graphical representation of the topics in a bidimensional space. The mean topic
coherence for topics identified for each newspaper is shown in Table 1.

Figures 4 and 5 show a bidimensional representation of the LDAmodels for UK- and US-
based newspapers, respectively. Each newspaper has an optimized number of topics. In these
plots, the topics are represented using circles, and the size of these circles is proportional
to their prevalence in the corpus, while the distance is computed using the Jensen-Shannon
divergence.

Tables 2, 3, and 4 show the top 10 words for topics identified in UK newspapers, while
Tables 5, 6, and 7 for topics identified in US newspapers. As shown in Table 2, some of the
topics identified in tweets from The Guardian are related to politics (Topic 2), energy (Topic
3), research studies (Topic 4), or consequences of climate change (Topic 5).

Table 3 shows topics identified in tweets from The Daily Mirror. In this case, we found
most topics to be focused on threats related to the consequences of climate change (Topics
1, 4, 6, 8, 11, and 12). Other topics were related to activism (Topic 5) or politics (Topic 7).
Table 4 shows topics identified in the last UK-based newspaper, The Independent. Topics
identified in this newspaper show similarities with those identified in tweets posted by the

Fig. 4 Topic visualization in two dimensions for the UK newspapers (A The Guardian; B The Daily Mirror;
C The Independent)
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Fig. 5 Topic visualization in two dimensions for the US newspapers (A The New York Times; B The Wash-
ington Post; C The Wall Street Journal)

other two journals, such as politics (Topic 10), activism (Topic 2), energy (Topic 6), research
studies (Topic 11), and consequences of climate change (Topics 1 and 8).

As regards US-based newspapers, Table 5 shows the top 10 words for topics identified in
tweets posted by The New York Times. In this case, the majority of topics were related to
politics (Topics 3, 5, and 7), consequences of climate change (Topics 1, 4, and 10), or both
(Topics 2 and 8).

As shown in Table 6, topics identified in tweets posted by The Washington Post were
related to politics (Topics 1 and 2) or the interaction between politics and either scientists
(Topic 3). For this newspaper, we also identified topics related to actions to partake (Topics
5 and 6).

Finally, topics identified in tweets posted by The Wall Street Journal were mostly related
to politics (Topics 1 and 4) or energy sources and emissions (Topics 2, 3, 5 and 6).

Overall, politics was one of the few themes covered by all newspapers and the one to
which the majority of topics was related to. A lower number of topics was related to the
effects of climate change as well as actions that government and people should partake to
address this problem.

Table 2 Top ten words for topics identified in The Guardian tweets

Topic Top ten words

Topic 1 view (0.018), editorial (0.014), crisis (0.013), people (0.010), delhi (0.009)

video (0.009), paris (0.009), fight (0.008), don (0.008), key (0.008)

Topic 2 trump (0.036), london (0.026), court (0.013), plan (0.011), year (0.010)

government (0.009), health (0.008), save (0.008), strikes (0.008), action (0.008)

Topic 3 energy (0.045), renewable (0.040), share (0.010), threat (0.010), years (0.009)

australia (0.009), report (0.009), scientists (0.008), experiences (0.008), cars (0.007)

Topic 4 study (0.043), finds (0.028), linked (0.016), report (0.016), risk (0.014)

school (0.014), work (0.009), fire (0.009), impact (0.009), tackling (0.009)

Topic 5 fight (0.017), warns (0.012), study (0.010), leaders (0.009), politicians (0.009)

worse (0.009), worst (0.009), war (0.008), schools (0.008), dangerous (0.008)
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Table 3 Top ten words for topics identified in The Daily Mirror tweets

Topic Top ten words

Topic 1 experts (0.029), warn (0.027), years (0.026), david (0.020), sir (0.018)

attenborough (0.018), floods (0.016), die (0.014), cop (0.014), levels (0.014)

Topic 2 johnson (0.023), years (0.022), act (0.018), polar (0.018), bears (0.018)

cop (0.016), people (0.016), jailed (0.016), plastic (0.013), warns (0.013)

Topic 3 find (0.032), impact (0.031), live (0.028), century (0.028), terrible (0.014)

killed (0.014), thousands (0.014), australia (0.014), camels (0.014), feral (0.014)

Topic 4 facing (0.022), cop (0.020), major (0.020), landmarks (0.020), temperatures (0.020)

rise (0.018), countries (0.018), storms (0.018), wars (0.018), swell (0.018)

Topic 5 forever (0.018), years (0.018), protesters (0.015), chaos (0.015), die (0.015)

risk (0.012), motorway (0.012), driver (0.012), busy (0.012), furious (0.012)

Topic 6 fight (0.023), sea (0.023), save (0.020), coastal (0.016), levels (0.016)

arrested (0.016), threat (0.014), towns (0.014), vows (0.014), protesters (0.014)

Topic 7 day (0.019), extinction (0.019), heatwave (0.014), wont (0.014), images (0.011)

celebs (0.011), rebellion (0.011), banner (0.011), put (0.011), cenotaph (0.011)

Topic 8 donald (0.020), fears (0.020), heat (0.014), trumps (0.014), strategy (0.014)

turned (0.014), wildfires (0.014), face (0.014), trump (0.014), banned (0.014)

Topic 9 humans (0.024), polar (0.019), bear (0.019), weather (0.018), ways (0.018)

shrinking (0.018), affects (0.018), wild (0.018), reindeer (0.012), adapt (0.012)

Topic 10 act (0.028), crisis (0.027), coronavirus (0.023), proves (0.021), year (0.021)

due (0.019), bad (0.018), weather (0.016), death (0.016), extinction (0.013)

Topic 11 prince (0.037), due (0.022), charles (0.022), trump (0.021), school (0.019)

greta (0.015), thunberg (0.015), fears (0.013), sea (0.013), warned (0.013)

Topic 12 brits (0.036), hotspots (0.027), favourite (0.022), due (0.022), ruined (0.018)

holiday (0.018), birds (0.016), plastic (0.016), british (0.016), island (0.016)

4.3 Topics Auto-labeling

By applying Algorithm 1 (Sect. 3.2) to each newspaper, it was possible to automatically
assign a label to each of the extracted topics. As described in Sect. 3.3, we obtained the title
for each topic following the majority vote approach. After generating a set of titles for values
of m = 10 up to M = 100 by steps of 10, we selected the most frequently assigned title for
each topic. Alternatively, it is possible to calculate variance and median of all sets of labels
produced while varying the size of the set of most frequent words m used to estimate the
label of a single topic. Additionally, in Table 11 in the Appendix, we report an example of
one newspaper while varying m. By plotting each title in bidimensional space (after applying
to the word vectors some dimensionality reduction techniques such as PCA), we were also
able to get a general overview of the results. Figure6 shows whether or not some titles are
shared by two or more newspapers (and which these newspapers are, e.g., three out of five
titles of The Guardian are in common with The Independent) or, conversely, when titles are
only attributed to one newspaper (when points are not overlapped with any other). Figure7,
on the other hand, shows the potential of TAWE, which allows to repeat the procedure in a
hierarchical manner to obtain titles according to the required level of detail. For example, if
we wish to obtain a single title for each newspaper, it is possible to join the titles provided for
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Table 4 Top ten words for topics identified in The Independent tweets

Topic Top ten words

Topic 1 scientists (0.046), made (0.034), europe (0.032), threat (0.027), earth (0.024)

major (0.020), fossil (0.020), future (0.020), devastating (0.019), reveal (0.018)

Topic 2 report (0.046), extinction (0.031), action (0.031), government (0.026), free (0.022)

years (0.019), day (0.017), set (0.017), companies (0.016), experts (0.016)

Topic 3 children (0.048), friendly (0.028), speech (0.027), environmentally (0.027), city (0.027)

brexit (0.025), record (0.024), obama (0.023), forests (0.021), ocean (0.021)

Topic 4 opinion (0.087), plans (0.031), deniers (0.031), green (0.021), billion (0.020)

launches (0.019), debate (0.017), epa (0.016), warns (0.015), bill (0.015)

Topic 5 fight (0.055), boris (0.044), johnson (0.042), china (0.039), time (0.032)

weather (0.025), trees (0.022), research (0.022), plan (0.022), linked (0.022)

Topic 6 energy (0.078), renewable (0.069), due (0.023), warn (0.023), risk (0.020)

sea (0.017), coal (0.017), power (0.017), britain (0.015), germany (0.015)

Topic 7 watch (0.039), live (0.031), house (0.027), levels (0.025), reveals (0.024)

worlds (0.024), country (0.022), cities (0.022), emissions (0.022), white (0.021)

Topic 8 attenborough (0.026), scientists (0.025), activist (0.024), david (0.024), prince (0.023)

drop (0.021), warning (0.021), save (0.018), york (0.017), isn (0.015)

Topic 9 plastic (0.062), people (0.057), paris (0.025), make (0.024), water (0.018)

leaders (0.018), agreement (0.016), young (0.016), theresa (0.015), british (0.015)

Topic 10 trump (0.191), donald (0.064), carbon (0.024), trumps (0.024), fight (0.022)

administration (0.020), environment (0.018), eu (0.017), top (0.015), fighting (0.015)

Topic 11 study (0.095), finds (0.047), crisis (0.039), suggests (0.031), year (0.023)

life (0.023), summit (0.021), cop (0.018), effects (0.017), denier (0.017)

the various topics into a single, general title. In this way, thanks to the graphic representation
as well, it would be possible to evaluate the difference between the macro-themes covered by
the various newspapers according to the “distance” obtained in the two-dimensional space.

4.4 Comparisons

To evaluate how well TAWE assigns titles to topics, we need a gold standard that allows us
to understand if our method is performing better or worse than other existing methods.

Inspired by the approach of Lau et al. (2011), we chose to use the Amazon Turk platform
to recruit human evaluators who expressed their preference for some proposed titles assigned
to topics. A topic for each newspaper was randomly selected. Therefore, users expressed their
opinion on a selection of six topics, and the experiment was set up in such a way that, for each
topic, the list of the first M = 100 words was provided together with three potential titles: (1)
TAWE’s title: the title attributed by TAWE; (2) HiProb’s title: the title attributed based on the
word most associated with the topic in question; (3) Chat GPT’s title: the title attributed by
Chat GPT providing the list of M = 100 words and with the following instruction: “Suggest
a title (a single word) for each one of these lists”. Each title was evaluated by 50 raters with
a score ranging from 1 (minimum) to 5 (maximum). The options were presented randomly
to avoid order bias. In Table 8, we report the average rating given by Amazon Turk users.
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Table 5 Top ten words for topics identified in The New York Times tweets

Topic Top ten words

Topic 1 study (0.017), water (0.014), found (0.011), levels (0.011), catastrophic (0.009)

glaciers (0.009), home (0.009), worse (0.009), coal (0.009), experts (0.008)

Topic 2 president (0.024), americans (0.019), summit (0.018), leaders (0.017), flooding (0.015)

biden (0.013), natural (0.013), scientists (0.012), year (0.011), action (0.010)

Topic 3 trump (0.029), administration (0.019), president (0.013), life (0.010), political (0.009)

part (0.009), report (0.009), white (0.009), fires (0.009), back (0.008)

Topic 4 weather (0.019), temperatures (0.015), future (0.015), extreme (0.011), storms (0.010)

rising (0.010), thursday (0.009), areas (0.009), local (0.009), vulnerable (0.009)

Topic 5 people (0.013), action (0.010), government (0.010), effects (0.010), species (0.009)

fighting (0.009), report (0.009), long (0.009), policy (0.009), power (0.008)

Topic 6 gas (0.016), fossil (0.016), fuel (0.016), emissions (0.014), companies (0.011)

west (0.010), record (0.010), biggest (0.010), fire (0.009), exxon (0.008)

Topic 7 biden (0.048), president (0.032), countries (0.016), plan (0.011), news (0.011)

joe (0.011), major (0.010), breaking (0.010), people (0.009), democrats (0.009)

Topic 8 president (0.020), energy (0.014), trump (0.013), bill (0.011), city (0.011)

time (0.010), house (0.008), fight (0.008), renewable (0.008), bidens (0.007)

Topic 9 china (0.017), jobs (0.014), economic (0.011), work (0.011), residents (0.010)

issues (0.010), forced (0.009), huge (0.008), long (0.008), told (0.008)

Topic 10 year (0.014), effects (0.012), federal (0.011), opinion (0.010), times (0.010)

york (0.009), make (0.008), day (0.007), scientists (0.007), gas (0.007)

The title provided by TAWE received the best score in four cases out of six, and second-
best after Chat GPT in the remaining two cases. The title assigned by Chat GPT obtained the
best score in two cases out of six and the second-best score in the remaining four cases. Based
on the obtained performance of Chat GPT titles according to the evaluation of Amazon Turk
raters, we decided to use Chat GPT as the gold standard in the comparison between TAWE

Table 6 Top ten words for topics identified in The Washington Post tweets

Topic Top ten words

Topic 1 biden (0.037), analysis (0.022), trump (0.022), administration (0.019), energy (0.018)

president (0.015), fight (0.012), action (0.011), finds (0.011), study (0.010)

Topic 2 trump (0.015), summit (0.013), leaders (0.013), people (0.012), perspective (0.012)

opinion (0.012), activists (0.011), post (0.010), scientists (0.009), hurricanes (0.009)

Topic 3 house (0.027), white (0.023), epa (0.011), blame (0.010), people (0.009)

greenhouse (0.008), report (0.008), young (0.008), isn (0.008), agency (0.008)

Topic 4 post (0.016), nations (0.014), discuss (0.014), united (0.012), time (0.011)

analysis (0.011), summer (0.011), scientists (0.010), slow (0.009), stories (0.008)

Topic 5 carbon (0.020), heat (0.016), opinion (0.016), fight (0.015), weather (0.015)

make (0.012), human (0.012), cut (0.011), scientists (0.011), analysis (0.011)

Topic 6 opinion (0.015), oil (0.010), analysis (0.009), companies (0.009), francis (0.009)

reports (0.009), growing (0.009), energy (0.009), pope (0.009), threat (0.008)
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Table 7 Top ten words for topics identified in The Wall Street Journal tweets

Topic Top ten words

Topic 1 president (0.013), trump (0.011), energy (0.011), biden (0.010), writes (0.007)

presidential (0.006), renewable (0.006), make (0.006), joe (0.006), impact (0.005)

Topic 2 energy (0.014), renewable (0.009), financial (0.009), companies (0.008), president (0.007)

york (0.007), writes (0.006), deal (0.005), cost (0.005), electric (0.005)

Topic 3 country (0.011), health (0.011), beijing (0.009), coffee (0.009), energy (0.009)

chinese (0.008), renewable (0.007), businesses (0.007), fight (0.006), cost (0.006)

Topic 4 biden (0.010), china (0.009), president (0.009), address (0.008), companies (0.006)

impact (0.006), calling (0.006), joe (0.006), opinion (0.005), congress (0.005)

Topic 5 energy (0.016), power (0.013), renewable (0.012), gas (0.011), oil (0.010)

government (0.008), obama (0.007), coal (0.007), top (0.006), fight (0.006)

Topic 6 emissions (0.011), biden (0.010), china (0.010), energy (0.007), gas (0.007)

trump (0.007), president (0.007), companies (0.006), investors (0.006), epa (0.006)

and the HiProb’s title (the title assigned based on the probabilities obtained when creating
topics with LDA, or with other topic modeling techniques, and selecting only the first word)
assigned in the totality of topics of this application as well as in the second application
(described in the Supplementary material). To this aim, the cosine similarity between these
two titles and the title provided by Chat GPT was computed through the cosine function of
the lsa R package (Wild, 2007). A higher value of cosine similarity, which ranges from 0
(minimum) to 1 (maximum), was considered to indicate the best title. For each topic, besides
the Chat GPT title assigned as previously described, we also generated a second Chat GPT

Fig. 6 Representations with principal components of all topics labels for all newspapers
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Fig. 7 Representations with principal components of all centroid labels for all newspapers

title for which the query entered into the system (“Choose the most representative word for
each one of these lists”) required the choice to be limited to the 100 providedwords (restricted
version).

In Table 9, we report the comparisons between the titles assigned by the TAWE and the
HiProb methods with respect to the title provided by Chat GPT. As the table shows, in 40 out
of 50 cases (for the first set of comparisons) and in 26 out of 50 cases (for the second set of
comparisons), TAWE has a value greater than or equal to that of HiProb, and this means that
the title assigned by TAWE is more often closer to that assigned by Chat GPT than the title
assigned by HiProb. In a second application (reported in full in the Supplementary material)
based on the same data set but where topics were obtained using a different technique (STM)
the results were very similar to this first application, where TAWE performed better than the
HiProb method. We presented this second application with the aim of confirming that TAWE

Table 8 Rating of TAWE, HiProb, and Chat GPT using Amazon Turk’s crowdsourcing service

TAWE HiProb Chat GPT
Topic Newspaper Title Rating Title Rating Title Rating

1 GUA time 2.18 view 2.56 coverage 3.60

9 DM threatening 3.76 facing 2.32 solutions 2.44

18 IND dangers 3.58 scientists 2.96 public 2.60

38 NYT concerns 3.84 year 2.00 crisis 4.10

39 WP policy 3.60 biden 2.56 analysis 2.98

47 WSJ energy 3.12 country 3.10 china 2.84

Abbreviations: GUA, The Guardian; DM, Daily Mirror; IND, The Independent; NYT, The New York Times;
WP, The Washington Post; WSJ, The Wall Street Journal
The best results are reported in bold
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can be applied to topics created with any technique and that it can provide good titles in an
automated fashion.

5 Conclusions

We introduced a new method called TAWE to automatically assign titles to topics. Starting
from a topic modeling method (e.g., LDA), we extracted the most important words for each
topic and their weights. Next, we used word embedding to transform such weighted words
into vectors and to find the centroid for all vectors. Using cosine similarity, we looked for
the word closest to the centroid. This word is selected as the most representative word of the
set. TAWE allows to avoid the subjectivity of the manual attribution of titles to topics, which
is a job often carried out by researchers.

An application of the TAWE method to a data set of tweets about climate change, and
in which topics were obtained with LDA, was described in Sect. 4. However, the described
TAWE method can also be applied when the topics are obtained with a different topic mod-
eling method, as shown in a second application described in the Supplementary material. In
both applications the TAWE method achieved a good performance in the automatic assign-
ment of titles. In addition, through a bidimensional representation of topics, we showed how
TAWE can allow to assess similarities and differences between sources (e.g., newspapers) as
regards to topics covered in climate change tweets.

There are few limitations to this procedure. Firstly, the number of words fed to the TAWE
algorithm is a parameter that has to be decided by the researcher. We showed in Sect. 4.3
that the number of words used to assign titles affected the results since the more words we
use, the more noise we introduce into the procedure. Secondly, n-grams cannot be used in
the procedure without considering an ad hoc created word embedding that relays in a loss
of information in the definition of titles. Future research will be aimed at implementing the
ability to deal with n-grams.

Appendix

Table 10 Perplexity and coherence scores for each newspaper for 2 to 20 topics

GUA DM IND NYT WP WSJ
# P C P C P C P C P C P C

2 −13.33 0.54 −7.44 0.64 −14.01 0.52 −11.35 0.37 −11.43 0.43 −8.30 0.43

3 −13.28 0.56 −7.31 0.58 −13.96 0.50 −11.32 0.33 −11.41 0.46 −8.29 0.44

4 −13.27 0.56 −7.27 0.54 −13.91 0.54 −11.31 0.37 −11.40 0.43 −8.28 0.44

5 −13.27 0.60 −7.21 0.55 −13.88 0.56 −11.29 0.37 −11.39 0.49 −8.28 0.45

6 −13.27 0.58 −7.20 0.53 −13.86 0.55 −11.29 0.39 −11.38 0.54 −8.29 0.48

7 −13.25 0.60 −7.17 0.48 −13.85 0.56 −11.27 0.41 −11.40 0.51 −8.26 0.46

8 −13.24 0.59 −7.15 0.47 −13.82 0.57 −11.27 0.43 −11.41 0.53 −8.30 0.48

9 −13.26 0.61 −7.13 0.44 −13.83 0.58 −11.29 0.41 −11.40 0.53 −8.29 0.46

10 −13.26 0.62 −7.14 0.43 −13.80 0.57 −11.29 0.45 −11.42 0.55 −8.28 0.45

11 −13.26 0.63 −7.11 0.38 −13.80 0.60 −11.29 0.46 −11.43 0.54 −8.29 0.44
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Table 10 continued

GUA DM IND NYT WP WSJ
# P C P C P C P C P C P C

12 −13.27 0.64 −7.11 0.41 −13.81 0.60 −11.29 0.47 −11.42 0.54 −8.31 0.45

13 −13.28 0.62 −7.11 0.41 −13.81 0.61 −11.29 0.48 −11.46 0.57 −8.34 0.46

14 −13.28 0.61 −7.10 0.41 −13.80 0.61 −11.30 0.48 −11.45 0.56 −8.32 0.47

15 −13.29 0.65 −7.11 0.37 −13.81 0.61 −11.32 0.49 −11.47 0.55 −8.34 0.46

16 −13.30 0.63 −7.11 0.38 −13.81 0.61 −11.31 0.48 −11.46 0.58 −8.36 0.49

17 −13.31 0.64 −7.12 0.39 −13.85 0.64 −11.32 0.48 −11.48 0.57 −8.36 0.46

18 −13.32 0.65 −7.14 0.39 −13.83 0.62 −11.33 0.49 −11.50 0.59 −8.37 0.45

19 −13.35 0.66 −7.14 0.35 −13.85 0.63 −11.33 0.48 −11.50 0.56 −8.36 0.45

20 −13.34 0.66 −7.16 0.40 −13.84 0.63 −11.34 0.51 −11.52 0.59 −8.36 0.46

Abbreviations: Gua, The Guardian; DM, Daily Mirror; Ind, The Independent; NYT, The New York Times;
WP, The Washington Post; WSJ, The Wall Street Journal; #, number of topics; P, perplexity; C, coherence
score

Table 11 Labels for all 10 topics identified in The Guardian while varying m = 10, . . . , 100

m var median Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

10 0.0107 0.3147 View Trump Renewable Study Fight

20 0.0145 0.3045 Policy Trump Energy Study Car

30 0.0120 0.3126 Policy Trump Energy Study Black

40 0.0180 0.3212 Time Trump Energy Study Emissions

50 0.0066 0.3229 Time Trump Energy Study Make

60 0.0092 0.3666 Time Planet Energy Study Scientists

70 0.0033 0.3796 Time Ignore Energy Study Weather

80 0.0226 0.2937 Time Gas Energy Study Weve

90 0.0047 0.4008 Time Scientist Energy Study Project

100 0.0057 0.3826 Time Extinction Energy Study Coral
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