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A B S T R A C T

The harmful utilization of DeepFake technology poses a significant threat to public welfare, precipitating
a crisis in public opinion. Existing detection methodologies, predominantly relying on convolutional neural
networks and deep learning paradigms, focus on achieving high in-domain recognition accuracy amidst many
forgery techniques. However, overseeing the intricate interplay between textures and artifacts results in com-
promised performance across diverse forgery scenarios. This paper introduces a groundbreaking framework,
denoted as Texture and Artifact Detector (TAD), to mitigate the challenge posed by the limited generalization
ability stemming from the mutual neglect of textures and artifacts. Specifically, our approach delves into
the similarities among disparate forged datasets, discerning synthetic content based on the consistency of
textures and the presence of artifacts. Furthermore, we use a model ensemble learning strategy to judiciously
aggregate texture disparities and artifact patterns inherent in various forgery types, thereby enabling the
model’s generalization ability. Our comprehensive experimental analysis, encompassing extensive intra-dataset
and cross-dataset validations along with evaluations on both video sequences and individual frames, confirms
the effectiveness of TAD. The results from four benchmark datasets highlight the significant impact of the
synergistic consideration of texture and artifact information, leading to a marked improvement in detection
capabilities.
1. Introduction

DeepFake technology (Tolosana et al., 2020) refers to the creation
or synthesis of fake content based on deep learning methods, such
as images (Carlini and Farid, 2020), audio (Conti et al., 2022; Chen
et al., 2020), and video (Korshunov and Marcel, 2019; Yu et al.,
2021). The generation of synthetic or manipulated content containing
the faces of individuals is among the most notorious of these; the
principle behind it is replacing one face in a picture or video with
another, creating a convincingly realistic but fake representation. The
broader public became aware of this technology in 2017 when an
autoencoder–decoder was used to create pornographic content, reveal-
ing the technology’s potential for misuse (Zhang, 2022). Since then,
deepfakes have been used to create fraudulent identities, manipulate
political statements, and undermine trust in media and information
sources, leading to widespread ethical, legal, and social implications.
With the continuous development of generative adversarial networks,
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the deepfake technology based on the idea of adversarial games (Wang
et al., 2022) has also been improved, and human eyes now struggle
to recognize synthesized data. Moreover, the rapid advancement and
accessibility of deepfake-generating tools have democratized the ability
to create convincing fake content, exacerbating the detection challenge.
Traditional detection methods are becoming increasingly inadequate
as they fail to keep pace with the evolving sophistication of deepfake
techniques. In this context, the urgency of implementing robust coun-
termeasures is evident. Over the years, significant research has been
dedicated to developing reliable deepfake detection methods (Rana
et al., 2022). Despite these efforts, traditional algorithms often struggle
with generalization across the varied techniques used in digital content
manipulation. For instance, FaceSwap targets the entire face for al-
teration (Korshunova et al., 2017), whereas NeuralTexture specifically
modifies the mouth region (Thies et al., 2019), as depicted in Fig. 1. The
broad spectrum of manipulation methods within DeepFake technology,
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Fig. 1. Fake examples generated by different deepfake methods (FaceSwap and NeuralTextures, respectively) on the same source and target images. Regardless of the fake generation
technology, face swap for the FaceSwap deepfake (left) and reenactment for the NeuralTextures deepfake (right), unnatural texture inconsistencies or artifacts are present.
from whole-face changes to localized adjustments, underscores the
critical need for detection systems adept at discerning each approach’s
subtle differences. Furthermore, the challenge is compounded when ex-
cessive extraction of facial data overshadows the more subtle indicators
of forgery, complicating the task of differentiating between authentic
and manipulated content.

In our previous work (Gao et al., 2023), we noticed this problem
and adopted the inconsistency of internal and external faces to explore
the generalization of deepfake. We used the masks obtained by the face
detector to directly separate the internal and external faces. However,
this kind of mask does not provide variety and flexibility, ignoring the
interactive nature of two key elements: artifacts and textures. Artifacts
in this context refer to unintended distortions or anomalies introduced
during the deepfake creation process, such as unusual pixel patterns
or edge artifacts. Conversely, textures pertain to the natural patterns
and details found in genuine images, such as skin complexion and hair.
Hence, in this paper, we propose a novel Texture and Artifact Detector
(TAD) to distinguish real and fake images. The proposal of TAD is based
on three observations: (1) synthetic manipulations usually destroy the
texture consistency of original images; (2) synthetic manipulation adds
artifacts; (3) texture inconsistencies and artifacts often interact with
each other. Therefore, our TAD aims to separate and fully exploit
texture inconsistencies and artifact information. Specifically, the TAD
framework consists of two parts: a texture inconsistencies detection
network and an artifact detection network. Given that different ma-
nipulation types alter texture uniquely and produce varied artifacts, we
propose an ensemble learning strategy for TAD. By integrating multiple
learning models, the ensemble approach aims to boost the network’s
robustness, allowing it to handle a wider range of manipulations effec-
tively. Moreover, this approach ensures that TAD is not only precise
and versatile but also scalable, with the ability to adapt and expand
with new manipulations.

To sum up, our contributions can be summarized as follows:

• We propose a novel Texture and Artifact Detector (TAD) for deep-
fake detection, which aims to separate mutually exclusive tex-
ture inconsistencies and artifact information, thereby weakening
their mutual influence and improving the model’s generalization
ability.

• On the one hand, we capture texture differences with the aid
of a self-supervised learning strategy. Specifically, by utilizing
multiple deformable convolution stacks, we design trainable soft
masks to separate source and target images in the texture encoder
and further use the texture decoder to complete image restoration
as a constraint to enforce the extraction of texture feature vectors.
On the other hand, we utilize a shallow network to capture
artifact information and design an artifact detector.
2

• An ensemble strategy is adopted to integrate texture discrepancies
and artifact patterns of different forgery types, aiming to learn a
broader range of forgery traces.

• We provide a comprehensive experimental validation of our
model, including intra-dataset and cross-dataset tests and anal-
yses on video sequences and individual frames. This extensive
evaluation ensures a comprehensive assessment of the model’s
performance across varied testing conditions, highlighting its
suitability for practical deployment.

The rest of this article is organized as follows: Section 2 introduces
some related work on deepfake generation and deepfake detection,
with a focus on works based on artifacts and texture inconsistencies
detection. Section 3 presents texture and artifact models and their
fusion via ensemble learning. Section 4 introduces the dataset and
the SOTA methods used in this paper. Section 5 conducts large-scale
comparison, validation, and analysis experiments. Finally, in Section 6,
we obtain the corresponding conclusions and provide an outlook on
future work.

2. Related work

The fundamentals of deepfake generation techniques are critical to
understand the generalization issues and our proposed solution. In this
section, we delve into the methodologies surrounding deepfake creation
and its detection, focusing on techniques based on texture and artifact
identification.

2.1. Deepfake generation

Two models predominantly used for deepfake synthesis are the Vari-
ational Auto-Encoders (VAEs) and the Generative Adversarial Networks
(GANs). As depicted in Fig. 2, the traditional deepfake generation using
VAE involves two encoder–decoder pairs. The encoders map both the
source and target images into a feature space, while the decoders
reconstruct these features back into images. By such training, the
decoder associated with the source image becomes adept at retaining
unique individual details and can manipulate other image features to
make them closely resemble the original source image. This process
allows for a high degree of control over the generated output, making
VAEs particularly useful for tasks that require maintaining specific
characteristics of the input images. Moreover, it is well-known that
VAEs are able to perform very well on small-scale datasets (Bond-Taylor
et al., 2022), but when it comes to bigger datasets, samples could
become blurry and unrealistic. This is due to the fact that the obtained
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Fig. 2. The classic pipeline of deepfake generation. The left side of the figure shows the source image and target image through the deepfake generation process to synthesize
fake data. The right side of the figure illustrates the specific process of deepfake generation, which includes two encoder–decoders.
model could be too simple and map different data points to the same
encodings.

On the other side, Generative Adversarial Networks (Goodfellow
et al., 2014) have been proposed in 2014. They model an adversar-
ial game composed of generative and discriminative modules. The
generative model can synthesize images with random noise, and the
discriminative model is used to determine whether the synthetic image
can be distinguished from the natural image. The idea of competition
makes GANs able to generate very realistic images. The competitive
nature of GANs drives them to produce highly detailed and convincing
images, making them superior for applications that demand high real-
ism. However, GANs can be challenging to train due to their adversarial
nature. For example, if one of the models gets stuck in one local
minimum, just a limited portion of the distribution is correctly learnt.

So far, most deepfake synthesis techniques, both face swap and
reenactment, have been developed based on VAEs and GANs. The
development of GAN technology has made manipulated images more
and more realistic, almost indistinguishable from authentic images,
in human eyesight. Over recent years, numerous methods for deep-
fake generation have surfaced and been incorporated into a range of
applications. These include FaceShifter (Li et al., 2019), FaceSwap,1
DeepFaceLab (Perov et al., 2020), DeepNude,2 and ZOO,3 among oth-
ers. The widespread use of these applications allows anyone without
professional skills to quickly generate highly realistic fake content with
the help of a computer or mobile phone for malicious manipulation.

2.2. Deepfake detection

Deepfake technology represents an ongoing ‘‘arms race’’. The emer-
gence of hyper-realistic fake content presents significant risks to nations
and societies, prompting researchers to devise counteracting detection
strategies. Convolutional Neural Networks (CNNs) have emerged as a
promising tool in this context due to their powerful image analysis
capabilities. For instance, Rossler et al. (2019) proposed to transfer

1 https://github.com/MarekKowalski/FaceSwap/, (Last accessed:
06.11.2023).

2 https://github.com/yuanxiaosc/DeepNude-an-Image-to-Image-
technology, (Last accessed: 06.11.2023).

3 https://www.zaoapp.net/, (Last accessed: 06.11.2023).
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a well-known State of the Art (SOTA) CNN named XceptionNet to
deepfake detection by replacing the final fully connected layers with
two outputs. Similarly, Bonettini et al. (2021) employed an ensemble
of trained CNN models to enhance detection accuracy. Li et al. (2020a)
focused on examining the texture variations present at blending bound-
aries, which represent the areas in an image where two different
visual components, such as a person’s face and a reference image,
merge together; a common feature of deepfake images. Notably, their
approach is promising since it allows using only real images to train
a CNN. Moreover, Zhao et al. (2021) fully explored and designed a
textural feature enhancement block and multi-attention maps to prompt
the network to focus on multiple spatial regions. These CNN-based
approaches excel in identifying deepfakes by analyzing textural pat-
terns indicative of manipulated content, especially in texture-rich areas
such as skin and hair (Liu et al., 2020). However, they frequently face
challenges in generalizing to new manipulations due to their tendency
to overfit to textures encountered during training.

One of the most effective approaches to address this problem is
training models with synthetic data, as demonstrated by Shiohara
and Yamasaki (2022), who designed a self-mixing image generation
method. Chen et al. (2022) expanded the forged dataset (Faceforen-
cis++ (Rossler et al., 2019)) using an adversarial training strategy
and obtained a more generalized model. Sun et al. (2022) designed
several data generation strategies for constructing positive and negative
paired samples and made full use of inter-instance and intra-instance
contrastive learning to make positive samples closer and negative
samples further away. By enriching the diversity of training data, these
methods potentially increase the generalizability of detection models.
Nonetheless, the reliance on synthetic data may introduce biases that
could affect real-world applicability.

Other works enhance generalization in deepfake detection by an-
alyzing various manipulation artifacts beyond edge distortions and
lighting mismatches, such as compression artifacts, unnatural facial
expressions, and inconsistent blink patterns (Matern et al., 2019; Con-
cas et al., 2022b; Liy and InIctuOculi, 2018; Sun et al., 2021). The
strength of these methods lies in their ability to exploit specific deep-
fake generation weaknesses. However, they may struggle with more
sophisticated deepfakes that have reduced artifacts due to advanced
synthesis techniques.

According to the ‘‘arms-race’’ definition, deepfake detection technol-
ogy chases the deepfake synthesis technology. While current detection

https://github.com/MarekKowalski/FaceSwap/
https://github.com/yuanxiaosc/DeepNude-an-Image-to-Image-technology
https://github.com/yuanxiaosc/DeepNude-an-Image-to-Image-technology
https://www.zaoapp.net/


Engineering Applications of Artificial Intelligence 133 (2024) 108450J. Gao et al.
methods have shown promise, they exclusively target specific aspects of
deepfakes, either artifacts or texture inconsistencies. This specialization
can be a double-edged sword, providing high accuracy in specific
contexts but potentially lacking in adaptability to new and evolving
deepfake techniques. Within this context, our research introduces a
novel approach, aiming to amalgamate the strengths of texture analysis
and artifact detection to construct a more resilient and versatile deep-
fake detection framework capable of confronting the challenges posed
by the next generation of synthetic media.

2.3. Textures and artifacts in deepfake detection

It is well known that the deepfake generation process can lead to the
destruction of the original texture and the introduction of tampering
artifacts. These defects are often used in the basic theory of deepfake
detection. In the following parts, we analyze their advantages and
disadvantages and draw comprehensive conclusions.

2.3.1. Texture inconsistencies
Generally speaking, the texture features of the face are highly dis-

criminative, which is why biometric recognition technology for identity
authentication based on facial features has good classification and
recognition performance (Ahonen et al., 2006; Benavides et al., 2016).
But what exactly is the facial texture? Although biometric systems
based on facial texture have been widely used in various fields, such as
security, education, finance, and transportation, facial texture cannot
be formally described.

From the perspective of human vision, the main structures that can
be observed on the surface of the human face are the texture wrinkles
and faintly visible hairs of the skin. Skin textures are the tiny, polygonal
hills and ravines on the surface of human skin.

Different from image features such as grayscale and color, the
texture is represented by the grayscale distribution of pixels and their
surrounding spatial neighborhoods, that is local texture information.
In addition, the repeatability of local texture information to different
degrees represents the global texture information.

There are three reasons why facial texture is considered important
in deepfake detection tasks.

1. The texture of real and fake faces is different. Sun et al. (2020)
pointed out that the facial texture of a natural face is unique,
and its distribution is discriminative. Although different local
facial regions may expose different textures, they have overall
regularity, such as geometric coherence or high-order smooth-
ness of spatial variation. This property has been used many times
for face recognition (Ahonen et al., 2006). However, during the
deepfake generation, the individual perpetrating the manipula-
tion substitutes the source face or a portion of it with that of the
intended target. This action disrupts the textural integrity of the
original character’s face, particularly at the face edges of for face
swap manipulations and at the eyes and mouth for reenactment
manipulations (Fig. 1). Based on our observations as well as
previous studies, we can conclude that the texture consistency
and continuity properties of synthetic fake data are destroyed.
In addition, Liu et al. (2020) found the inconsistency of real and
fake face textures through observation, and they believed that
global texture statistics were more robust to image editing.

2. Texture features are crucial for face recognition. Numerous dis-
coveries (Geirhos et al., 2018) have pointed out the important
role of object texture in object recognition by CNN. For exam-
ple, Gatys et al. (2017) believe that even if the global shape
structure is completely destroyed, CNN can still classify texture
images. Even in the field of image restoration and 3D reconstruc-
tion, the importance of texture is unquestionable. For instance,
in the field of 3D face reconstruction (Gecer et al., 2021), the
key problem is how to reconstruct more realistic facial texture
4

details, especially high-frequency details in texture and, subse-
quently, identity characteristics. In some deepfake technologies
dedicated to face-swapping operations, the inner and outer faces
have different identities, which is another reason texture can be
used as a powerful basis for discrimination between real and
fake (La Cava et al., 2023).

3. Post-processing methods deal with local details with difficulty.
Existing post-processing methods make synthetic data difficult
for the naked eye to distinguish real from fake. However, com-
monly used post-processing techniques such as Poisson fusion
and color constraints focus on global facial information rather
than local details, which makes the whole image seem realis-
tic but neglects the local consistency. Accordingly, Zhao et al.
(2021) can model the deepfake detection task as a fine-grained
classification problem.

2.3.2. Artifacts
Although texture consistencies are crucial for neural network-based

deepfake detection, artifacts due to post-processing operations can
affect the extraction of texture features. The blurring effect caused by
artifacts can make texture information weak and difficult to detect.

The term ‘‘artifacts’’ refers to all types of image disturbances and
various other non-random disturbances that appear on the image dur-
ing reconstruction (Liang et al., 2022). For instance, when crafting
deepfake materials, several distinct types of artifacts often arise. These
can include inconsistencies stemming from the fact that the target
and source faces may have been captured with different acquisition
devices, each leaving its unique type of noise or ‘‘device fingerprint’’
on the images (Wang et al., 2020). Mistakes during the face-merging
process can also cause slight pixel misalignments, resulting in visible
flaws. Additionally, when generative adversarial networks (GANs) are
used to create forgeries, the upsampling step in the process tends to
introduce specific types of artifacts (Zhang et al., 2019). Furthermore,
synthetic videos that are manipulated on a frame-by-frame basis tend to
accumulate inconsistencies over time, leading to temporal artifacts that
can be tracked through the video sequence (Nguyen et al., 2021). These
unavoidable signatures of tampering serve as a critical foundation for
identifying and confirming the presence of deepfake content.

In this regard, many studies have shown that artifact-based de-
tection methods constitute a significant branch of current frame-level
deepfake detection methods (Li and Lyu, 2019a). For example, Zhou
et al. (2017) proposed a two-stream network for face tampering de-
tection to detect tampering artifacts and capture local noise residu-
als. Based on the classical frequency domain analysis, Durall et al.
(2019) converted the unseen artifacts in the air domain to the fre-
quency domain for detection, and achieved good results. Focusing on
JPEG compression artifacts left behind during image acquisition and
editing, Kwon et al. (2022) utilize discrete cosine transform (DCT)
coefficients to locate image manipulations. This technique was refined
by Perelli et al. in a tensor-based approach with excellent preliminary
results (Concas et al., 2022b). Dong et al. (2023) claim that the lack of
generalization capabilities is caused by the fact that they unintention-
ally learn information about face identity. They name this phenomenon
‘‘Implicit Identity Leakage’’ and try to overcome it by relying on local
artifacts areas in the images in order to give less importance to the
global identity.

Other works rely on temporal artifacts like the inconsistencies be-
tween subsequent frames or lack of consistency between audio and
video: Knafo and Fried (2022), for example, apply a pre-trained back-
bone on a large different video dataset and adapt it to the deepfake
detection task. Similarly, Haliassos et al. (2022) the authors design
a two-stage approach named RealForensics where they first use self-
supervision to learn the correspondence between audio and video
modalities in natural videos, then they use the learned representations
as targets to be predicted along with the classical binary classification

task. The same authors (Haliassos et al., 2021) exploit the semantic



Engineering Applications of Artificial Intelligence 133 (2024) 108450J. Gao et al.
Fig. 3. Running example of the proposed method. The sets of feature maps extracted from the input image I are divided and used to calculate the texture difference between
source (background) and target (foreground) and to analyze the presence of artefacts using a discriminative approach.
irregularities of mouth movements present in most fake videos: they
pre-train a network for the lipreading task thus learning internal repre-
sentations related to natural mouth motion. Then, a temporal network
is used with fixed mouth embeddings of real and fake samples in order
to discriminate between them. Pretty different is the approach by Cai
et al. (2023). It is not strictly related to the deepfake detection problem,
and provides a general method to learn universal facial representations
that can be used in different fields like Facial Attribute Recognition,
Facial Expression Recognition and Lip Synchronization. Cai et al.’s
work includes a facial video masked autoencoder to learn generic facial
embeddings and reconstructs spatio-temporal details from the densely
masked facial regions. The goal is to extract local and global details to
encode transferable features.

Although these methods perform well to some extent on synthetic
data with obvious non-smooth boundaries, their performance drasti-
cally declines when the data synthesis is of high quality. This is the
natural consequence of the basic assumption made by Li and Lyu
(2019a), that cannot always (or anymore) be true according to the
‘‘arms-race’’ nature of the deepfake detection problem. Thus, relying
solely on artifacts is insufficient to cope with the increasingly realistic
synthetic data in the future.

2.4. Summary

The facial texture has a certain periodicity and continuity for a
natural and ‘‘authentic’’ person. Conversely, the texture consistency of
the fake images is destroyed due to the combination of facial regions
from different people. At the same time, another proven fact is that
there will be artifacts in synthetic images due to manipulation traces,
and this observation is often used as the basis for deepfake detection.
However, existing deepfake detection methods always consider only
one at a time. Consequently, they ignore the other or directly utilize
data-driven methods for binary classification, without considering the
distinction between artifacts and textures. These methods cannot be
generalized to various forgeries as demonstrated by the insufficient
cross-domain performance (Li and Lyu, 2019a; Yu et al., 2021; Zhang,
2022).

Accordingly, this paper proposes a novel approach for deepfake
detection based on textures and artifacts. We delineate a model that dis-
tinctly segregates textural from artifact information. By leveraging their
complementary characteristics, we anticipate enhancing the model’s
generalization ability across various scenarios.

3. The proposed approach

3.1. Overview

Based on the observations in Section 2.3, it becomes apparent that
both textures and artifacts play significant roles in detecting manip-
ulations, each offering unique insights. Nevertheless, without a clear
5

demarcation between the two, challenges arise. Specifically, emphasiz-
ing texture inconsistencies can be misleading when artifacts are present
since they potentially undermine the texture’s authentic representation.
Conversely, when the focus is solely on artifacts for classification, it
might be better to ignore texture information entirely (Sun et al., 2020).

We define 𝐼 as an RGB image containing a face. The state of nature
for 𝐼 is partitioned into the set of authentic and manipulated images,
denoted as real and fake, respectively. Thus, 𝐼 ∈ 𝑟𝑒𝑎𝑙, 𝑓𝑎𝑘𝑒. A boolean
label 𝑦 is associated with 𝐼 to indicate its authenticity:
{

𝑦 = 0, 𝐼 ∈ 𝑟𝑒𝑎𝑙
𝑦 = 1, 𝐼 ∈ 𝑓𝑎𝑘𝑒

(1)

Wanting to determine if this face has been manipulated, we divide
𝐼 into two parts to describe it more concretely and intuitively: the
texture vector 𝑇 and the artifact vector 𝐴, respectively. The interaction
between these vectors within 𝐼 is not explicitly known; therefore, we
introduce a generic function 𝐺 (⋅) to denote their combination:

𝐼 = 𝐺(𝑇 ,𝐴). (2)

This approach allows us to model 𝐼 without asserting a specific
form of interplay between 𝑇 and 𝐴. A running example of our proposed
solution is shown in Fig. 3.

First, a set of feature maps is extracted from the input image 𝐼
through a simple sequence of convolutional layers, which extracts fea-
tures, normalizes them to stabilize the learning process, and introduces
non-linearities. This process is applied for capturing complex patterns
within the data and results in feature maps with 64 channels. The idea
that different channels obtained from applying a convolutional block
capture different types of features is a well-established concept in the
deep learning literature (Zeiler and Fergus, 2014).

For this reason, the proposed approach divides the feature maps
into two separate sets and processes them independently to extract
complementary information about texture inconsistencies and artifacts.
The first 32 channels and the last 32 channels of the 64-channel output
from the convolutional block are used to describe textures and artifacts
separately. Inspired by the broader understanding of hierarchical fea-
ture processing in CNNs, this exploratory design choice is underpinned
by the hypothesis that, within the diverse set of features captured by
the 64 channels, specific groupings might naturally align with textural
or artifact characteristics due to the varying nature of the filters.

As a second contribution, we implement a specifically designed,
learnable soft mask module to sharpen the differentiation within the
texture vector 𝑇 , demarcating the foreground (the modified facial
or target region) from the background (the source image context).
Differentiating these fundamental components becomes significant in
light of the marked inconsistencies seen at the fusion boundaries when
two distinct images are merged, a characteristic widely observed in
several face manipulation methods (Li et al., 2020a). In this context,
the integration of adaptive learning facilitates meticulous differenti-
ation. Furthermore, our method effectively addresses a broad prob-

lem: the possible lack of predefined masks in facial forgery datasets.



Engineering Applications of Artificial Intelligence 133 (2024) 108450J. Gao et al.
Fig. 4. Visualization of our proposed architecture. Figure (a) shows the training phase, and Figure (b) indicates the test phase pipeline. The input image is divided into two parts:
texture and artifact; among them, the texture is further divided into two sub-parts: the foreground part, which comes from the target image, and the background part, which
reserves the source image. Finally, the texture and artifact classification results are converted into probability values and fused to obtain the final inference result.
For instance, there are no given masks in the CelebDF dataset (Li
et al., 2020b), which limits the application of supervised training.
Some works have noticed this problem (Li et al., 2020a; Shiohara
and Yamasaki, 2022); they used self-designed data sets with masks
for training and achieved good results. However, redesigning and pro-
ducing datasets with masks is inefficient and uneconomical for the
general public. To this end, by leveraging a self-supervised strategy,
our methodology reduces the reliance on masks within manipulated
datasets, optimizing the data processing phase. The detailed exposition
of the texture and artifact models, detailed in Fig. 4, is presented in the
following sections.

3.2. Texture model construction and mask estimation

Starting from the findings of Li et al. (2020a), we suppose that the
texture vector 𝑇 of a given face image can be characterized as a linear
combination of two primary components:

• 𝑇𝑡𝑎𝑟𝑔𝑒𝑡, the texture vector of the foreground face with the intended
facial attributes (the ‘‘target’’ for manipulation);

• 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 the texture vector corresponding to the background or
context of the image, serving as the source of those attributes.

This decomposition can be mathematically described as:

𝑇 = 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 + 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑤𝑡𝑎𝑟𝑔𝑒𝑡 ⊙ 𝑇 +𝑤𝑠𝑜𝑢𝑟𝑐𝑒 ⊙ 𝑇 (3)

where the operation ⊙ denotes an element-wise multiplication, while
𝑤𝑡𝑎𝑟𝑔𝑒𝑡 and 𝑤𝑠𝑜𝑢𝑟𝑐𝑒 are masks used to segment and emphasize their
respective regions within the image. Intuitively, 𝑤 preserves the
6

𝑡𝑎𝑟𝑔𝑒𝑡
face area intended for manipulation (face swap area), while 𝑤𝑠𝑜𝑢𝑟𝑐𝑒 em-
phasizes the remaining area, retaining the image’s original or unaltered
context.

They satisfy the following relationship:

𝑤𝑡𝑎𝑟𝑔𝑒𝑡 = 1 −𝑤𝑠𝑜𝑢𝑟𝑐𝑒 (4)

For the construction of texture models, our goal is to connect the
relationship between the 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 in Eq. (3) with real and
fake data using unique constraints, which can effectively separate the
natural image from the synthetic image. Therefore, we aim to separate
the foreground from the background effectively.

As shown in Fig. 4, we generate an initial mask based on facial land-
mark detection points, perform adaptive learning on this basis to obtain
a possible manipulated mask, and use it to divide the foreground (target
image) and background (source image) with its complement. Subse-
quently, we employ two texture encoders to analyze these segmented
regions. A parameter-sharing approach is adopted for computational
efficiency, ensuring that the two encoders operate using the same set of
parameters. Then, we compute the cosine similarity distance between
the foreground and background textures in the feature space. This
measure assesses the similarity or divergence between the two regions.
In particular, the source and target images align closely for genuine
input data, making 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 and 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 proximate in the feature space. In
contrast, synthetic data yield a larger distance.

Based on the model above, we propose the corresponding novel con-
sistency loss function, which aims to increase the inter-class distance
between real and fake data:
( )

(5)
𝐷 𝑇𝑡𝑎𝑟𝑔𝑒𝑡, 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 = 0.5 ∗ (1 − 𝑐𝑜𝑠(𝑇𝑡𝑎𝑟𝑔𝑒𝑡, 𝑇𝑠𝑜𝑢𝑟𝑐𝑒))
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Fig. 5. Proposed soft mask learning process for image reconstruction and texture representation.
Given the operational range [0, 1] of our defined distance function
𝐷, we introduce a threshold parameter 𝜏 to define the classification
criterion clearly. The predicted label �̂�𝑇 for generic input image 𝐼 is
defined by the following:

�̂�𝑇 = 𝐷
(

𝑇𝑡𝑎𝑟𝑔𝑒𝑡, 𝑇𝑠𝑜𝑢𝑟𝑐𝑒
)

< 𝜏 (6)

Therefore, according to Eq. (6), images with a texture distance
falling below 𝜏 are categorized as real, while those exceeding 𝜏 are
identified as manipulated. Considering that the value scope of 𝜏 is [0,1],
we set 𝜏 = 0.5 as a reasonable trade-off in our experiments. For final
authenticity discrimination, we build a texture model classifier 𝐶𝐿𝑆_𝑇
as shown in Eq. (7).

𝐿𝑇
𝑐𝑙𝑠(𝑦, �̂�𝑇 ) = −𝑦 log �̂�𝑇 + (1 − 𝑦) log(1 − �̂�𝑇 ) (7)

This equation represents the binary cross-entropy (BCE) loss, a
commonly used loss function for binary classification tasks. In this
context, �̂�𝑇 denotes the classifier’s prediction, while 𝑦 indicates the
actual authenticity label (ground truth).

The final step of our texture branch consists of two texture de-
coders reconstructing the input image’s texture, operating with shared
parameters. During this phase, the model precisely adjusts the learn-
able weights 𝑤𝑡𝑎𝑟𝑔𝑒𝑡 and 𝑤𝑠𝑜𝑢𝑟𝑐𝑒 to enhance the precision of the mask,
ensuring a robust identification of potential texture inconsistencies. Ad-
ditionally, this approach eliminates the need for ground truth masks in
fake data, addressing a notable constraint in many datasets. Therefore,
to reconstruct the texture information of the image, we adopt the style
loss and perception loss; we also use pixel loss as a regularization term
to speed up the convergence of the model, as shown in Eq. (8).

𝐿𝑡𝑒𝑥(𝐼, �̃� ) =
∑

𝑙
𝛾𝑙{‖‖𝐺𝑟(𝜙𝑙(�̃� )) − 𝐺𝑟(𝜙𝑙(𝐼))‖‖} + ‖

‖

𝜙𝑙(�̃� ) − 𝜙𝑙(𝐼)‖‖

+ 0.1 ∗ 𝑀𝑆𝐸
(

𝐼, �̃�
)

(8)

where �̃� refers to the reconstructed image texture and 𝐼 refers to the
input image. The term 𝑙 represents the number of convolutional layers
of the neural network, and 𝐺𝑟 represents the Gram matrix, which is
often used to measure the style loss function. The features extracted
from the 𝑙𝑡ℎ convolutional layer are represented by 𝜙𝑙, with 𝛾𝑙 being
its respective weighting coefficient. Lastly, 𝑀𝑆𝐸 denotes the Mean
Squared Error loss.

In Fig. 5, we provide five examples of soft mask learning and image
reconstruction on different types of manipulations. In particular, (a)
shows the initial mask obtained by the face detector, (b) shows the
soft masks obtained after the learnable soft mask module and (c) shows
the fake input image and the corresponding reconstructed image. It
7

is important to note that for each of the 32 representations obtained
during the feature extraction phase, a different soft mask is obtained,
which allows the texture to be extracted more precisely.

Finally, the total loss of the texture model is given by Eq. (9).

𝐿𝑇 = 𝐿𝑇
𝑐𝑙𝑠(𝑦, �̂�𝑇 ) + 𝐿𝑡𝑒𝑥(𝐼, �̃� ) (9)

3.3. Artifact model construction

In our framework, we hypothesize that the given input image might
have undergone artifact modifications. These artifacts could arise from
deliberate tampering or unintended alterations such as data compres-
sion. Given these artifacts’ intricate nature and multifaceted com-
ponents, an exhaustive decomposition becomes impractical. Instead,
we opted for a streamlined approach by employing a straightforward
discriminator to discern genuine images from tampered ones. Mirror-
ing our approach for texture modeling, we design an artifact-specific
classifier (Classifier ‘‘A’’ in Fig. 4). Classifier ‘‘A’’ is tailored to assess
the presence of manipulation artifacts within an image. We denote the
predicted probability that an image 𝐼 is authentic by �̂�𝐴, as determined
by Classifier ‘‘A’’. A score closer to zero indicates a higher probability
that the image is authentic, whereas a score closer to one is indicative
of manipulation. The established threshold for classification is set at
0.5. The training of Classifier ‘‘A’’ is still conducted by leveraging the
BCE loss:

𝐿𝐴 = 𝐿𝐴
𝑐𝑙𝑠(𝑦, �̂�𝐴) = −𝑦 log �̂�𝐴 + (1 − 𝑦) log(1 − �̂�𝐴) (10)

3.4. Texture and artifact detector

This paper aims to combine the strengths of texture and artifact
paradigms into a composite framework.

The initial phase of this integration involves their respective loss
functions to ensure that the system is fine-tuned to both textural varia-
tions and artifact-induced inconsistencies. Consequently, the aggregate
loss is:

𝐿 = 𝐿𝑇 + 𝐿𝐴 = 𝐿𝑇
𝑐𝑙𝑠(𝑦, �̂�𝑇 ) + 𝐿𝑡𝑒𝑥(𝐼, �̃� ) + 𝐿𝐴

𝑐𝑙𝑠(𝑦, �̂�𝐴) (11)

This holistic training approach ensures that no single component of
the model operates in isolation. Instead, they collaboratively evolve to
deliver an optimized detection capability.

The second phase involves the integration of the output of these
models. Fusion methodologies have been instrumental in advancing
pattern recognition, enhancing generalization capabilities, and address-
ing the challenges of intra-class variations and inter-class similarities.
These fusion strategies can be incorporated at diverse stages of a
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Fig. 6. Single Model Training Strategy: both the ‘Artifact Model’ and the ‘Texture Model’ are trained on a collective set of deepfake manipulations, denoted as (𝐷 = {𝑑1 , 𝑑2 ,… , 𝑑𝑛}).
classification system, from the sensor to the decision level. In the
domain of deepfake detection, score-level fusion emerges as a promis-
ing technique (Tolosana et al., 2022; Bonettini et al., 2021; Concas
et al., 2022a). It generates a unified, robust metric by combining the
numerical outputs or ‘‘scores’’ from different models. Guided by this
insight, our approach employs score-level fusion to combine the outputs
from texture and artifact models.

We investigate fusion at the score level, as this allows exploit-
ing the complementarity without increasing the system’s complexity.
Moreover, it offers multiple advantages. Among others, it permits
exhaustive data utilization from models while retaining their inher-
ent distinctiveness. To take full advantage of the complementarity
between textures and artifacts, we propose two architectures: one
lighter and simpler aimed at applications with limited computational
resources and one more complex aimed at applications with a high
need for generalization, such as the identification of never-before-seen
manipulations.

3.4.1. Single-model training strategy
The first proposed architecture, shown in Fig. 6, is based on ob-

taining a single model for the texture part and one for the artifact
part. This architecture allows the two pieces of information to be fused
with low computational complexity and low memory storage, since,
whatever the number of manipulations involved in the training phase,
only two models are generated and used for inference. Starting from
a 𝐷𝑇 training dataset composed of different manipulations 𝑑1, 𝑑2, .., 𝑑𝑛,
two models are trained, one for the detection of texture inconsistencies,
as explained in Section 3.2, and one for the detection of artifacts, as
explained in Section 3.3. The outputs of these models are merged in
Artifact-Texture (AT) fusion.

3.4.2. Ensemble training strategy
In the pursuit of improving the efficacy of deepfake detection, we

identified potential limitations inherent to the single-model training
approach. While it provided valuable insights, its isolated nature posed
challenges regarding versatility and a comprehensive understanding
of the various manipulations. To address these concerns, we present
the ensemble-model training strategy (Fig. 7). Since different texture
inconsistencies and different artifacts characterize each manipulation,
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this strategy aims to obtain specialized models on each known type of
deepfake. For instance, if 𝑁 manipulations are considered, 𝑁 texture
models and 𝑁 artifact models are generated. We then combine all the
texture models with a score-level fusion, called Texture fusion, and all
the artifact models with the Artifact fusion. Subsequently, we combine
the aggregate information of the textures and the aggregate information
of the artifacts, performing a final AT fusion.

This strategy offers potential benefits in terms of versatility and
generalization. The rationale behind this layered fusion approach is
multifaceted. As highlighted in Fig. 7, it allows for incremental learn-
ing from new forgery types. This means that the fusion mechanism
can accommodate more fake patterns beyond the ones considered in
the initial training. Furthermore, by integrating outputs from diverse
models, the ensemble method addresses the challenges posed by ar-
tifact and texture differences that single models might fail to capture
comprehensively.

4. Experimental set-up

4.1. Training and testing protocol

4.1.1. Single-model vs ensemble training strategy
The experimental analysis of this work aims to evaluate the pros

and cons of the TAD method with the two different training strategies,
single-model and ensemble, in comparison with the state of the art.
Although seemingly straightforward, the single-model strategy unveils
crucial insights about how individual models, trained on specific types
of manipulations, perform across various other manipulations. Further-
more, it elucidates aspects of the generalizability and adaptability of
these fusion strategies on different manipulated content.

In the experiments on the single-model strategy, we evaluated both
training on single manipulations and multiple manipulations. In the
ensemble strategy, we trained on multiple manipulations to exploit the
information of texture inconsistencies and the presence of artifacts to
improve generalization capabilities. For both training strategies, we
tested both in intra-dataset, i.e. using the same dataset but different
sets for training and testing, and in cross-dataset, i.e. testing on a
different dataset than the training set. This last test is the worst case
in deepfake detection but is the most realistic, as the test videos have
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Fig. 7. Ensemble Training Strategy: Individual models within ‘Artifact Models’ and ‘Texture Models’ are trained individually on specific deepfake manipulations, denoted as
(𝑑1 , 𝑑2 ,… , 𝑑𝑛). During inference, the outputs from each model are initially combined using ’Artifact Fusion’ and ’Texture Fusion.’ Subsequently, a final ’AT Fusion’ is performed on
the combined results.
unknown characteristics such as resolution, compression and types of
manipulation.

The intention behind these experiments is twofold: first, to evaluate
the adaptability of a model trained on one specific manipulation type
when exposed to others; second, to identify and understand the poten-
tial vulnerabilities and strengths, paving the way for optimizing future
fusion methodologies and offering a more comprehensive perspective.

Moreover, our evaluation strategy encompasses two primary modes:
frame-level and video-level. In the frame-level evaluation, we assess
each frame extracted from a video as an independent sample. In the
video-level evaluation, we derive a combined score for the entire video
by computing the average score across the considered frames for the
video-level evaluation.

4.1.2. Ablation study for fusion rules
To evaluate which fusion rules are most suitable for the Artifact

fusion and the Texture fusion in the ensemble-model strategy and for
the AT fusion in both strategies, we analyzed five fusion rules (Concas
et al., 2022a). In particular, we evaluated three non-parametric fusion
rules, that is average, maximum, minimum, and two-parametric fusion
rules by Multi-Layer Perceptron (MLP) and accuracy-based weighted
average. Using the notation used in Concas et al. (2022a), where
𝑃𝑖(deepfake|𝐼) represents the score of the 𝑖th model on the same frame
𝐼 we can compute the non-parametric fusions of 𝑁 models with the
following formulas:

𝑃𝑎𝑣𝑔_𝑓𝑢𝑠𝑖𝑜𝑛(deepfake|𝐼) = 1
𝑁

𝑁
∑

𝑖=1
𝑃𝑖(deepfake|𝐼) (12)

𝑃𝑚𝑎𝑥_𝑓𝑢𝑠𝑖𝑜𝑛(deepfake|𝐼) = 𝑚𝑎𝑥𝑖(𝑃𝑖(deepfake|𝐼)) (13)

𝑃𝑚𝑖𝑛_𝑓𝑢𝑠𝑖𝑜𝑛(deepfake|𝐼) = 𝑚𝑖𝑛𝑖(𝑃𝑖(deepfake|𝐼)) (14)

The Multi-Layer Perceptron fusion takes as input the match scores
generated by the multiple models to obtain more complex fusion rules
according to the hidden and output layers (Concas et al., 2022a):

𝑃𝑀𝐿𝑃 _𝑓𝑢𝑠𝑖𝑜𝑛(deepfake|𝐼) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(
𝑁
∑

𝑃𝑖(deepfake|𝐼) ⋅𝑤𝑖) (15)
9

𝑖=1
Where 𝑤𝑖 are the weights estimated during the MLP training phase and
𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) = 1∕(1 + 𝑒−𝑥).

The accuracy-based fusion uses the accuracy obtained by each
model on the training set as weight for linearly combining the scores
assigned to each sample:

𝑃𝑎𝑐𝑐_𝑤𝑒𝑖𝑔ℎ𝑡_𝑓𝑢𝑠𝑖𝑜𝑛(deepfake|𝐼) =
∑𝑁

𝑖=1 𝑃𝑖(deepfake|𝐼) ⋅𝑤𝑖
∑𝑁

𝑖=1 𝑤𝑖
(16)

4.2. Data sets

The following benchmark data sets are adopted:

• The FaceForensics++ (Rossler et al., 2019) (FF++) dataset stands
as a benchmark for facial forgery evaluation, consisting of 1000
authentic videos and 5000 forged videos produced using five ad-
vanced face manipulation techniques: DeepFakes4 (DF),
Face2Face (Thies et al., 2016) (F2F), FaceSwap (Korshunova
et al., 2017) (FS), FaceShifter (Li et al., 2019) (FSh), and Neural-
Texture (Thies et al., 2019) (NT). The FF++ dataset is categorized
based on compression levels: the original (raw), lightly com-
pressed (c23), and heavily compressed (c40) versions. In our
pursuit of cross-domain generalization, the majority of our ex-
periments were conducted using the c23 version to ensure wide
applicability. We subsequently extended our testing to the more
challenging c40 version to probe the limits of our network against
severe compression artifacts typical of real-world video data.
For each forgery method within the FF++ dataset, we designated
750 videos for training, while the remaining 250 videos were
reserved for testing. The data preparation involved utilizing the
Multi-task Cascade Convolutional Neural Networks (MTCNN) for
face detection and extraction, from which we derived 32 frames
per video. This resulted in a training set encompassing 24,000
authentic images and 120,000 forged ones, distributed as 24,000
images for each forgery technique. The test set comprised 8000
genuine images alongside 40,000 counterfeit ones, with each
manipulation method contributing 8000 images.

4 https://github.com/deepfakes/faceswap (Last accessed: 06.11.2023).

https://github.com/deepfakes/faceswap
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In our study, we have intentionally chosen the FF++ dataset as
the sole training set for all our deepfake detection models. This
decision ensures that our experiments are both cross-dataset and
cross-manipulation. All other datasets utilized in this research are
exclusively for testing purposes. Moreover, beyond the training of
our core models, it is important to highlight that, once trained, the
scores derived from the models are utilized to set the Multi-Layer
Perceptron (MLP) and accuracy-based fusion methods.

• WildDF (Zi et al., 2020) dataset consists of 7314 face sequences
tailored to advance the creation of efficient real-world deepfake
detectors. Videos in this dataset are uniquely challenging due
to their manipulations using undisclosed techniques and their
presentation against varied backgrounds. For our study, we ex-
clusively extracted 300 authentic and 300 fake videos for testing.
As with our other datasets, data processing involved using the
MTCNN face detector to crop faces to extract 32 consecutive face
frames from each video.

• DFDC (Dolhansky et al., 2019) dataset was introduced as part of
the DeepFake Detection Challenge organized by Facebook (now
known as META). The dataset is one of the largest publicly avail-
able collections for face-swapping videos, featuring over 100,000
clips from 3426 actors. The videos in this dataset were generated
using a spectrum of techniques, from deepfakes to GANs and non-
learned methods. Given the imbalance in the real versus fake
video count, we selected an equal number from both categories
to ensure sample balance. In alignment with the setup detailed
in Otto (2020), we designated the last 15 compressed files out
of 50 for testing. Due to computational considerations, additional
data processing steps were undertaken. Utilizing the MTCNN face
detector, we processed the data for cropping and refining. The
final test set comprised approximately 2000 genuine and 2000
manipulated video clips, each contributing 32 facial frames.

• CelebDF (Li et al., 2020b) (Version 2) is an advanced dataset
that encompasses 590 genuine videos and 5639 deepfake coun-
terparts. The genuine videos are derived from public YouTube
content featuring 59 celebrities from varied age groups, genders,
and ethnic backgrounds. We have chosen the more comprehen-
sive second version for our experimental assessments, with two
iterations of this dataset available. We exclusively employ 190
real videos and an equivalent number of deepfake videos from
this dataset for testing purposes. Consistent with the preceding
datasets, we use MTCNN to extract 32 facial frames from each
video, resulting in 12,160 testing images.

4.3. Baseline methods

In our experimental setup, we have chosen a set of diverse baseline
methods for comparison with the proposed method. These methods
were selected based on their prominence in the literature and per-
formance in similar domains. We aim to provide a comprehensive
benchmark against our proposed method by evaluating these architec-
tures in our experiments. Below, we outline the key characteristics of
each method and the rationale for its inclusion in our study.

• XceptionNet: A traditional CNN known for its depthwise sepa-
rable convolutions with residual connections, trained initially on
ImageNet (Chollet, 2017). Recognized for its robust performance,
we trained it from scratch in our study.

• EfficientNetB4 (Tan and Le, 2019): Chosen for its optimal bal-
ance of parameters, runtime, and classification performance.

• EfficientNetB4Att (Bonettini et al., 2021): This is a variant of the
EfficientNetB4, inspired by attention mechanisms seen in natural
language processing and computer vision. Through the attention
mechanism, the network learns which part of its input is most
relevant for its task, enhancing its ability to pinpoint the most
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informative portions of the input.
• DSP-FWA: An enhanced version of Li and Lyu (2019b). Utilizing
a dual spatial pyramid strategy at both the image and feature
levels, it capitalizes on the distinctive artifacts left by DeepFake
algorithms due to resolution mismatches and transformations in
the source video.

• MCX-API (Xu et al., 2023): A method that harnesses the strength
of pairwise learning and diverse color space representations to
ensure detection robustness across varied DeepFake generation
techniques aimed at wide-scale employment.

4.4. Parameter settings

For a balanced comparison, we uniformly apply the same parameter
settings across all methods in this study. We employ the stochastic gra-
dient descent as optimization technique with a learning rate of 0.001
and momentum of 0.9. Each training batch is configured with a batch
size of 4, and we train each model for 10 epochs. Our experimental
setup utilizes the PyTorch framework in a Python environment, with
experiments conducted on an NVIDIA GeForce RTX 2080 operating
under the Windows system.

5. Experimental results

To demonstrate the effectiveness of the proposed method, we con-
duct comparative experiments to verify the classification performance
in the case of intra-dataset and cross-dataset scenarios both for the
single-model (S-TAD) and the ensemble (E-TAD) training strategy of
the TAD system. The next sections report the results of each of these
strategies and their comparison. Additionally, ablation studies are re-
ported.

5.1. Single-model fusion experiments

This section presents the S-TAD frame-level experimental results
using the FF++ dataset. This approach, comprehensively explained in
Section 3.4.1, produces two dedicated Artifact and Texture models,
each fine-tuned via end-to-end training. Subsequently, the results from
the Artifact and Texture models are fused to provide a comprehensive
assessment. For the sake of clarity, we focus on the MLP fusion strategy
for presenting the results in this section. Preliminary tests have indi-
cated that the MLP fusion outperforms other fusion strategies in the AT
fusion of the S-TAD. For completeness and a holistic understanding, the
results derived from other fusion strategies are detailed in the ablation
study (Section 5.4).

Table 1 presents the accuracies across intra-manipulation, cross-
manipulation, and cross-dataset scenarios for various models. Accuracy
is defined as the percentage ratio between the number of correctly clas-
sified frames and the number of classified frames (decision threshold
𝜏 = 0.5). While the EfficientNet family (B4 and B4ATT) of methods
demonstrates optimal results in the intra-manipulation scenario, our
S-TAD method’s performance is still comparable with the other SOTA
methods. Taking DF as an example, the best result is the B4 model with
an accuracy of 99.06%; our model’s accuracy is 97.04%. However, S-
TAD outperforms nearly all compared models on cross-manipulation
tasks.

Regarding the response to varied data sources, the S-TAD method
exhibits enhanced cross-dataset generalization in several instances com-
pared to the other techniques. This suggests that the fusion approach
employed by S-TAD is notably effective in better generalization across
diverse datasets. Furthermore, a clear correlation between the choice of
training data and the detector’s performance can be observed. For in-
stance, models trained on the NT dataset often achieve superior results.
This underlines the critical role of strategically selecting training data,
accentuating its impact on the detector’s adaptability and accuracy
across multiple datasets. However, upon a comprehensive examination
of the results (Cross Avg column in Table 1), our method consis-
tently stands out, demonstrating a marked efficacy with an incremental

advantage ranging from 4.76% to 8.60%.
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Table 1
Generalizability of the proposed single-model TAD (S-TAD) compared with SOTA methods in terms of frame-level accuracy (%) on different
manipulation techniques. Gray background indicates intra-manipulation results, and the others indicate cross-manipulation results (Deepfake (DF),
Face2Face (F2F), FaceSwap (FS), FaceShifter (FSh) and NeuralTextures (NT)) and cross-dataset results (WildDF, CelebDF and DFDC). The best results
are in bold. The last column indicates the average of the cross-manipulation and cross-dataset accuracy.

Training data Method
Testing set

Cross Avg.FF++ Cross-dataset
DF F2F FS FSh NT All WildDF CelebDF DFDC

DF

Xception 98.38 51.25 49.87 52.03 52.92 61.33 52.55 55.55 56.89 53.01
DSP-FWA 89.79 51.73 52.03 54.94 53.17 60.28 55.19 56.76 53.75 53.94

B4 99.06 52.83 49.77 54.53 55.69 62.89 58.14 62.80 57.84 55.94
B4ATT 98.98 52.13 49.66 52.82 54.24 61.93 58.79 63.31 57.06 55.43
MCX-API 95.37 53.34 48.82 53.61 54.56 62.11 55.28 57.96 53.69 53.89
Our(S-TAD) 97.04 61.13 63.58 65.06 70.88 64.91 61.47 56.17 52.95 61.61

F2F

Xception 56.28 98.17 50.73 49.74 51.43 61.87 51.78 50.84 51.59 51.77
DSP-FWA 55.70 82.98 51.63 50.76 51.80 58.59 52.42 55.25 50.43 52.57

B4 58.98 98.91 51.28 50.02 51.75 62.83 50.32 51.91 50.67 52.13
B4ATT 59.71 98.65 51.38 49.74 51.74 63.19 50.21 51.08 50.94 52.11
MCX-API 57.09 90.08 50.76 49.89 50.76 60.64 52.35 51.17 51.40 51.92
Our 69.60 96.04 57.24 53.42 61.41 64.98 56.22 60.38 51.82 58.58

FS

Xception 51.22 52.67 97.72 50.14 49.42 60.56 42.07 50.03 54.53 50.01
DSP-FWA 61.13 51.52 70.56 52.94 50.59 58.13 55.98 54.34 50.95 53.92

B4 50.65 53.16 98.03 50.27 50.09 60.89 48.78 50.05 53.21 50.89
B4ATT 51.11 54.53 98.33 50.18 50.20 61.32 47.64 50.13 53.30 51.01
MCX-API 50.44 50.33 94.35 49.58 48.11 58.88 47.79 49.84 52.68 49.82
Our 51.61 52.71 93.34 47.90 59.61 55.49 57.32 60.11 52.80 54.58

FSh

Xception 51.51 48.73 49.16 96.06 51.18 58.36 43.15 53.03 50.65 49.63
DSP-FWA 51.54 49.88 49.69 98.06 50.34 59.62 50.23 51.85 51.32 50.69

B4 50.52 49.75 49.94 98.23 50.09 59.46 49.34 54.44 50.57 50.66
B4ATT 51.23 49.71 50.17 98.44 50.31 59.81 50.60 55.72 50.46 51.17
MCX-API 56.72 51.20 48.15 93.90 55.01 61.33 48.65 54.52 53.04 52.47
Our 67.99 52.68 49.43 95.79 58.43 61.75 61.15 57.66 53.93 57.32

NT

Xception 67.06 61.21 48.46 54.81 89.50 64.24 59.54 62.37 53.25 58.10
DSP-FWA 62.36 59.18 50.18 55.79 87.61 64.49 62.59 59.62 51.13 57.26

B4 72.10 59.49 48.61 58.99 93.80 66.43 59.80 64.02 54.74 59.68
B4ATT 67.99 60.09 48.36 57.55 93.61 64.49 58.26 62.78 54.23 58.47
MCX-API 70.88 58.98 47.41 56.64 82.62 64.78 58.38 60.85 52.71 57.98
Our 82.63 63.39 62.49 65.81 86.06 67.20 67.09 58.54 54.83 64.97
Table 2
Generalizability of the proposed ensemble TAD (E-TAD) compared with SOTA methods in terms of frame-level accuracy (%) on different manipulation
techniques. Gray background indicates intra-dataset results Deepfake (DF), Face2Face (F2F), FaceSwap (FS), FaceShifter(FSh) and NeuralTextures (NT)),
and the others indicate cross-dataset results (WildDF, CelebDF and DFDC). The best results are in bold. The last column indicates the average of the
intra-dataset and cross-dataset accuracy. The SOTA models are trained on the entire FF++ dataset.
frame-level results Test set

Avg.Method Intra-dataset (FF++) Cross-dataset
DF F2F FS FSh NT Intra Avg. WildDF CelebDF DFDC Cross Avg.

Xception 83.73 81.87 79.91 77.99 79.08 80.52 58.03 66.35 57.23 60.54 73.02
DSP-FWA 70.48 66.86 60.21 69.14 60.15 65.37 53.39 57.11 55.02 55.17 61.54

B4 91.76 89.62 88.35 88.09 87.14 88.99 63.47 73.75 59.30 65.51 80.18
B4ATT 92.63 91.00 87.78 89.36 86.81 89.52 62.65 69.29 58.28 63.41 79.72
MCX-API 71.44 67.46 64.95 68.66 63.43 67.19 50.78 56.43 54.94 54.05 62.26

Our (E-TAD) 97.11 96.04 91.58 95.24 86.61 93.32 64.12 64.42 56.40 61.65 81.44
5.2. Ensemble fusion experiments

In light of advancing cross-domain generalization capabilities, en-
compassing cross-manipulation and cross-dataset domains, the explo-
ration was extended beyond the single-mode fusion strategy. The un-
derlying hypothesis investigated was the potential complementary na-
ture of texture and artifact information across distinct fake modes. To
address this, we designed an ensemble fusion strategy based on the five
synthesis methods from the FF++ dataset, as described in Section 3.4.2.

Similar to the S-TAD analysis, we avoid reporting all the results on
the different fusion approaches, which are detailed in Section 5.4.

This protocol trained all SOTA methods on the entire FF++ dataset
to provide a comprehensive comparison, ensuring the same exposure to
our model’s forgery cues. This evaluation, using frame-level accuracy
and AUC as evaluation metrics, is depicted in Table 2 and graphically
represented in Figs. 8 to 13.

Within the intra-dataset context, experimental results indicate that
our method now surpasses most of the benchmarked state-of-the-art
techniques. The current findings are particularly significant in light of
our earlier assessments, where our method did not consistently rank
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foremost in this scenario. Furthermore, our model maintains consistent
average accuracy compared to the single-model approach, whereas
other models display a more pronounced reduction in performance.
This difference in outcomes can be traced to the distinct training
strategies. While these models previously exhibited robustness when
trained on specific forgery methods, a significant accuracy degradation
occurs when trained comprehensively across all methods. The E-TAD
model was, therefore, successful in learning the differences between
manipulations by exploiting the information on texture inconsistencies
and artifacts. This is evident from the analysis of the score distributions
(Fig. 10): the E-TAD method allows obtaining fake-real distributions
that are very distant from each other and easily separable.

This behavior is also evident in the cross-dataset results (Table 2
and Figs. 11 and 12). The E-TAD remains the top performer on the
WildDF dataset, acknowledged as one of the most challenging due to
its real-world, uncontrolled conditions. However, the E-TAD remains
suboptimal in terms of performance on CelebDF and DFDC datasets.
This is confirmed by the further analysis reported in Table 3 which,
although with slightly different experimental protocols, reports a com-
parison of the AUC on CelebDF on a large number of SOTA methods
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Fig. 8. Frame-level confusion matrix of our method (E-TAD) on the FF++ dataset (intra-dataset results). The decision threshold is set to 0.5.
Fig. 9. Comparison of frame-level ROC curves of E-TAD and SOTA methods trained on the FF++ training set and tested on different manipulations of the FF++ test set (intra-dataset
results).
Fig. 10. Frame-level score distribution of our method (E-TAD) and SOTA methods on the FF++ dataset (intra-dataset results).
Table 3
AUC (%) frame-level cross-dataset evaluation on CelebDF of the proposed E-TAD method compared with other SOTA methods trained on the entire FF++ dataset. SOTA results
are cited directly from (Zhao et al., 2021). These AUCs could be derived from different experimental protocols and should therefore be read as an indicative value.

Method Two-stream
(Zhou et al.,
2017)

Meso4 (Afchar
et al., 2018)

HeadPose
(Yang et al.,
2019)

FWA (Li and
Lyu, 2019b)

VA-MLP
(Matern et al.,
2019)

VA-LogReg Multi-task
(Nguyen
et al., 2019a)

Capsule
(Nguyen
et al., 2019b)

DSP-FWA (Li
and Lyu,
2019b)

MAT (Zhao
et al., 2021)

DCL (Sun
et al., 2022)

E-TAD
(proposed)

AUC on
CelebDF

53.8 54.8 54.6 56.9 55.0 55.1 54.3 57.5 64.6 67.4 82.3 70.0
12
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Table 4
Generalizability of the proposed ensemble TAD (E-TAD) compared with SOTA methods in terms of video-level accuracy (%) on different manipulation techniques.
Gray background indicates intra-dataset results (Deepfake (DF), Face2Face (F2F), FaceSwap (FS), FaceShifter (FSh) and NeuralTextures (NT)), and the others indicate
cross-dataset results (WildDF, CelebDF and DFDC). The best results are in bold. The last column indicates the average of the intra-dataset and cross-dataset accuracy.
The SOTA models are trained on the entire FF++ dataset.
video-level results Test set

Avg.Method Intra-dataset (FF++) Cross-dataset
DF F2F FS FSh NT Intra Avg. WildDF CelebDF DFDC Cross Avg.

Xception 86.60 84.60 83.20 80.60 81.00 83.20 61.67 70.53 57.70 63.30 75.74
DSP-FWA 71.40 68.20 61.00 70.40 60.80 66.40 51.83 57.11 55.61 54.85 62.04

B4 94.20 92.20 91.60 91.60 90.20 92.00 65.17 78.68 59.76 67.87 82.93
B4ATT 95.20 92.80 90.20 92.40 90.00 92.10 64.00 72.63 58.56 65.06 81.97
MCX-API 73.20 70.40 67.00 70.40 65.20 69.20 51.17 55.53 55.31 54.00 63.53

Our (E-TAD) 98.80 97.40 95.20 96.40 91.20 95.40 66.50 68.95 57.10 64.18 83.94
Fig. 11. Comparison of frame-level ROC curves of E-TAD and SOTA methods trained on the FF++ training set and tested on WildDF, CelebDF and DFDC datasets (cross-dataset
results).
trained on the entire FF+ dataset. Upon detailed analysis, we discerned
that the WildDF dataset, characterized by pronounced blur and intricate
overlap of textures and artifacts, is particularly well-suited for our
model. In contrast, the CelebDF dataset contains meticulously created,
nearly imperceptible artifacts, while the DFDC dataset showcases more
artifacts than texture variations. These distinct characteristics of each
dataset might influence our model’s performance, despite the enhance-
ments achieved through the ensemble fusion strategy. Moreover, we
primarily focus on the inconsistency inside and outside the texture
and the presence or absence of artifacts without venturing into high-
level semantic details. In contrast, methods like EfficientNet delve deep
into advanced semantic information through block stacking and skip
connections. This difference in approach might explain why our fusion
performance does not match the detection prowess of a single model
approach, especially on datasets like CelebDF and DFDC. Moreover,
the distributions’ analysis shown in Fig. 13 shows that for all the
methods analyzed, there is an almost total overlap of the two fake
and real distributions, demonstrating that the cross-dataset classifica-
tion problem cannot be traced back only to the presence of different
manipulations. In fact, if the problem was the classification of never-
seen-before manipulations, the live accuracy would be similar to the
intra-dataset protocol. The drop in accuracy between intra-dataset and
cross-dataset results (Figs. 8 and 12) demonstrates that the limit of the
proposed and other SOTA methods analyzed is related to not being able
to generalize across different video formats. This limit will be analyzed
in future work.

The video-level analysis provides further evidence of our model’s
robustness by expanding upon the frame-level results. While individual
frames may present inherent variability in detection, the aggregation of
performance over a video consistently demonstrates enhanced robust-
ness and accuracy. As shown in Table 4, our E-TAD method confirms
its competitive performance, achieving an enhanced average accuracy
of 83.94%.

The comparison between the two training strategies of the proposed
method, shown in Table 5, highlights the superiority of the ensemble
strategy, which manages to exploit the difference in manipulations in
texture inconsistencies and artifacts and obtain a deepfake detector
capable of generalizing. This E-TAD framework’s improved accuracy
comes with a proportionate increase in inference time compared to
S-TAD. However, We consider the reported increase reasonable in
contexts where accurately identifying never-seen-before manipulations
13

is crucial.
5.3. Limitations of the proposed method

The results presented in Table 6 provide a comprehensive view of
the E-TAD network’s capabilities in detecting deepfake content across
various image conditions, highlighting its performance through true
positive (TP) and true negative (TN) rates across different FF++ deep-
fake generation techniques (DF, F2F, FS, FSh, NT). The selections
are tailored to assess the E-TAD network under real-world conditions.
Training image quality (c23) establishes a baseline, while brightness
adjustments (−50%, +50%) and the JPEG compression parameter ‘‘s’’
with settings at 80 for medium and 50 for low quality, simulate
common scenarios such as varying lighting and digital compression
effects. Moreover, including the heavily compressed c40 variant from
the FF++ dataset provides a rigorous test of the network against typical
compression artifacts encountered in video deepfakes. Examples of
these manipulations are illustrated in Fig. 14.

When examining the effects of brightness alterations, the E-TAD
network maintains generally high true positive rates, indicating robust-
ness in identifying real images. However, under conditions of reduced
brightness (−50%), the network’s effectiveness diminishes notably,
with the performance on F2F-generated deepfakes experiencing the
most substantial decline. Similarly, the TN rates are affected by changes
in brightness. The most pronounced decrease is observed under dim
lighting conditions, with the F2F method being the most impacted
again. This indicates that the network’s capability to detect manipu-
lated content is compromised in poorly lit environments. Conversely,
the influence of increased brightness (+50%) is comparatively mi-
nor, suggesting that the key visual indicators essential for identifying
deepfake content remain largely unaffected in conditions of enhanced
illumination. The E-TAD demonstrates varying degrees of resilience
when evaluating the impact of quality degradation, as evidenced by
medium (s = 80) and low quality (s = 50) settings. The TP rates
remain relatively stable across various quality levels, showcasing the
network’s consistent ability to recognize authentic images. However,
a discernible decline in recognizing fake samples is observed as the
image quality deteriorates, particularly at the lowest quality setting (s
= 50). This trend is most pronounced for deepfakes generated by the
NT method, where the network’s effectiveness is notably compromised.
While the TP rates are relatively unaffected by the change in quality
for most generation methods, we observe a notable decrease in TN
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Fig. 12. Frame-level confusion matrix of our method (E-TAD) on the WildDF, CelebDF, and DFDC datasets (cross-dataset results). The decision threshold is set to 0.5.
Fig. 13. Frame-level score distribution of our method (E-TAD) and SOTA methods on the WildDF, CelebDF, and DFDC datasets (cross-dataset results).
Fig. 14. Visual comparison of an individual’s image processed under various conditions using the FF++ dataset. From left to right, the images represent the original quality (c23),
the effects of a 50% reduction in brightness, a 50% increase in brightness, medium JPEG compression (s = 80), low JPEG compression (s = 50), and the heavily compressed
version (c40) from the FF++ dataset.
Table 5
Comparison between performance and inference times of the two training strategies, single model (S-TAD) and
ensemble (E-TAD), of the proposed system.

Method Test set (Intra dataset accuracy) Time (100 frames)

DF F2F FS FSh NT All FF++

S-TAD 70.28 61.88 56.30 68.18 58.60 63.00 25 s
E-TAD 97.11 96.04 91.58 95.24 86.61 86.14 40 s
rates at the lowest quality setting, with NT showing a significant drop.
In conclusion, the E-TAD network’s efficacy in the c40 compression
scenario within the FF++ dataset demonstrates a noticeable decline,
particularly in its true negative (TN) rates. These rates experience
substantial reductions, approximately between 17% and 47%, across
different deepfake generation methods, highlighting the network’s chal-
lenges in maintaining detection accuracy under heavily compressed
conditions.

Future work should aim to enhance the network’s resilience, pos-
sibly through advanced data augmentation techniques that introduce
a wider array of lighting and compression scenarios during training.
Additionally, exploring adaptive neural network architectures that dy-
namically adjust to varying image qualities may offer improved defense
against sophisticated deepfake methods.

5.4. Ablation experiments

In evaluating the S-TAD and E-TAD frameworks, we systematically
analyzed five fusion methodologies to identify the optimal integration
approach for the outputs from both the texture and artifact models.
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Table 7 presents the quantitative results for the single-model train-
ing strategy. Individual Artifact (A) and Texture (T) model perfor-
mances vary across training and test sets. However, their combined
output consistently outperforms individual results. This reinforces our
premise about the inherent complementarity between texture and arti-
fact models, enhancing detection rates and providing robustness against
emerging forgery techniques. The MLP method demonstrates superior
performance of the fusion techniques assessed, especially in intra-
dataset evaluations. This can be attributed to MLP’s parameter-based
adaptive strategy, efficiently merging the outputs of the Texture and
Artifact models to maximize detection accuracy. In particular, this
method employs a two-layer architecture for both A and 𝑇 fusions,
where the first layer expands the inputs from two to 100 neurons,
and the second layer compresses them into a singular output neuron,
optimizing decision accuracy.

For the E-TAD framework, we separately evaluated the Texture
fusion (Table 8), Artifact fusion (Table 9), and their combined or
Artifact-Texture fusion (Table 10). In Tables 8 and 9, the efficacy of
MLP as a fusion technique becomes evident, consistently outperforming
all other methods across intra and cross-dataset evaluations. This trend
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Table 6
Performance metrics of the E-TAD network evaluated on the FaceForensics++ dataset under varying conditions. The table reports true positive (TP) and true negative (TN) rates.
Metrics are provided for baseline video quality (c23) and low quality (c40), decreased (−50%) and increased (+50%) brightness levels, medium (s = 80) and low (s = 50) image
qualities.

Method Original
(c23)

Low brightness
(−50%)

High brightness
(+50%)

Medium
quality (s =
80)

Low quality (s
= 50)

Corresponding
(c40)

TP TN TP TN TP TN TP TN TP TN TP TN

DF 96.03 98.19 95.65 63.36 89.50 93.50 95.39 96.94 94.95 90.95 92.24 75.33
F2F 94.51 97.56 29.49 99.76 97.10 73.64 95.15 94.27 96.06 83.62 87.75 50.18
FS 89.54 93.62 78.35 77.00 89.50 84.16 91.42 85.20 92.20 65.81 59.82 62.00
FSh 92.10 98.39 73.86 94.90 92.25 88.01 91.22 98.15 87.05 95.38 86.58 81.44
NT 86.76 86.45 69.05 75.91 92.81 71.67 93.16 63.99 97.90 21.14 83.25 45.86
Table 7
Ablation study to evaluate the best Artifact-Texture (AT) fusion rule for the S-TAD method. Gray background indicates intra-manipulation
results, and the others indicate cross-manipulation results (Deepfake (DF), Face2Face (F2F), FaceSwap (FS), FaceShifter (FSh) and
NeuralTextures (NT)) and cross-dataset results (WildDF, CelebDF and DFDC). The best results are in bold.

Training data Fusion rule
Test set

FF++ Cross-dataset
DF F2F FS FSh NT All WildDF CelebDF DFDC

DF

A 94.96 56.23 48.93 53.92 60.29 63.66 56.30 55.17 52.97
T 93.80 52.06 48.77 57.18 61.29 62.42 60.53 51.27 51.44
Avg 97.06 54.61 49.01 54.30 60.41 63.55 59.85 55.30 52.71
Max 94.03 56.38 47.97 58.69 65.73 64.81 59.69 52.88 53.14
Min 94.73 51.91 49.73 52.40 55.85 61.28 57.14 53.56 51.27
MLP 97.04 61.13 63.58 65.06 70.88 64.91 61.47 56.17 52.95

Acc-based 97.05 54.70 49.01 54.35 60.38 63.54 59.92 55.31 52.76

F2F

A 59.26 90.84 55.36 47.73 54.13 61.15 49.62 53.92 50.17
T 59.41 92.34 51.13 52.02 55.08 61.94 56.71 61.41 51.86
Avg 59.14 94.76 53.70 48.66 53.83 61.62 52.85 56.95 49.86
Max 65.08 89.89 55.63 50.30 57.33 64.09 53.53 60.69 51.61
Min 53.60 93.29 50.86 49.45 51.87 59.01 52.80 54.65 50.42
MLP 69.60 96.04 57.24 53.42 61.41 64.98 56.22 60.38 51.82

Acc-based 59.09 94.87 53.84 48.84 53.80 61.61 54.53 57.15 49.91

FS

A 47.09 52.69 92.88 47.24 46.16 57.25 45.46 53.27 49.27
T 51.35 48.52 63.51 47.57 49.43 51.88 50.06 47.85 49.52
Avg 47.94 50.78 93.34 47.54 47.44 57.29 52.00 51.01 49.96
Max 49.15 50.56 83.93 45.76 46.46 55.36 46.49 50.62 48.69
Min 49.29 52.67 72.46 49.04 49.12 53.77 49.04 50.50 50.11
MLP 51.61 52.71 93.34 47.90 59.61 55.49 57.32 60.11 52.80

Acc-based 48.41 50.86 93.59 47.58 47.48 57.26 51.88 50.81 49.89

FSh

A 53.31 49.74 48.78 94.02 51.49 58.79 49.02 58.13 52.40
T 55.14 49.78 48.86 88.72 50.99 58.36 51.94 53.78 50.85
Avg 52.83 49.79 48.98 95.83 50.84 58.73 53.81 57.06 51.17
Max 57.02 49.92 48.26 95.44 52.32 60.10 50.01 58.22 52.70
Min 51.43 49.61 49.38 87.29 50.16 57.04 50.94 53.69 50.55
MLP 67.99 52.68 49.43 95.79 58.43 61.75 61.15 57.66 53.93

Acc-based 52.71 49.79 48.99 95.78 50.84 58.73 53.80 57.36 51.34

NT

A 72.95 61.73 47.96 57.18 82.18 65.44 57.17 57.15 50.75
T 80.90 54.29 44.06 62.36 82.38 64.75 65.88 56.74 51.17
Avg 80.30 59.42 45.11 60.19 86.22 67.01 60.72 58.36 50.97
Max 79.47 61.88 45.19 62.64 82.38 67.11 56.44 55.49 51.46
Min 74.39 54.15 46.83 56.91 82.18 63.09 66.60 58.40 50.47
MLP 82.63 63.39 62.49 65.81 86.06 67.20 67.09 58.54 54.83

Acc-based 80.66 59.90 45.18 60.33 86.24 67.00 61.21 58.35 50.97
corroborates the earlier observation in the S-TAD framework and the
strength of MLP in integrating diverse insights, whether they derive
from texture or artifact clues. In this case, the first MLP layer scales
the inputs from the five models to 100 neurons, and then condenses
them into a single neuron for final analysis, mirroring the fusion
approach employed for individual A and T models. Based on these
assumptions, we investigated whether these MPL-fused scores can be
combined further to improve the generalization ability of the whole
model. As illustrated in Table 10, the AT fusion notably augments the
model’s adaptability. This is particularly pronounced for the ‘‘FS’’ ma-
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nipulation within the intra-dataset evaluation. Despite the suboptimal
performance of Texture Fusion for ‘‘FS’’, its combination with Artifact
Fusion results in a marked improvement, further proving the com-
plementary nature of these two attributes. Overall, the average-based
fusion method now slightly outperforms the MLP approach.

The efficacy of parametric approaches is consistent with the sug-
gested fusion strategy’s goal: regardless of the training/validation data
employed, the system aims to maximize generalizability and flexibility
across different application situations. It is also important to point out
that it is not feasible to generically identify what the fusion weights are

or whether any models dominate the system’s final decision.
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Table 8
Ablation study to evaluate the best Texture fusion rule for the E-TAD method. Gray background indicates intra-dataset
results, and the others indicate cross-dataset results. The best results are in bold.

Texture Fusion Rule
Test set

Intra-dataset (FF++) Cross-dataset
DF F2F FS FSh NT WildDF CelebDF DFDC

Avg 69.28 53.38 49.76 59.09 54.76 58.41 56.99 50.19
Max 77.43 76.02 57.47 73.69 72.01 61.10 54.40 52.85
Min 50.25 50.07 49.93 49.98 50.13 50.23 50.16 50.08
MLP 93.52 92.34 66.85 91.80 82.51 65.21 59.36 55.37

Acc-based 79.66 60.71 50.08 65.06 61.46 60.36 57.65 50.20
Table 9
Ablation study to evaluate the best Artifact fusion rule for the E-TAD method. Gray background indicates intra-dataset
results, and the others indicate cross-dataset results. The best results are in bold.

Artifact Fusion rule
Test set

Intra-dataset (FF++) Cross-dataset
DF F2F FS FSh NT WildDF CelebDF DFDC

Avg 62.18 56.35 51.59 53.92 53.56 54.42 58.36 51.32
Max 78.71 77.94 78.71 77.70 75.10 51.15 55.43 51.76
Min 50.24 50.08 50.00 50.00 50.06 50.51 50.04 50.31
MLP 95.18 90.48 93.24 94.57 83.04 59.49 64.11 54.50

Acc-based 75.42 64.54 56.68 60.23 56.70 54.67 58.63 51.38
Table 10
Ablation study to evaluate the best Artifact-Texture fusion rule for the E-TAD method. Gray background indicates intra-dataset
results, and the others indicate cross-dataset results. The best results are in bold.

AT Fusion Rule
Test set

Avg.Intra-dataset (FF++) Cross-dataset
DF F2F FS FSh NT WildDF CelebDF DFDC

Avg 97.11 96.04 91.58 95.24 86.61 64.12 64.42 56.40 81.44
Max 94.04 90.72 81.33 92.14 83.16 62.98 62.20 55.16 77.72
Min 94.66 92.10 78.77 94.23 82.38 61.72 61.27 54.71 77.48
MLP 96.36 94.46 92.47 95.11 86.29 64.07 64.11 56.47 81.17

Acc-based 94.80 93.44 73.06 93.06 83.96 65.89 61.95 56.28 77.81
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6. Conclusions

In this paper, we mainly focus on the problem of insufficient gen-
eralization of DeepFake detection. We provide a dual-focused lens
through which the authenticity of digital content can be evaluated
by integrating artifact analysis and texture inspection. Specifically,
we construct multiple loss functions to separate textures and artifacts
effectively and finally use their probabilistic fusion to distinguish real
from fake. In particular, through a self-supervised learning strategy,
we obtained a mask estimation method to separate the background
and foreground of each image and analyze texture inconsistencies
in detail. This information is then merged with artifact detection to
locate manipulations in the face. This helps to improve the model’s
performance across domains, which is a significant step towards robust
cross-domain detection.

Furthermore, we formulate an incremental ensemble learning strat-
egy, augmenting our model’s inherent flexibility and scalability. This
strategic augmentation enhances the model’s prompt detection capa-
bilities, concurrently ensuring sustained adaptability—an imperative
quality within the dynamic and evolving terrain of DeepFake technol-
ogy. The specialized ensemble learning training affords our model the
capacity to weigh insights gleaned from distinct detectors judiciously,
each honed through training on diverse manipulations.

Our experimental results affirm the effectiveness of our texture-
artifact separation approach in DeepFake detection, underscoring its
potential in this field. Despite the promising results, we acknowledge a
persistent challenge: a noticeable reduction in accuracy when moving
from intra-dataset to cross-dataset scenarios, highlighting a current lim-
itation in generalizing, probably, across heterogeneous video formats.
The E-TAD network also shows constraints in low-light conditions and
with heavily compressed videos. Future work will aim to mitigate these
16

issues by integrating data augmentation techniques that simulate a
broader range of lighting and compression effects and by enriching the
training dataset with more varied artifacts. This endeavor will enhance
the network’s generalization capabilities across different video formats,
addressing the differences inhibiting cross-format generalization.
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