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ABSTRACT

Bacteria multi-drug resistance is a challenging problem of contempo-
rary medicine and a new molecular framework for antibiotics is needed.
General bacterial porins are recognized as the main pathway for po-
lar antibiotics, but the permeability rules are still under debate. Recent
works in literature pointed the electrostatics of the channel to be respon-
sible for its filtering mechanism, and some theoretical investigations are
already reported in the literature aimed at characterizing the electrostat-
ics insitde water-filled channels.

Using Molecular dynamics simulations we revealed the electrostatic
filtering mechanism for porins, using water as sensing tool. We further
quantify from water polarization density inside the channel the macro-
scopic internal electric field inside porins. This method allowed us to
put forward an ultra-coarse-grained model in which the channel is de-
scribed by its cross-section area, internal electric field and electrostatic
potential along the axis of diffusion. Once these three descriptors are
defined, it is possible to estimate the whole free energy along the chan-
nel axis of diffusion for a molecule represented by its size, charge and
electric dipole moment in a few seconds.

This model would allow to wvirtually screen libraries of molecules
searching for hits with enhanced permeability. These results may have
important implications for the formulation of a general model for an-
tibiotics translocation, and can be taken into account for rational drug
design.
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INTRODUCTION

This thesis dissertation covers the topic of permeability of antibiotics
in Gram-negative bacteria. The evolution and widespread of resistant
bacterial pathogens along with the failure in antibacterial drug discov-
ery has led to the resistance eral??l in which simple treatable infections
had become deadly again. In this adverse scenario, a new molecular
framework for identifying and developing new antibiotics is absolutely
needed 1262331,

The situation is particularly critical for Gram-negative bacteria
where the presence of the additional outer membrane (OM) represents
an extra barrier for any antibiotic to access its internal targets!*22l. In
the OM, general diffusion porins are expressed to facilitate the entry of
polar molecules as ions, vitamins and nutrients. Today we know that
porins are the main pathway for polar antibiotics to overcome the OM
barrier 71981 Hence, Gram-negative bacteria have an additional strat-
egy to react to antibiotic stress, reducing the OM permeability, either (i)
by modulating the expression of porins, or (ii) by selecting key residue
mutations that alter the permeability of porins themselves94l. Porins
differently to "Efflux systems’ are an intrinsic resistance mechanism and
the reaction time under antibiotic stress is very slow compared to the
latter. However, porin mutation can alter the its filtering mechanism,
ultimately modifying the rules for permeability, and hence, compromis-
ing polar drugs ability to reach their targets.

Unfortunately, to date no direct and robust experimental methods
are available for measuring drug permeation or accumulation into bacte-
rial*7l neither in vitro nor in vivo. This technological gap has reduced
enormously the research and investment in the field[*26:2691 leaving the
pipeline empty. Understanding at molecular level the filtering mecha-
nism that controls membrane permeability through porins will fill one
of the current knowledge gaps for seeking new effective antibiotics.

Membrane channels like porins with large aqueous pores are tradi-
tionally regarded as 'molecular sieves’ that allow the diffusion of polar
molecules. Since the x-ray resolution of the Outer membrane porin
F (OmpF), one of the most expressed porins in Escherichia Coli131
much attention has been paid to its striking architecture: (i) a con-
stricted central region, and (ii) a strong charge segregation along its
walls. The constricted central region, giving rise to its hourglass shape
as depicted in figure 1, is the real bottleneck for permeation: free diffu-
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sion is avoided and molecules are filtered out by size and electrostatic
properties. Till now the attention has been focus in understanding the
molecule-pore interaction in the constriction region [907113’138], but re-
cent studies have pointed out that the permeation process might be also
modulated by the whole pore electrostatics4554. The OmpF porin can
be simply modelled as an hourglass shaped nano-pore decorated with
charged motifs, as depicted in figure 1 on the right panel. Within this
ultra-coarse-grained model, the diffusion problem of a small molecule
is governed by the interplay between the entropic barrier due to the
size-exclusion criteria and the enthalpic compensation arising from the
electrostatic interaction of the molecule with the electrostatic motifs of
the pore.

Figure 1: Cartoon representation of the microscopic journey through porins.
On the left panel, one OmpF monomer is depicted in new-cartoon
representation in green, embedded in a symmetric 2-oleoyl-1-
pamlitoyl-sn-glyecro-3-phosphocholine (POPC) in van der waals
representation. Inside OmpF the most important charged residues
are highlighted as licorice with its van der waals surface in trans-
parent material, coloured according to its charge. A norfloxacin
molecule in van der waals representation is placed in three ran-
dom steps along the diffusion path. On the right panel the OmpF
model has been replaced for a toy model representation of its archi-
tecture: a green hourglass toroid (cut along the longitudinal plane)
decorated with a few charged motifs represented as accordingly
coloured circles.

The analysis of ion transport through membrane channels based
on the reaction rate theory provides different models for transloca-
tionl34:55.911 depending on the number of energy barriers that the ion
has to overcome inside the channel. The simplest, two-barriers-one-
binding-site model was extended for the first time in 1987 to analyse
sugar transport through the sugar-specific channel (LamB) from FEs-
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cherichia coli in"4, assuming single occupancy of the internal binding
site.

The general diffusion model can be compared with the two-barrier-
one-binding-site!*3] model, both schematised in figure 2. The flux for-
mula, for the two models, is respectively:

]:fcr (1)

konc low concentration
J= (2)
kofr  high concentration

where D is the molecule diffusion constant, L. the length of the channel,
and kop, k, 7f the association and dissociation rates.

The main differences between the two models is the description of the
particle dynamics inside the channel, simple diffusion for the former,
diffusion with binding for the latter. In the general diffusion model
eq.1, the flux is linear with the solute molecule concentration while
in the case of the two-barrier-one-binding-site model eq.2 the linear
regime holds only at low concentration, while it tends to saturate at
high concentrations due to binding. In this case, the molecule residence
time distribution inside the channel is a single-exponential, being the

average residence time T = ﬁ
0

* [ --e---bk

”~

I = ke J@ = |2,
* ‘
€ _—
(1) (2)
Joff ‘]off

Figure 2: On the top the free diffusion model is schematize, in the absence
of a binding site inside the channel the solute (magenta star) is
free to diffuse through the channel (cylinder), while in the case of
the two-barriers-one-binding-site model in the bottom, there exist
a binding site in the middle of the channel changing the diffusion
kinetics.

Hence, the stronger the channel-molecule interaction is the longer
its residence time, consequently decreasing the flux with respect to the
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general diffusion model. It is counter-intuitive that a channel naturally
engineered for transporting a certain type of molecule, exhibits a bind-
ing site that reduces the flux. But, it is also interesting to note that, the
maximum flux at physiological concentrations (low concentration of so-
lute molecule) is higher for the two-barrier-one-binding-site model than
for simple diffusion[*5]. This observation lead the authors to conclude
that a binding site inside the channel leads to faster transport when
compared with general diffusion, establishing the current paradigm.

1.6

1.4 - -

1.2

1

08 - .

Rate [a.u.]

0.6

0.4 |- .

02 - Two-barriers-one-binding-site
General diffusion
0 \ | | \ \

0 10 20 30 40 50 60 70

Concentracion [a.u.]

Figure 3: Molecule rate comparison as a function of concentration for the
two models: Two-barrier-one-binding-site (cyan), general diffusion
model (magenta).

In order to determine the importance of the interaction of the
molecule with the channel, electrophysiology experiments [123] at single-
molecule single-channel showed that changing the pH of the solution
dramatically changes the frequency of the binding events. pH affects
the protonation state of both the channel and the molecule, changing
the electrostatic picture. This modulated "on rate" reflects once more
the importance of the channel-molecule interactions, and in particular
of the electrostatic interaction of the molecule with the channel unique
electrostatic motifs. However, x-ray co-complex experiments did not
find any evidence for a unique binding site!*73l. In particular different
antibiotics seem to find favourable interactions far from the constriction
region, though these experiments are performed under very unrealistic
conditions. Today it is not yet clear if, as in the enzyme problem, this
affinity sites are biologically relevant in terms of flux control, like in
the two-barrier-one-binding-site model. A rationale analysis should fo-
cus on the role of the whole pore properties modulating the flux: (i)
How does the entropic barrier of the constriction region modulate the
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flux? (ii) how does the electrostatics of the channel affect its filtering
mechanism?

The aim of this thesis is to put forward an ultra-coarse-grained model
for calculating the energy of small polar molecules interacting with
membrane channels during diffusion, using the OmpF porin from F£.
coli as prototype. We trained the model to reproduce the free-energy
obtained from all-atom simulation of the translocation of well-known
drugs, selected in order to cover different physico-chemical properties
(size, charge, dipole, shape), through OmpF using metadynamics to
enhance the conformational space sampling. This ultra-coarse-grained
model will help to generate molecular descriptors for enhanced per-
meation!%!. Further, the energetic decomposition of the problem will
help to understand which are the most important energetic terms in
determining the flux.

In chapter 2 a further discussion about the "Antibiotic resistance"
problem in bacteria is given as well as a briefly historical overview of
the antibiotic discovery. We review in chapter 3 the state of the art
of antibiotic permeability in gram-negative bacteria obtained with in
silico techniques, and we describe briefly the main in vitro and in vivo
techniques available for measuring permeability.

In the methods chapter 4 we introduce the computational techniques
employed in this thesis as well as a new enhanced sampling technique
which is being set up in the last period of the research.

In chapter 5 the electrostatic pattern along the axis of diffusion of
porins is described using water as a molecular probe. Both the choreog-
raphy of water and antibiotics while diffusing through the pore helped
us to show qualitatively the role of the internal electrostatics of porins
in its filter mechanism.

In chapter 6 we provide a method based on water polarization for the
exact quantification of the macroscopic intrinsic electric field felt by the
molecule while permeating through the channel. Moreover we discuss
the ability of this macroscopic observable to account for environmental
differences, like ion concentration or the presence of metallic ions, and
pin-point mutations, as well as the main differences in electrostatics
among general porins.

Finally, in chapter 7 we introduce an ultra-coarse-grained model for
the free energy of polar molecules permeation through porins based on
the calculation of the entropic barrier due to the size-exclusion prob-
lem along the pore and the enthalpic contribution of the electrostatic
interaction of the molecule with the internal wall of the channel.
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2.1 ANTIMICROBIAL RESISTANCE

With few replacement products in the pipeline, the world is heading
towards a post-antibiotic era in which common infections will once
again kill. This will be the end of modern medicine as we know it. If
current trends continue, sophisticated interventions, like organ
transplantation, joint replacements, cancer chemotherapy, and care of
pre-term infants, will become more difficult or even too dangerous to
undertake.

— Dr. Margaret Chan, World Health Organization general director
speech at G7 meeting on antimicrobial resistance, October 2015

Antimicrobial resistance (AMR) is a broad term, that encloses resis-
tance to drugs to treat infections caused by all types of microbes, as bac-
teria, parasites, viruses and fungi. Resistant microorganisms threaten
the effective prevention and treatment of an ever-increasing range of
infections. Its ability to survive attack by antimicrobial drugs such as,
antibacterial drugs (e.g. antibiotics), antifungals, antivirals and anti-
malarials renders standard treatments ineffective and infection persist,
increasing the risk of spread to others.

The evolution of resistant strains is a natural phenomenon that oc-
curs when microorganisms replicate themselves erroneously or when
resistant traits are exchanged between them. The use, abuse and mis-
use of antimicrobial drugs accelerates the emergence of drug-resistant
strains. Poor infection control practices, inadequate sanitary conditions
and inappropriate food-handling encourage the further spread of an-
timicrobial resistance.

In the past, resistant infections were associated predominantly with
hospitals and care settings, but over the last decade resistant infec-
tions have been seen in the wider community too. With resistance on
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the rise, we stand to lose the immense ground we have gained in the
last century. This includes: 1) our fight against life threatening infec-
tious diseases such as pneumonia, tuberculosis (TB), Human Immun-
odeficiency Virus (HIV) and malaria; 2) our battle against conditions
such as cancer, where antibiotics are crucial in helping chemotherapy
patients avoid and fight infection; and 3) huge advances in surgical
procedures like organ transplants and caesarean sections, which have
now become routine and relatively low risk, thanks to our ability to
effectively stave off or treat acute infections with antibiotics.

2.2 ANTIBIOTIC RESISTANCE

This study is focused in antibiotic resistance. Antibiotic resistance
refers specifically to the resistance to antibiotics that occurs in com-
mon bacteria that cause infections!**9]. The evolution and widespread
distribution of antibiotic-resistance elements in bacterial pathogens has
made diseases that were once easily treatable deadly again.

The discovery of penicillin in 1929, streptomycin in 1943 and
cephalosporins in 1948 by Giuseppe Brotzu, give rise to the golden
era of antibiotic discovery. With infections under control, clinicians
started to transform and revolutionize medicine. Invasive surgery be-
came routinely, immune-system destroying chemotherapy was intro-
duced to fight cancer, organs transplantation became a reality for ex-
tending lives and multiple replacement surgeries improved the quality
of life of humanity.

In his Nobel Lecture on penicillin, Sir Alexander Fleming stated: " It
s not difficult to make microbes resistant to penicillin in the laboratory
by exposing them to concentrations not sufficient to kill them, and the
same thing has occasionally happened in the body". Nevertheless, antibi-
otics has been used as magic weapons to cure all infections, regardless
their use was really appropriate for the infection. Unfortunately, due
to the existence of antibacterial resistance, the control of bacterial in-
fection through the use of non-toxic, cheap and plentiful antibiotics
cannot be taken for granted any more and it is a real challenge for
contemporary medicine. 22!

The rise and spread of antibiotic resistance presents a unique chal-
lenge to both science and medicine. The spread of multidrug-resistant
"ESKAPE" organisms (Enterococcus spp., Staphylococcus aureus, Kleb-
siella spp., Acinetobacter baumanii, Pseudomona aeruginosa adn En-
terobacter spp.) represent a real crisis, indeed, in the case of some Gram-
negative bacteria, such as some strains of A. baumanii that are resistant
to all currently available antibioticl60-160].



2.3 ANTIBACTERIAL DRUG DISCOVERY

The microbial world has always had the molecular tools to drive re-
sistance. The antibiotic resistome - the global collection of all microbial
resistance genes - is genetically diverse, widespread across all environ-
mental niches and pre-dates the modern antibiotic era by millennia.
Resistance is a natural process related to the evolution of bacteria,
which is accelerated by the pressure exerted by antibiotic exposure, as
predicted by Fleming. This natural evolution is unavoidable and we
will always need new antibiotics to fight bacteria.

The use of large quantities of antibiotics to control infection in hu-
man and animal diseases and in agriculture has created unprecedented
conditions for the mobilization of resistance elements in bacterial pop-
ulations and their capture by previously antibiotic-sensitive pathogens.

Antibiotics shut down essential cellular functions, and resistance
mechanisms appear to exploit every possible strategy of preventing a
drug from hitting its target. The major types of clinically relevant resis-
tance have been long studied and are generally well understood [47:126].

In the resistance era, in order to come up with new antibiotics for
treating resistant infections, we need a better understanding of the cell
biology of these microorganisms. We need to understand better the
mechanisms of action of the existing antibiotics and to learn from the
history of antibiotic discovery.

2.3 ANTIBACTERIAL DRUG DISCOVERY

The number of new antimicrobial classes discovered or patented has
decreased over the years triggered by many different reasons!™5! as it
can be seen in Figure 4. Finding new drugs as efficient as the "his-
torical" antibiotic classes has proven to be extremely challenging and
moreover, antibiotics have a poor projected return on investment [22,260]
for pharma companies.

In the golden era of antibiotic discovery, natural scaffolds and alter-
native versions of these pioneering drugs were uncovered by mining the
specialized metabolism of bacteria and fungi or by chemical modifica-
tion of existing scaffoldss. Nevertheless, there are many fundamental
gaps in our knowledge about antibiotics, from the exact target of many
of them, to the penetration pathway that the molecule undertakes to
reach its target inside the cell and the mechanisms adopted by the
pathogens to actively pump out the noxious molecules.

Antibiotics perturb important biochemical processes, which results
in the inhibition of cell growth and division and, in the case of bacte-
ricidal agents, cell death. The first antimicrobial agents were synthetic
molecules that were discovered by screening libraries of chemicals, in
particular dyes. This screening was superseded by the realization that
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Figure 4: Source: Readapted from Lynn L. Silver "Challenges of Antibacte-
rial Discovery," Clinical Microbiology Review (2011)[145]

bacteria and fungi in the environment produce metabolites that could
treat bacterial infections in humans with remarkable efficacy and min-
imal toxic side effects. The strategy adopted by Selman Waksman, a
co-discoverer of streptomycin, involved screening soil-dwelling bacteria,
and in particular spore-forming Actinomycetes, for the production of
metabolites that block the growth of pathogens — a process that was
later termed the Waksman platform. 7778, The simplicity and effective-
ness of the platform lead to the golden era of antibiotic discovery, the
period in which most of the antimicrobial natural scaffolds that serve
as our antibiotic arsenal were discovered 5. The platform also imposed
measures of success that following drug-discovery efforts would need to
use, in particular the use of the inhibition cell growth in wvitro, which is
assessed on rich media, as the way to determine the minimal inhibitory
concentration (MIC) of a compound.

By the middle of the 1960s, new and effective antibiotic scaffolds
were becoming harder to identify using the Waksman platform. Due to
fact that these specialized metabolites are product of microbial evolu-
tion within specific environment and were not designed as drugs, hence,
most of them have considerable pharmacological and toxicological draw-
backs. Furthermore, the resistance to these early antibiotics started to
become a problem. These issues opened the door to the medicinal chem-
istry era 5, the next period in antibiotic discovery. The development of
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antibiotics was dominated in this period by cycles of innovation that fo-
cused essentially on creating synthetic versions of the natural scaffolds
discovered in the previous era. These derivatives led to exceptional
improvements in the application of antibiotics, which included lower
doses, an expanded antimicrobial spectrum against various pathogens,
and the avoidance of resistance.

Golden Age of Golden Age of Medicinal Resistance
Discovery Chemistry Era

1940 1950 1960 1970 1980 1990 2000

quinololes,streptogramins

Rifamycins,oxazolidinones diarylquinolones

glycopeptides
Macrolides,fixadomicin
chloramphenicol, tetracyclines lipopeptides

aminoglycosides
sulfoamides
B-lactams

Figure 5: Antibiotic classes discovery time-line.

Most existing antibiotics are therefore derived from natural products
and tend to target the bacterial cell wall, DNA or ribosomes. With a
few exceptions these compounds have complex effects on bacterial cell
and often have more than one molecular target. Moreover, there is an
increasing appreciation that bacterial cell death is complex and proba-
bly requires the involvement of several cellular pathways. Many natural-
product antibiotics are the product of selection for these complex traits
over millions of years of evolution. Therefore is perhaps unsurprising
that modern methods in drug discovery have yet to deliver compounds
with efficacy comparable to that of the first generation of natural an-
tibiotics and semisynthetic derivatives.

The golden era was followed by a considerable innovation gap in
the identification of new scaffolds that began in the middle 60s and
lasted until the early 90s, where a fresh wave of resistance precipitated
a renaissance of discovery efforts. Coinciding with the emergence of
innovative drug-discovery approaches in all therapeutic areas. These
new methods were strengthened by remarkable advances in technology,
such as breakthroughs in the manipulation of recombinant DNA to pro-
duce desired proteins at high yields and high—throughput synthesis to
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create large chemical libraries. Improvements in protein—structure de-
termination enabled rational drug design, and robotic liquid handling
facilitated high-throughput screens of biochemical assays. Furthermore,
a computing revolution made it possible to handle much larger data sets.
When coupled with emergent genomic technologies, these advances en-
abled a "gens-to-drugs" model that has been applied with success to
many therapeutic areas and become convention.

Antibacterial drug discovery has been especially influenced by ge-
nomic data, technology and innovation. The first free-living organism to
be sequenced was the pathogen Haemophilus influenzae and, since then,
thousands of bacterial genomes have been sequenced. High-throughput
techniques that can create precise deletions at the genome scale have
been used to explore methodically the dispensability of each gene in
both the model Gram-positive bacterium Bacillus subtilis and in the
model Gram-negative bacterium Fscherichia coli. Pathogens such as
Staphylococcus aereus and Pseudomonas aeruginosa have also been the
subject of systematic approaches to mutagenesis, due to the prevalence
of M. tuberculosis. The goal of these large-scale surveys has been to
identify new targets for a generation of antibiotics that will not be
susceptible to existing mechanism of resistance.

Large-scale gene dispensability studies generated numerous targets
and many were tested in vitro screening campaigns. However, this high-
throughput biochemical screens of large collections of synthetic chemi-
cals often were unable to find promising compounds with the necessary
physical and chemical properties. Gram-negative bacteria have proved
especially discouraging owing to a poor understanding of drug penetra-
tion and efflux systems that are pervasive in this group of pathogens.

Modern antibacterial drug discovery has also employed large chemi-
cal screens of whole cells for growth inhibition. However, such screens
produce huge numbers of active compounds that are difficult to follow
up because of a lack of tools for prioritization. Indeed, there has been a
resurgence in cell-based approaches that includes innovative strategies
for focusing in promising leads that target different aspects of bacterial
survival. Ultimately, these approaches will focus on specific targets to
facilitate the lead-optimization strategies that are inherent to modern
drug discovery.

Approximately 7 percent of the E. coli genome, some 303 genes, has
been shown to be essential for growth in rich media, which represents
typical Waksman-screen conditions. Nevertheless, systematic studies
of stress conditions such as nutrient deprivation and chemical pertur-
bation have demonstrated that a further 285 genes are conditionally
essential. These conditionally essential genes largely encode enzymes
that are important for the utilization of carbon sources or biosynthe-
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sis of the outer membrane as well as in the synthesis of amino acids,
vitamins and nucleobases. Yet these processes have been ignored by
antibacterial drug discovery.

In vivo essential genes represent a set of emerging targets that re-
main untested in modern antibacterial drug discovery. However, they
hold great promise for expanding the pool of targets for new drugs. In-
hibitors of this class of targets often fail to show standard phenotype of
cell-growth inhibition, which is used to calculate the MIC. The MIC is
an important driver of compound optimization in preclinical antibiotic
development and a gold standard for efficacy.

Although, historically, natural-product have shown great efficacy
against bacteria, they have many drawbacks. Natural-product antibi-
otics are often chemically complex with challenging and intractable
routes to synthesis in the laboratory that make it difficult to prepare
derivatives. The pharmacology of most first-generation is also not ideal,
which reflects the origins of these drugs as specialized microbial metabo-
lites not medicines. Furthermore, because these ancient metabolites are
important components of microbial chemical ecology, genetic elements
that provide resistance against them have been retained by and are
often widely dispersed in communities of microorganism in the envi-
ronment.

Libraries of chemical of synthetic chemicals can exceed several mil-
lion compounds and, in principle, provide access to a vast spectrum
of chemical space. Although, these collections have been explored as
source of new antibiotics using modern drug-discovery platforms for
more than three decades. Driven by metrics such as the Lipinski rule
of five for orally available drugs, the synthetic libraries of most phar-
maceutical companies tend to be dominated by compounds that are
optimized for human biology. But most antibiotics in clinical use do
not conform to these parameters because they are natural products or
their derivatives. The Achilles’ heel of synthetic compounds as new an-
tibiotic drugs seems to be their general inability to penetrate readily
the cell envelope of bacteria, which comprises inner and outer mem-
brane, porins and complex carbohydrate polymers, couples with their
susceptibility to active eflux by membrane associated pumps. Because
they are products of evolution, antibiotic natural products have evolved
to overcome these challenges.

A proposed solution to this problem is the development of synthetic
libraries that capture the chemical diversity and physiochemical prop-
erties of natural products. Another proposed solution is to capitalize
on the ability of synthetic compounds to inhibit essential bacterial tar-
gets by developing delivery systems that solve the cell-envelope pene-
tration and efux challenges. One example of the second strategy are
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siderophores also known as "Trojan horse" approach that has been
explored but not yet proved to be clinically efficacious. A further solu-
tion is to combine these compounds with molecules that enhance their
transport or otherwise help to breach the permeability barrier of the
bacterial cell.

2.4 GRAM-NEGATIVE BACTERIA

Broadly speaking there are two big types of bacteria: gram-negative
and gram-positive, according to the reaction of the cells to Gram stain,
a long-standing test for the classification of bacterial species.

The main difference among gram-positive and gram-negative bacte-
ria arise from the cell envelope type: gram-positive bacteria have a thick
envelope made of several layers of peptidoglycan and teichoic acids,
while gram-negative bacteria posses a thinner one, but more complex.

The gram-negative bacteria cell wall is made of fewer layers of pepti-
doglycan with respect to gram-positive but this layers are surrounded
by a second lipid membrane 6, the outer membrane (OM).

The OM itself is highly asymmetric. Its inner leaflet, which faces the
periplasmic space, is composed of phospholipids, similar in composition
to the inner membrane. By contrast, the outer leaflet contains large
lipopolysaccharide (LPS) molecules, which contain multiple saturated
fatty acid tails and heterogeneous, charged polysaccharides that are
cross-linked by divalent cations.
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Figure 6: Schematic representation of Gram-positive and Gram-negative cell
envelops.

The OM in gram-negative bacteria acts as a first line of defence
against toxic compounds [135], The combination of a highly charged
sugar region and tightly ordered, gel-like hydrocarbon chains results
in low permeability. Clinical Gram negative-bacteria strains such
as Fscherichia coli, Salmonella spp.,Klebsiella spp.,Enterobacter spp.,
Campylobacter spp., Acinetobacter spp. and Pseudomonas aeruginosa



2.4 GRAM-NEGATIVE BACTERIA

are frequently reported as multidrug resistant (MDR). For this type
of pathogen the pipeline is virtually empty, limiting the therapeutical
options and in the worst cases leading to death.

Gram negative-pathogens use three major strategies for drug resis-
tancel*22l:

1. the membrane barrier hinders the access to the intracellular re-
gion;

2. the enzymatic barrier produces enzymes able to degrade or mod-
ify antibiotics;

3. the target protection barrier that diminish target recognition and
hence antimicrobial activity.

In this thesis dissertation we will focus the attention in the first strat-
egy: the access to the intracellular region in gram-negative pathogens.

Permeation through the OM is largely controlled by membrane pro-
teins and protein complexes that regulate the influx and efflux of nutri-
ents and nocive species43:115:143] The majority of hydrophilic antibi-
otics exploit membrane protein pores or porins to penetrate the outer
membrane and reach their targets in periplasmic space[li“]. Thus, the
OM provides this type of bacteria with a very effective intrinsic resis-
tance mechanism against antimicrobial compounds, and many resistant
strains present porin mutations[3*22l, This passive resistance mecha-
nism is additional to the acquired and adapted resistance, that are due
to the incorporation of new genetic material or mutation, ultimately
resulting in modified proteins and protein expression level [51],

Porins Protein pores or porins are typically closed barrels, monomeric
or homotrimeric proteins, consisting of transmembrane anti-parallel -
strands that are strongly tilted with respect to the barrel axis. Each
strand is connected by short turns on the inner side of the membrane
and by long, mobile loops on the extracellular side as it is shown in
Figure 7. Matching the lipid bilayer environment, the outer surface
of the barrel is strongly hydrophobic, whilst at the membrane-solvent
interface, amphipatic aromatic groups (i.e. Trp, Tyr) are generally ob-
served['43], These B-barrel channels form transmembrane water-filled
channels allowing the passive diffusion of hydrophilic molecules, up to
600 Da, acting as molecular filters in the OM of gram-negative bacteria.

Different types of porins have been characterized in Gram-negative
bacteria and classified according to their activity: non-specific or spe-
cific channel or selective pore; their functional structure: monomeric or
trimeric; and their regulation and expression [43:51:115:123,143]
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(b)

Figure 7: Cartoon representation of general channel, OmpF from E. coli (a)
extracellular view of the homotrimer, (b) front view, (c) periplas-
mic view. Colour scheme: extended beta-strands in green, alpha-
helix in cyan, 3-10 helix in magenta, coils in orange ad turns in
orange.

The pioneering studies of the three major outer membrane porins of
E. coli- OmpF 3%, OmpCl**l and PhoE3% - constitute the foundation
of our current knowledge of outer membrane channels3:115] OmpF,
OmpC and PhoE are classified as general or non-specific channels and
together with their homologue’s in other Gram-negative bacteria are
termed as classical porins!**5.

(Classical) General Porins Classical porins are characterized for
presenting an open conformation in the absence of any specific sub-
stratel43:115 . Despite its "non-specificity", they can be subclassified
according to several physico-chemical properties of the solutes that
can translocate trough them: size, charge, electrical dipole moment...
But also in terms of its own physico-chemical parameters, such as con-
ductance, selectivity and voltage gating. The two major porins of FE.
coli: OmpF and OmpC have been widely studied [68,81,86,127,147,158] Thjg
family of porins allow the passage of ions and metabolites up to 600
Da. They are slightly cation-selective, whereas PhoE selects inorganic
phosphate and anions[43-51:115:24:143] - Growth conditions alter the level
of expression of these two porins[*®4 in particular, rich media like the
mammal intestine, favours the expression of OmpC over OmpkF'. Despite
the pore size, constricted halfway down the pore by the so-called loop
L3, was pointed out as the most important feature behind channel per-
meability 56204 later computational and experimental studies!®435l
have pointed out the channel electrostatics as playing a major role in
the filtering mechanism, due to charge segregation along the channel.
In Figure 8a-b. we provide a cartoon of OmpF, in panel (a) the con-
striction loop L3 is highlighted in orange as well as the charged residues
in the narrower region, while in (b) the lumen pore is schematize using
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a surface representation, highlighting the accessible area with a dashed
magenta ellipse.

Although, most of the porins involved in polar antibiotics translo-
cation belong to the classical porins family, there are exceptions, such
as OprD from Pseudomonas Aeruginosa and other porins from Acine-
tobacter baumanii and Neisseria spp, for which their specific nature
suggest more specific rules for permeation.

(b)

) (d)

Figure 8: Cartoon representation of a general porin, OmpF from E. coli,
and a specific channel, OprD from P. aeruginosa. (a) Top view
of the trimeric OmpF, where loop L3 has been highlighted in or-
ange. Charge segregation is highlighted in the constricted region
in red (negative) and blue (positive). (b) Same as panel a, where
atoms Van der Waals surface was added in order to highlight the
solvent accessible area inside each monomer. (¢) Top view of the
monomeric OprD, where the loops that folds back into the pore
and generate the constriction region are highlighted in purple and
orange. The oppositely charged residues that characterized the con-
striction region have been also highlighted in red (negative) and
blue (positive). (e) Same as panel d, where atoms Van der Waals
surface was added in order to highlight the solvent accessible area
inside the channel.

Specific-Porins  Certain species like P. aeruginosa and A. baumanii
exhibit lower permeability than E. coli. These species instead of express-
ing relatively large 'non-specific’ channels, show a variety of specialized

19



20

RESISTANCE IN GRAM-NEGATIVE BACTERIA

porins for the uptake of nutrients!571. Such as the outer membrane car-
boxylate channel (Occ) family of transporters also known as OprD
family 148,157 Specific porins are smaller than general porins but the
exclusion size of other solutes is only about half the value determined
for general porins. This porins are normally closed in the absence of
the substrate. The presence of a binding site for the substrate within
the channel, as found by means of electrophysiology for Maltoporin
(LamB), a sugar-channel of E.colil'3l is the key feature driving translo-
cation. In the case of sugar channels the ’greasy slide’[*42l, a smooth hy-
drophobic path, which extends from the floor of the vestibule, through
the constriction to the periplasmic exit, guides sugar through the chan-
nel by engagement in nonspecific hydrophobic interactions with the
pyranose rings. In Figure 8c-d, the OprD channel from P. aeruginosa
is depicted, in this case as previously mentioned the accessible area is
smaller than in the case of general porins, as in can be appreciated in
panel(d) and the loops involved in the channel constriction or gating
is more complex as it can be seen in panel (a) where also the most
important charged residues have been highlighted.

In order to analyse this physico-chemical properties porins have been
purified and reconstituted in different experimental setups like lipo-
somes and planar bilayers[43l. This techniques will be briefly reviewed
in the next chapter 3
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3.1 IN VITRO AND IN VIVO TECHNIQUES

To date there is neither a direct nor a robust experimental method to
quantify antibiotic permeation in vivo or in vitro. [170] The quantifica-
tion of the flux of small molecules across the OM is highly influenced
by kinetics as only a few thousand molecules per cell enter within few
minutes to hours!*53l. Typical devices have a detection limit of 102
molecules, so antibiotic flux is substantially below that limit, thus re-
quiring signal amplification. Nevertheless, there exist different assays
to try to measure antibiotics’ flux into bacteria.

In vivo One of the methods available to measure flux in vivo is the
antibiotic accumulation assay. Bacteria is incubated with antibiotics
for a fixed time period and then washed in order to remove all the
antibiotic from the media. There are several techniques, that mainly
differ in the separation/washing method "], Then different biophysical
techniques can be applied to quantify the intracellular antibiotics, like
counting radioactive labelled compounds or in the case of the naturally
fluorescent quinolones with a plate reader.

Another approach is based on enzymatic assays!'7 in which bac-
teria is engineered to express B-lactamase enzymes. This enzymes hy-
drolyse the B-lactam group from B-lactam antibiotics, like penicillins,
cephalosporins or carbapenems. The signal is collected from beta-
lactamase cleavage of the antibiotic, using for example "Fluorescence
Resonance Energy Transfer’ (FRET)-based methods in the most mod-
ern set—ups[112’169’176].

More recently strong light sources enabled uptake quantification of
fluorescent molecules using the increasing fluorescent intensity inside a
single celll®l. Bacteria are soaked in fleroxacin, a natural fluorescent
antibiotic, and separated. Using the light source at the synchrotron
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a Impermeable — no influx . b Permeable — water influx € Liposome bursting — polymer release
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Figure o: Liposome swelling assay scheme. Reprinted from 122!

Soleil (Paris) the authors were able to image single bacteria at the
emission wavelength of fleroxacin. Accounting for smart background
elimination this approach allows to follow the kinetic of single bacteria
influx and efflux mechanism.

A promising tool is to use mass spectrometry in order to measure
the uptake of antibiotics by quantifying the change of extracellular drug
concentration, as it have been recently shown [26:40:274],

In vitro To understand the molecular origin of the rate limiting steps
in permeability less macroscopic information is needed. Different in
vitro biophysical assays have been developed for this purpose.

Liposome swelling assay provides information on a model system lo6l,
Porins are reconstituted in a multilayer liposome preparation as it is
shown in Figure g. The substrate is added under iso-osmotic addition
and diffuses inside causing a change in light scattering. Briefly caged flu-
orescent dyes are encapsulated into single wall liposomes. Antibiotics
able to displace the fluorescent dye from the cage in a competitive
manner will create an increasing fluorescence. In case of uncharged
molecules the change in light scattering signal correlates well with the
relative permeability, but disadvantages are: (i) the need of large quan-
tity of material to achieve enough signal and (ii) counter ion flow effects
in case of charged molecules. Also multichannel based assays provide
an average value and do often not allow conclusion on rates.

Another technique consist in using reconstitution of a single porin
into planar artificial lipid bilayer, apply a transmembrane voltage and
record the ion current flow across the channel. Antibiotic is added to
one of the sides (cis or trans) of the chamber and it will passively
diffuse into the channel. The interaction between the antibiotic and
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Figure 10: Schematic representation of a typical planar bilayer set-up for ion
current recording. 1.a) Two half cells made of Delrine separated by
a 25 lijm Teflon foil with a hole in the center, clamped together
1.b) Microscope picture of the teflon hole.c) Schema of a lipid
bilayer with a reconstituted trimeric porin. d) The insertion of a
single channel will give raise to a jump in conductance. Reprinted

from [16]

the channel will block the ion current, as the antibiotic atoms will
compete with ions, blocking diffusion inside the channel 10.

As mentioned before this analysis provides data on interaction but
not directly on translocation as the molecule may exit from the entry
side after blockage*®l. In case of charged molecules we may directly
conclude on translocation: increasing voltage will reduce the residence
time of the molecules inside the channel in case of transport "4, How-
ever most of the molecules do not carry a net charge and are thus
invisible. Furthermore the finite time resolution of electrophysiology
requires a sufficient strong occlusion of the channel to be visible. Al-
though recent analysis techniques allow to better discriminate between
reflected and translocated molecules to beat the resolution time below
microseconds!*7.
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3.2 IN SILICO STUDIES

As it was mentioned in the introduction, porins are believed to be the
main pathway for polar antibiotics to overcome the outer membrane
permeability barrier.

Since the crystallization of the first porins X-ray structure (OmpF
and PhoE from E. coli) 361 its peculiar architecture has dragged much
attention, in particular, its decorated eyelet depicted in Fig.11. Start-
ing from these X-ray structures , the authors calculated the internal
electrostatic potential and electric field of OmpF and PhoE using a
macroscopic multi-dielectric model, revealing that in the case of OmpF
the highest field intensity was located in the constriction region inl79l.

Figure 11: Cartoon representation of the eyelet region of the OmpF porin.
The constriction loop L3 is highlighted in orange and the op-
positely charged residues decorating the eyelet are depicted in
licorice representation with its van der waals surface in transpar-
ent material, coloured according to its charge.

The early simulation of the OmpF porin in a fully hydrated sym-
metric bilayer shed some light in its dimension, ionic conductance and
water properties inside the pore[158]. Simulations revealed the existence
of structured water in the constriction region, caused by the intense
transversal clectric field calculated [, though simulations were lim-
ited to a few nanoseconds. Previous studies[*4°l had revealed that the
dynamical properties of water inside model pores is different from bulk,
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and water dynamics is influenced by confinement and channel electro-
statics. Later, by using molecular dynamics, Brownian dynamics and
continuum electrodiffusion theoryl57:6%1 the authors showed two differ-
ent pathways for cations and ions inside OmpF, due to charge segrega-
tion inside the pore, and addressed the importance of the formation of
ion-pairs for its diffusion trough the channel. Also the authors reported
small fluctuations of the constriction loop L3, hence, non gating was
reported.

In the case of the transport of small molecules through general porins
by using non-equilibrium molecular dynamics, it was shown for alanine
and methyglucose diffusing trough OmpF'. The structural perturbation
of the protein is minimal and during the permeation process, both
alanine and methylglucose are strongly aligned to the electric field in
the eyelet region, but no binding was observed 3%,

In the case of antibiotics, it has been reported[?3l that the activ-
ity of many well-known antibiotics like B-lactams and fluoroquinolones
is highly influenced by their ability to overcome the OM [23:82] being
their target the synthesis of the peptidoglycan, in the periplasmic space.
Different experimental /computational studies have been performed in
order to determine the main diffusion pathway for different classes of
antibiotics.

Traditionally E. coli classic porins OmpF and OmpC have been taken
as prototypes for enteric Gram-negative bacteria general diffusion chan-
nels. OmpF and OmpC are expressed under different growth media
conditions!*°4 low media the former and rich media like the mammal
intestine the latter . Even though, they have similar structure and high
sequence similarity (77 %), these two channels have different filtering
properties. OmpF has higher conductance than OmpC and a lower
voltage threshold for channel closure. The diffusion of solutes has been

101,114,116]  Moreover

experimentally proven to be very different [13:53:54,
OmpC has shown lower permeability to different classes of antibiotics
than OmpF, and mutants lacking OmpF and expressing OmpC ac-
cordingly showed decreased antibiotic susceptibility 94204 This facts
lead to the conclusion that the pore size was the primary determinant
for drug permeability, but, still no evident strong correlation between
the rates of permeation and antibiotics’ physic-chemical properties has
been found so far[22,38,56,83,84,86,94,101,120,135,163,175].

In order to investigate the limiting steps for permeation rates, in (20
using the number of H-Bonds (and salt bridges) between the antibiotic
and the channel residues, and the antibiotic position along the axis of
diffusion as metadynamics collective variables, the authors identified
the breakage of H-bonds and salt bridges in the constriction region (CR)
as rate-limiting step for translocation. They also showed the importance
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of the charged residues outside the CR for the exit path of the drug, as
it has been previously shown by means of experiments and simulation
in [21,128] )

In the case of ampicillin it had been shown experimentally that it
strongly interacts with the pore in the CR, and it was hypothesized
to sit transversally in the CR with its dipole moment matching the
oppositely charged residues of the eyelet9°*3]. By using metadynam-
ics[38] the authors identify for the zwitterionic molecules ampicillin and
amoxicillin a binding region near the CR, whereas for axlocillin and
piperacillin they stated that they were to big to cross the CR. In the
case of carbenicillin it was found that it makes favourable interactions
in the extracellular vestibule. This work suggested the hypothesis that
a set of high-affinity sites at the narrowest part of the OmpF channel
enhances drug’s ability to cross the membrane via the pore.

Further investigations!5%:%5] started to question the two-barriers-one-
binding-site model for antibiotics in general diffusion channels. By us-
ing liposome swelling assays to complement electrophysiology experi-
ments and simulations, the mentioned studies support the idea that
for translocation a balance between the antibiotic confinement (en-
tropic contribution) and the favourable specific interactions inside the
channel (enthalpy compensation) are rather more limiting than the ex-
istence of a binding site. In addition, desolvation upon binding of both
antibiotic and residues involved in binding were suggested to provide a
favourable entropic increase, calculated using WaterMap for OmpC [163].
It was also shown, for enorfloxacin!**°l that electrophysiology blockages,
not always indicate translocation, as the molecule after binding and
blocking the current might be reflected back, debilitating the binding
hypothesis.

Using a Monte-Carlo scheme3°! the authors predicted that a con-
centrations comparable to in vivo ones, the only important parameter
for flux is the barrier created by the size reduction of the channel pore,
while at lower concentrations an affinity site located near the CR might
increase the flux. At high concentrations the accumulation in the mouth
of the channel leads to saturation.

Later, the OmpF channel was co-crystallize with different B-lactam
antibiotics*75]. In this case all the binding sites were found to be outside
the CR, and the mutation of the residues involved in binding decreased
the translocation barrier in MD simulation, bolstering the idea there is
no need of a binding-site for translocation through general channels.
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The fundamental laws necessary for the mathematical treatment of a
large part of physics and the whole of chemistry are thus completely
known, and the difficulty lies only in the fact that application of these
laws leads to equations that are too complex to be solved.

— Paul Dirac, P. A. M. Dirac, Proc. Royal Soc. of London, Series A
123, 714-733 (1929).

Theoretically, all details of molecular structures and interactions can
be predicted from first principles using quantum mechanics. Unfortu-
nately, many of the problems we are interested in cannot be tackled
with quantum mechanical techniques due to its extremely high compu-
tational cost.

Computer simulations have become an ubiquitous tool for the study
of many-body systems. The basic idea is that one can follow explic-
itly the trajectory of a system involving many degrees of freedom. If
the system is constructed appropriately, meaning that it is physically
meaningful and boundary conditions and interparticle interactions are
considered, the trajectory can be used to simulate the behaviour of
a real assembly of N-bodies, and the statistical analysis of the trajec-
tory will determine meaningful predictions for properties of the system
. There are two general classes of molecular simulations: Molecular dy-
namics (MD) method and Monte Carlo (MC) methods.

In MD, as it will be further discussed in section 4.1, one considers a
classical dynamical model for atoms and molecules, and the trajectory
is collected from the integration of the Newton equations of motion.
This procedure provides dynamical information as well as equilibrium
statistical properties. Monte Carlo methods is more generally applica-
ble than MD and it can be used to study quantum systems and lattice
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models as well as molecular assemblies. However, MC method doest
not provide a straightforward method for obtaining time-dependent
dynamical information.

In the interface between "Quantum mechanics" and "Molecular me-
chanics", hybrid multi-scale quantum mechanics/molecular mechanics
(QM/MM) simulations have become a popular tool for investigating
chemical reactions in condensed phases. In QM /MM methods, the re-
gion of the system in which the chemical process takes place is treated at
an appropriate level of quantum chemistry theory, while the remainder
is described by a molecular mechanics force field. Within this approach,
chemical reactivity can be studied in large systems, such as enzymes.

The results shown in this thesis dissertation have been obtained us-
ing molecular dynamics and enhanced molecular dynamics techniques.
Therefore this two techniques will be further discussed while MC meth-
ods and QM /MM methods are out of scope.

4.1 MOLECULAR DYNAMICS

As anticipated, molecular dynamics is a simulation technique that al-
lows to compute equilibrium and transport properties of a classical
many-body systems. It is an approximation in which, the nuclear mo-
tions of the N-particles of the system obey the classical mechanics
laws [52:130] - After its early beginning in the late 1950’s, MD has be-
come a standard tool used in many branches of science, ranging from
physics to biology, chemistry or material science. Thanks to the incred-
ible improvements in computing science, MD is nowadays a precious
tool to understand the mechanisms underlying complex processes, in-
terpreting experimental results and making novel predictions

Starting from an initial configuration of the system one integrates
the Newton equation of motion for each particle of the latter,

=

F = m;r; (3)
27 av(r)
MigE = "5, (4)

where m; is the mass of the i-th particle and 7; its position V(r) the
atomic potential energy and E the resulting force, until the properties
of the system do not change in time (equilibration). Once the system
is equilibrated, it is possible to measure any observable that can be
expressed in terms of the position and momenta of the N-particles that
constitute the system, if the trajectory(chronological sequence of con-
figurations of the system) is ergodic. Ergodicity means that the the
Boltzmann distribution law is in agreement with the relatives frequen-
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cies with which different configurations are visited and hence, time
averages correspond to microcanonical ensemble averages.

(G) = lim (G)r (5)
T—o00

The equations of motion can only be solved numerically, because
of the nature of the interatomic interaction. Several numerical ap-
proaches are available for the integration of 3, ranging from the simplest
leapfrog and Verlet algorithms to higher order methods like predictor-
corrector 1321,

As expressed in 4 to obtain the system time evolution we need to
consider the atomic potential energy function that describes the inter-
actions among particles. The potential energy function is the core of a
molecular dynamics simulation and the accuracy of our potential func-
tion or "Force-Field" (further discussed in section 4.1.1) will determine
our accuracy to predict many phenomena.

When we want to simulate complex systems like biological systems,
the number of particles used to simulate bulk properties of a macro-
scopic system plays an essential role. The behaviour of finite systems is
very different from that of infinite (massive) systems. In macroscopic
systems, only a small negligible fraction of the atoms are located in
the vicinity of the boundaries (walls of the container in which the sys-
tem resides). Current simulations, especially of biological systems, in-
volved hundreds of thousands of particles and in this case the fraction
of atoms located in the surface is non negligible leading to strong sur-
face effects or artefactsl3l. The most convenient solution to overcome
both the problem of the "finite" size of the system and to minimize the
surface effects is to use periodic boundary conditions. Using periodic
boundary conditions implies that particles are enclosed in a box, which
is replicated to infinity by rigid translation in all the three Cartesian
directions, completely filling the space. The system interacts with it
"images" in every dimension, so that when a particle enters or leaves
the simulation region, an image particle leaves or enters this region,
such that the number of particles from the simulation region is always
conserved. One can easily see that the surface effects are thus virtually
eliminated and the position of the box boundaries plays no role.

According to the Newton’s equations of motion, energy is constant.
The definition of periodic boundary conditions implies that the system
has a volume, which is also constant. Hence a system under periodic
boundary conditions is under constant volume and constant energy
conditions, NVE ensemble. Nevertheless, in order to be able to compare
our results with the experimental data, we need constant temperature
and constant volume (NVT), which corresponds to Gibbs free energy, so
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we have to allow the system to exchange energy with the surroundings
through heat and pressure.

Unlike Monte Carlo simulations, which generate constant pressure
and constant temperature ensembles by the application of temperature
as parameter in the definition of the method and changes in the vol-
ume in the Monte Carlo trial moves[5l. Molecular dynamics requires non
trivial changes in the equations of motion to generate proper constant-
temperature/constant-pressure ensembles under the constraint of con-
tinuous dynamics. Several methods have been developed to allow for
the continuous transfer of heat and pressure between the system and
additional degrees of freedom!5:02:217:224] Thege methods are rigorous
from a theoretical perspective, they not only assure that the average
temperature and pressure of the system remain constant, but also that
the fluctuations in energy and volume are consistent with those in real
system, reproducing Boltzmann statistics. In contrast, 'weak-coupling’
or 'Berendsen’ algorithm, which also reproduce constant average tem-
perature and pressure with continuous dynamics, does not reproduce
proper energy or volume fluctuations and therefore, does not corre-
spond to the Gibbs thermodynamic ensemble.

Another problem related to the size of the system is the treatment
of the long-range nonbonded interactions. The simplest solution in a
periodic system is the minimum image condition, in which a particle
interacts with the closest images of the other particles in the system 131,
However, this can become computationally very costly as the system
size increases, because the number of pairwise interactions goes as N2
where N is the number of particles. To lessen the computational burden,
various truncation schemes have been developed in which, nonbonded
interactions beyond a cutoff distance are ignored, and a smoothing func-
tion is typically applied to ensure continuity in the forces!*52. Such
procedures can be a particularly severe approximation in the case of
electrostatic interactions, whose energy goes as rlT, As a result, not only

do the sums of these interactions continue to make a substantial contri-
bution to the total system energy beyond the typical cutoff length of
approximately 10 A, but pairwise forces are also non-negligible beyond
the cutoft.

The introduction of Ewald sum!5°! into biomolecular simulations un-
der periodic boundary conditions has essentially solved the problem
of long-range electrostatic truncation. The system is treated as being
infinitely periodic, and interaction energies and forces beyond the cut-
off length are calculated using the Ewald algorithm, which works in
reciprocal space, instead of being calculated directly using Coulomb’s
law. Although the original Ewald formalism is computationally expen-
sive, recent developments based on grid-based treatments of reciprocal
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£' R2

Figure 12: Spherical dielectric surrounded by a sphere.

space, including particle-mesh Ewald (PME) methods, allow for the
rigorous treatment of long-range electrostatics in a computationally ef-
ficient manner [49:61:131,139,172,173]

PME are standard in biological simulations, nevertheless when deal-
ing with electrostatic properties of the system, much attention has to
be paid to the chosen boundary condition for the Ewald summation
method. The Ewald potential is a solution of the Poisson equation un-
der (toroidal) periodic boundary conditions; however it gives also rise
to an implicit contribution analogous to a reaction field. This term is
directly related to the dielectric boundary conditions employed in the
simulation.

Our system is made of charges and dipoles, and the potential energy
of such an infinite periodic system will depend on the the nature of the
boundary conditions at infinity. The fluctuating dipole moment of the
unit cell D creates a charge surface at the boundary of the sphere I in
12, generating an homogeneous depolarizing field:

47tP

E= 501 ®)

where P = D/V is the polarization density of the unit cell. If we
consider the reversible work per unit volume that must be performed
against the depolarizing field to create a net polarization P

47

dW = —EdP =
2¢/ +1

PdP (7)
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so that the total work to polarize the system I with volume V,

2m P2y — 2n D* 2

Us s — 27 ‘%r
PI= 041 * T 2841V - e+ 1)VIE

(8)

Standard implementation of PME in MD use "tin-foil" boundary condi-
tions: the Ewald sphere is immersed in a perfectly conducting medium
and hence the dipole term on the surface of the Ewald sphere is zerol42],
meaning that the dielectric constant, € — oo, conducting boundary or
tin-foil boundary. Tin-foil boundary conditions are essential for ionic
systems and advantageous for polar systems.

4.1.1  Force Fields

Classical molecular dynamics (MD) simulations are founded on the idea
of using a differentiable function of the atomic coordinates to represent
the energy of the system. The fundamental assumption underlying all
molecular mechanics or force fields methods is the Born-Oppenheimer
approximation, which allows the separation of nuclear and electronic
motions (which happen in very different time scales) and therefore one
can write the energy of a system as a function of the nuclear coordinates
only.

Force fields also have to fulfil the assumptions of additivity and trans-
ferability, meaning that the potential energy of any system can be writ-
ten as a sum of different terms with a simple physical interpretation as
bond deformations, electrostatics, dispersion forces, etc ... In the case
of transferability, any potential energy function written for a small set
of molecules can be applied to a much wider range of molecules with
similar chemical groups. The correctness of a force field depends on the
validity of these assumptions

Most classical force fields rely on five terms with a simple physical
interpretation: there are potential energy terms associated with defor-
mation of bond and angle geometry (stretching/compression of bonds,
bending of angles), terms associated with the rotation about certain di-
hedral angles (torsions), and the so-called nonbonded terms, describing
the electrostatic interactions and terms describing the dispersion inter-
actions and repulsion when atoms overlap (van der Waals forces). More
complex force fields include additional terms accounting for atomic po-
larizability and more complex coupling terms such as cross coupling
between bonds and angle.

A force field consists of the equations chosen to model the potential
energy and their associated parameters. It is important to keep in mind
that molecular mechanics force fields are empirical: the separation of
the potential energy in terms with a simple physical interpretation is
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not strictly correct, as there is no unique way to "translate" quantum
mechanical effects into classical mechanics equations. As a consequence,
there is no unique solution for the optimal set of functions and param-
eters. In other words, a force field is supposed to reproduce a certain
potential energy surface (PES) derived from quantum mechanics, but
different force fields might reproduce the same PES by summing up
contributions that are different. For this reason, it is in general not cor-
rect to mix energy functions and parameters from different force fields
to represent a certain molecule.

As above mentioned current potential models are based on three dif-
ferent components: non-bonded interactions, bonded interactions and
restraints. The non-bonded interactions term encloses all the interac-
tions between atoms that are not directly linked via chemical bonds,
as it is schemetized in Fig.13, therefore repulsion, dispersion and elec-
trostatics. Lennard-Jones functions Eq.9 Buckingham term, describe
repulsion and dispersion. The Buckingham term is more realistic for re-
pulsion but it is computationally more expensive. The Lennard-Jones
potential between the atoms i and j, at distance 7;; :

e @)6] 0

Vi = dei; | (2
P [(Vij rij

where €;; and 0j; its an empirical parameter that depends on the pair
of atoms considered. In all the currently used Force-Fields the atoms

O O %O QJO
) J () J

’I“Z'j ’I“z'j

Figure 13: Cartoon of atoms involved in non-bonded interactions: lennard
jones and electrostatics

electrostatic distributions are represented by point charges fixed on the
nuclei. Thus the electrostatic interactions between a pair of charges can
be treated using the Coulomb’s law:

1 4i9;
4rteg €41}

VCoulomb = (10)
where € is the vacuum dielectric permittivity, g; and g; are respectively
the charge of the i-th and j-the atoms, €, their dielectric constant and
rij the distance between the two atoms.
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In the case of bonded interactions Fig.14, such as covalent-bond
stretching, angle-bending and improper and proper dihedral angles, are
commonly modelled with harmonic potential functions

1
Viond = 5kij(rij — 13))° (11)
Lo 0 \2
Vangle = Ek]k(eljk - Gijk) (12)

where r?- is the equilibrium distance, G?jk is he equilibrium angle, and
kij and kjj are the harmonic constants.

7 J
Figure 14: Cartoon of atoms involved in bonded interactions

It is a common practice to use the improper dihedral angle term
to keep some groups with specific geometries (e.g. planar). Also this
interaction can be described by an harmonic potential between four
atoms (i,j,k and 1) as reported in Eq.13 and illustrated in Fig.15

1
Vimproper = Eké(gijkl - C?jkl)z (13)

where kg is the harmonic constant and g?jkl is the equilibrium improper
angle.

J

Figure 15: Cartoon of atoms involved in bonded interactions
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The proper dihedral angles interactions are instead used to describe
the rotation of four atoms around a specific bond. Each force field use in
general different function for this term, depending whether they include
or not a special Lennard-Jones and Coulomb interaction between the
first and the fourth atom involved in the dihedral angle definition, the
so called 1-4 interaction. The most employed expression is based on a
cosine function:

k
Viihedral = 74)(1 + cos(ng — ¢)) (14)

in which kg is the force constant, (PO is the equilibrium angle and n is
the multiplicity. For convention ¢ is the angle between the ijk and jkl
plane as shown in Fig.15.

The last contribution to the potential energy is the restraint term.
In some simulations peculiar potentials are used to impose restraints
on the time evolution of the system.

Therefore, the most frequently used expression for the potential en-
ergy of molecular systems, like simple organic molecules and biological
macromolecules is the following:

kij k
V(r): Z z(rlj 1] + Z l] z]k 1]k)2+

Bonds Angles
ko 0 ke 0 \2
Z 3(1 + cos(ng — ¢~)) + Z ?(Cijkl - C,']'kl)
Dihedrals Impropers
Yijyi2 _ (Yij\e 1 9i9;
+ ) e [(—) -+ Y oo (15)
Non—bonded Tij Tij Non—bonded 4meg €rlij
pairs(if) pairs(i,j)

The most popular force-fields for molecular dynamics simulations
of proteins are AMBERI33, GROMOS[32:248:168] CHARMM 99! and
OPLS-AA 55761 All share the energy terms described in Eq.15.

It is worthy to note that nonbonded interactions involve only pairs of
atoms. Early simulations of noble gases 3l and liquid water[*°5:22*] proof
that in reality multi-body terms involving three or more atoms simulta-
neously contribute to the total energy in multiparticle systems, whereas
the non-bonded contribution in Eq.15 is limited to the a sum over pairs
of atoms for computational tractability. Hence, current biomolecular
force fields use effective pairwise-nonbonded potentials, also known as
additive or non-polarizable models, in which the parameters involved
in the non-bonded interactions are developed with the constraint of ac-
curately modelling condensed-phase properties. Moreover, one should
note that there is not explicit term for hydrogen bonding. In all most
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common force fields, biologically important hydrogen bonds are han-
dled by the combination of the LJ and the Coulomb terms. Amber,
CHARMM, GROMOS and OPLS-AA only include interaction sites for
bonded and nonbonded interactions at the location of the atomic nu-
clei. This model is generally very good with respect to being able to
reproduce hydrogen bond energies and geometries, although it can lead
to deviations from QM results with respect to the angular dependence
of hydrogen bonding energy!**°l.

One of the primary differences among the most popular force fields
for biological systems exist in the bonded portion of the force fields. The
first is the variable use of 'improper’ dihedrals. In Amber and OPLS-AA
, improper dihedral angles contribute to the total energy via the dihe-
dral term Eq.14, and are applied to planar groups with periodicity n=2.
CHARMM and GROMOS add a separate term for improper dihedral
energy that has a quadratic dependence on the value of the improper
dihedral Eq.13. There are also difference in the selection of the rules
for calculating the Lennard-Jones parameters between pairs of atom-
types. Atoms with the same atomic number are assigned different atom
types for parametrization purpose, depending on the chemical context.
OPLS-AA and GROMOS use geometric combining rules for both €;;
and (7'1']'; €i]' = (€i€]’)1/2 and 0'1']' = (0'1'0']')1/2. CHARMM and Amber
also use the geometric mean for calculating €;; but an arithmetic mean,
0ij = 3 (07 + 07), for 3.

There are also differences among the four force fields in the scaling
constants to the LJ and Coulomb interactions between the atom pairs
involved in 1,4-nonbonded interactions. The special treatment of 1,4-
nonbonded interactions was needed for an accurate reproduction of the
dihedral rotation energetics, due to the fact that the pairwise-additive
nature of the nonbonded interactions prevents the lowering of the rota-
tional barriers caused by electronic polarization.

The optimization of force fields parameters involves adjusting param-
eter values until the force field is able to reproduce a set of experimen-
tal spectroscopic, thermodynamic, and crystallographic data as well
as data computed using QM methods. The Amber, CHARMM, GRO-
MOS and OPLS-AA force fields for proteins target a different subset
of experimental and QM data, although there is substantial overlap.
The Coulomb partial atomic charges in the case of OPLS-AA are em-
pirically adjusted along with LJ parameters during the fitting of the
experimental heat of vaporization and densities. In contrast, Amber
uses computed QM electrostatic potential surfaces as the target data
for partial charge determination. Thus, Amber partial charges aim to
reproduce molecules’ gas-phase electrostatic potentials. In CHARMM,
the QM computed dimerization energies and minimum-energy inter-
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action distance for small molecule-water dimers are used, aiming to
balance water-protein, water-water and protein-protein interaction en-
ergies in the condensed phase. Finally GROMOS and OPLS-AA target
thermodynamic data in the refinement of partial atomic charges to
properly capture the partitioning of protein moieties between aqueous
and non-aqueous environments.

4.2 ENHANCED MOLECULAR DYNAMICS

As mentioned in the MD section 4.1, once the system is equilibrated, in
order to measure any physical observable, our system must be ergodic
in the time-scale of simulation or in other words, we should have run
long enough so that the system have had time to visit all the energet-
ically relevant conformations. Taking into account that the time step
for integration is of the order of femtoseconds, in order to resolve the
fastest motions of the system, ergodicity for many cases is an incredi-
bly computational chimera, specially for biological process. The energy
landscapes of most of systems under study are very corrugated, with
many metastable states separated in most of cases with really high en-
ergy barriers. Overcome and sample such a landscape with plain MD
is computationally unaffordable in most cases due to the fact that in
many cases thermal fluctuations are not enough to overcome such ener-
getic barriers and that many systems diffuse really slowly in the phase
space. Moreover, even if we were able to do it, probably the phenomena
under study is a rare event, meaning it happens not very often and we
will not be able to gather enough statistics.

As above mentioned, the knowledge of the free energy surface (FES)
of the system allows the calculation of the ensemble average of the
system observables. For a canonical ensemble (NVT), the probability
distribution fuction of such ensemble is given by the Boltzmann’s dis-

tribution:
e~ BU(R)
PR) = (16)

where U(R) is the energy of the state that depends on the system
configuration R, B is equivalent to 1/kgT where kp is the Boltzmann
constant. Z is the partition function, that can be written as:

Z= /dRe‘ﬁu(R) (17)

We can estimate the Helmotz Free-Energy ( F) by evaluating the his-
togram of the visited configurations N(s), along any generic coordinate
of the system, as:

E(s) = —%log(N(s)) +o (18)
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where c is a constant.

Unfortunately the free-energy estimation provided by this method
is greatly affected by the simulation length. A long MD trajectory is
needed in order to visit all the relevant system conformations and in
the case of rare-events, where these configurations are separated by
high free-energy barriers, greater than kgT, it becomes computation-
ally unaffordable with common computer architectures!7>'5!. Ergod-
icity makes MD expensive in terms of computational time, but in any
case affordable when compare to ab initio. In order to overcome the
time-scale problem, a series of enhanced sampling techniques have been
developed to tackle this issue [65,261,266]

Most of the results in this thesis were performed using as enhanced
technique, Metadynamics [87], for this reason this method will be dis-
cussed deeper in the next section.

4.2.1  Metadynamics

"Let every valley be lifted up, And every mountain and hill be made
low; And let the rough ground become a plain, And the rugged
terrain a broad valley

— Isaiah 40:4, Extracted from Prof. Michele Parrinello conference
lecture at EuroQsar2016, Verona Italy

Metadynamics belongs to a class of methods in which sampling is
facilitated by the introduction of an additional bias potential (or force)
that acts on a selected number of degrees of freedom, often referred
as collective variables (CVs). A number of methods can be thought
as belonging to this class such as umbrella sampling, local elevation,
conformational flooding, adaptative force bias, steered MD, and self-
healing umbrella sampling.

Metadynamics is both able to enhance the sampling and reconstruct
the underlying free energy surface (FES) as a function of the chosen
CVs. An external history-dependent bias potential which is a function
of the CVs is added to the Hamiltonian of the system. This potential can
be written as a sum of Gaussians deposited along the system trajectory
in the CVs space to discourage the system from revisiting previously
sampled configurations!®7,

The reduction of the number of degrees of freedom affects the com-
plexity of the FES, making it smoother and with less local minima, and
to some extent it helps the interpretation of the results.

If S is set of d functions of the microscopic coordinates R of the
system:

S(R) = (81(R), .., 54(R)) (19)
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At time t, the metadynamics bias potential can be written as

t d . Q. /
VG(S,t) :/O dt’w exp(_ 2 (SZ(R) SZ(R(t )))2) (20)

2
i—1 207

where w is the energy rate and o; is the width of the Gaussian for the
ith CV. The energy rate is constant and usually expressed in terms of
a Gaussian height W and a deposition stride g:

w = = (21)

To understand the effect of the bias potential, V, one can consider

a simple one-dimensional potential with three local minima A, B, C

present as depicted in 16. The system is prepared in the local mini-

mum A. In standard MD the system will be stuck in this minimum

because barriers are larger than thermal fluctuations. On the contrary,

with a metadynamics simulation, as time goes by, Gaussians are de-

posited causing the underlying bias potential to grow, until the system

is pushed out the basin A into a new local minimum, naturally falling
in the left basin (due to the form of the selected potential).

Cc

Figure 16: Metadynamics scheme

Then the system will be trapped in B till the underlying potential
allows the system to diffuse to the third basin. Eventually when the
last basin is also compensated the system evolution resembles a random
walk on the flattened FES.

Metadynamics accelerates the sampling of rare events by pushing
the system away from local free-energy minima. It allows exploring
new reaction pathways as the system tend to escape from local min-
ima passing through the lowest free-energy saddle point. Metadynamics
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inherently explores the low free-energy regions first. Finally, the bias
potential provides an unbiased estimate of the underlying free energy

Vg(S,t —> o0) = —F(S) +C, (22)

where C is an additive constant and the free energy F(S) is defined as
F(S) = —%ln( [ dr 5(s = s(R))ePUR) (23)

where g = (kg T)_l,kB is the Boltzmann constant, T the temperature
of the system, and U(R) the potential energy function.

Metadynamics simulations are intrinsically parallelizable. Indeed
multiple interacting metadynamics simulations can be performed for ex-
ploring and reconstructing the same FES. Each simulation contributes
to the overall history-dependent potential. This implementation, called
multiple-walkers metadynamics!*34l, leads to a fully linear scaling al-
gorithm that does not need fast and expensive connections between
CPUs.

In this formulation of metadynamics, in a single run, V5 does not
converge modulo a constant to the free energy, but oscillates around it,
eventually overfilling the underlying FES.

Well-tempered metadynamics [0 was formulated to solve this prob-
lem by decreasing the deposition rate over simulation time. In practice
the Gaussian rate wq is decreased along simulation by rescaling the
Gaussian height as follows:

Ve (SH)

W = wtge 88T (24)

where AT is an input parameter with the dimension of a temperature,
that is controlled via the bias factor ¢ = T‘L—TAT. The bias potential for
Well-Tempered Metadynamics then reads:

V(s t) = [ e (IO oy (— 3 (SiR) - sz'<R<t')>2>

i=1 207

(25)

The bias potential does not fully compensate the FES, but it con-
verges to

AT
VG(S,t—>oo) = _T+ATF(S)+C (26)
where C is an immaterial constant. And the FES can be estimated as:
F(s,t) = =yV(s,1t) (27)

Therefore, for AT — 0, ordinary MD is recovered, whereas AT —
c0) limit corresponds to standard metadynamics. In between one can
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regulate the extent of FES exploration by tuning AT. This avoids over-
filling and might save computational time when a large number of CV’s
are used 19371,

The introduction of a history-dependent potential alters the proba-
bility distribution. Although the probability distribution for the bias
CV’s can be easily reconstructed, the probability distribution for the
non-bias degrees of freedom is distorted in a non trivial way. Differ-
ent techniques have been proposed to reweight a metadynamics run
and recover the unbiased distribution from variables other than the
CVsl18:54:103,15] agsuming an adiabatic evolution for the bias poten-
tial. Using a two step algorithm one can compute on the fly expectation
values of any variable. Therefore, one does not need to use CV’s directly
related to measurable quantities to make quantitatively contact with
experiments!9).

One of the key points of most of the current enhanced sampling
methods is the employment of a bias potential along a a system of
collective variables, CVs. The number of CV’s must be small enough
so that we will be able to obtain a converged FES of the system. A big
number of biased descriptors will lead to a highly dimensional space,
so that the FES is less easily comprehensible and of course increasing
the computational cost to arrive to convergence. The selection of the
collective variables is crucial. The selected CV’s must take into account
the slowest degrees of freedom and must distinguish the initial and final
state, but also the relevant intermediate configurations of the system .
When we project the potential energy function on a FES we operate a
dimensional reduction. Then if the CV’s does not discriminate between
the relevant configurations of the processes this transformation it is not
appropriatel14l. If one neglects a slow degree of freedom, the system will
remain trapped in the basin and the barrier to pass to the next basin
will be overestimated. The real barrier is hidden in the non-considered
slow variable. The overall result is a situation in which the free energy
grows evenly and the diffusion between the two basins is never reached.

A large variety of CVs have been used and their choice usually de-
pends on the nature of the specific process under study. Frequently used
CVs in literature are: interatomic distances, angles,dihedrals, coordina-
tion numbers, radius of gyration, dipole moment, number of hydrogen
bonds, and Steihardt parameters, etc.

A very general choice is to use the potential energy of the system as
metadynamics CV 461971081 Tt has been shown !9 that using the po-
tential energy as CV within well-tempered metadynamics results in the
sampling of a well-defined distribution called well-tempered-ensemble
(WTE). In this ensemble, the average energy is very close to its canon-
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ical value but the fluctuations are enhanced in a tunable way, thus
improving the sampling.

In many cases to find a small set of CVs is a cumbersome process.
Processes like protein folding take place in a large and complex con-
formational space and often involves many alternatives pathways. In
order to study such processes, it is instrumental to enhanced sampling
along a great number of degrees of freedom besides those than can be
targeted by metadynamics. A successful strategy is to combine meta-
dynamics with a replica exchange method (REM) such as the popular
parallel tempering algorithm (PT)[5%154],

In PT, multiple copies of the same system at different temperatures
are independently simulated. At fixed intervals, an exchange of config-
urations between two adjacent replicas is attempted while respecting
detailed balance. By exchanging with higher temperatures, colder repli-
cas are prevented from being trapped in local minima.

If one considers M independent replicas of the system at different
temperatures Ty, T, T3, ..., Tps. In order to satisfy detailed balance, we
use the following acceptance probability for the exchange between con-
figuration R; at temperature T; and configuration Ry at temperature
Ty

p(j — k) = minl, et (28)
where
Mg = (B; — B) (U(R}) — U(Ry)) (20)

When combining PT with metadynamics[?3!, each replica performs

at a different temperature a metadynamics that uses the same set of

CVs. Thus indicating with Vg) the bias potential acting on the ith
replica, the acceptance probability is determined by

Ak = (Bi— Br) (U(R;) — U(R)) + B[V (S(R;), £) = VI (S(R), 1)+
BV (S(Re), ) =V (S(R;),8) (30)

The combination of PT and metadynamics (PT-MetaD) is partic-
ularly effective because it compensates for some of the weaknesses of
each method individually taken. PT allows the system to overcome
moderately high free-energy barriers on all degrees of freedom, so that
in PT-MetaD, the effect of neglecting a slow degree of freedom in the
choice of the CVs is less harmful that in metadynamics. Because the
metadynamics bias potential allows overcoming higher barriers on se-
lected CVs, PTMetaD enhances significantly the sampling efficiency of
PT.

One limitation of PTMetD approach is the poor scaling with system
size. In fact, a sufficient overlap between the potential energy distribu-
tions of neighbouring replicas is required in order to obtain a significant
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diffusion in temperature space. Thus, as in standard PT, the number
of replicas needed to cover the same temperature range scales as the
square root of the number of degrees of freedom, making this approach
prohibitive expensive for large systems.

Different solutions have been proposed to overcome this latter dif-
ficulty. One has to combine metadynamics with other type of REM,
leading to a combination of solute tempering and metadynamics[>7].
In solute tempering[93] the parts of the Hamiltonian that describe the
solute-solvent and solvent-solvent interactions are rescaled across the
replicas in such a way that the number of replicas need scales as the
square root of the number of solute degrees of freedom.

The combination of PT with WTE (PT-WTE) has been proven to be
particularly effectivel9l. In PT-WTE, the energy fluctuations can be
enhanced in order to always guarantee an effective overlap of the energy
distributions between neighbouring replicas. Moreover, the quantity Aj
that in standard PT governs the swapping probability 28 is reduced by
a tunable parameter. These two properties lead to an effective diffusion
in temperature space, regardless of the number of degrees of freedom
of the system.

An alternative approach is bias exchangel'3°!, wherein a replica ex-
change scheme is implemented among multiple metadynamics simula-
tions that bias different set of CVs. In this case, swap exchange proba-
bilities are derived assuming instantaneous equilibrium from each meta-
dynamics simulation.

4.2.2  Variationally Approach to Enhanced Sampling

One of the last developments in enhanced sampling techniques and free
energy calculations is the "Variational Approach to Enhanced Sampling
and Free Energy calculation’ introduce inl'%4l. It is based on the in-
troduction of the bias potential which is a function of a small set of
collective variables as metadynamics. But in this case, the main idea is
to construct a functional of the bias potential and apply a variational
principle, so that the bias minimizing the functional relates in a simple
way to the free energy surface.

Considering a N-particle system described by its microscopic co-
ordinates R € R3N whose dynamics at temperature T is governed
by the potential energy function U(R) that leads to the canonical
probability distribution P(R) = ePUR)/Z where B = (kgT)~! and
Z = f dRe PUR) is the partition function of the system. A dimension
reduction of R is then performed by introducing a set of collective vari-
ables s(R) = (s1(R),52(R),...,5p(R)) as it was described for metady-
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namics in the previous section 4.2.1. The free energy surface associated
to the collective variable set s is defined up to a constant as

F(s) = —(1/p)log [ dRo(s — s(R))e UM (31)

By introducing the following functional of the bias potential V(s):

1, [dse BlE(s)+VIs)]

V] = glog =+ [asps)vis)  2)
where p(s) is a normalized arbitrary probability distribution, hence,
the second term can be interpreted as the expectation value of V(s)
over the distribution p(s). The potential that renders Q[V] stationary,
but a constant

V(s) = —F(s) - %Zogms) (33)

for p(s) # 0. This stationary point is also the global minima as the
functional is convex. The s values sampled will be only the ones with
p(s) # 0, and hence, p(s) is their resulting distribution. This mean
that one has the possibility to choose the region in the CV space that
wants to explore by appropriately choosing p(s) giving a high degree
of flexibility to the method.

Assuming the CV set defines a compact space of volume (), a nat-
ural choice for p(s) might be p(s) = 1/Q), this choice would lead to
an uniform sampling of the CV space as traditionally done in other
enhanced sampling algorithms, like standard metadynamics. This p(s)

leads to V(s) = —F(s) modulo a constant. Another possibility is to
choose

( ) eﬁ/F(S)

S| —m———+———

where B = [kg(T + AT)]~! and F(s) is the targeted free energy sur-
face at inverse temperature . This is the distribution sampled in well-
tempered metadynamics, being the bias factor v = B/B’ as described
in section 4.2.1 and V(s) = —[1 — (1/7)]F(s).

Lets write the bias potential as a function of a set of variational
parameters & = (a1, &y, ..., &), so that, V(s; a), then applying the vari-
ational principle we will minimize the function Q(a) = Q[V ()] with
respect to &, the converged V(s; a) leads to F(s) as described in Eq.33.
Otherwise the free energy surface can be obtained from the standard
umbrella sampling relation

P(R) o PRI Py (R) (35)

where Py(R) is the distribution biased by V(s(R)). It is also impor-
tant that one can reweight then non-biased degrees of freedom after
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convergence or even on the fly if the bias potential converges quickly
to a quasistationary state during the optimization process.

In the optimization procedure the gradient () (a) and Hessian Q" («)
must be calculated,

0Q(a)  /9V(s;a) aV(s;u)
ou; N < ou; >V(a)) + < ou; >p (36)
*Q(a) aV(s;a) dV(s;u) 0°V (s 0?V (s;u)
dajon; N ﬁCOU[ ou; ' o ]V(u) B <aoc]-80ci >V(s ) < dujon;

(37)
where (...)y(y) and Covl...]y(,) are the expectation value and the co-

variance, respectively, obtained in a biased simulation employing the
potential V(s; &) and (...), is the expectation value in the distribution
p(s). A straightforward approach is to expand V(s; ) in a linear basis
set and use the coefficients of the expansion as variational parameters,

V(sia) =} axGi(s) (38)
k

In this case the free energy surface will be a smooth function of the
collective variables and a few expansion terms will be normally enough.
In contrast, when using metadynamics, a large number of Gaussians
are needed to represent V(s). By expanding the potential, the gradient
and Hessian simplify,

200 (Gile)viey + Gy -
220 (a
atxja(txi) = pCov[Gj(s), Gi(s)]v(w) (40)

For the constant term wg the gradient and the Hessian are zero for
any p(s), so it can be drop it from the linear expansion. The gradient
and the Hessian are computed statically, and depending on the cho-
sen optimization algorithm it would require long sampling time. The
current version of the Variational Enhanced Sampling method uses a
recent stochastic gradient descendent-based algorithm[7]. In this algo-
rithm at iteration n both the instantaneous iterate a(") and the average
iterates &™) = (n+ 1)1 ¥7_, &¥). The instantancous iterate is then
updated using,

&) = o) — 0 (@) + 0" @)™ — g™ (4)

where p is the step size and the gradient and Hessian are always ob-
tained from the averaged iterates &™) which amounts to taking a first-
order Taylor expansion of the gradient () (lx(”)) around &™), As it can
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be seen in Figure ? for the case of tri-alanine, the instantaneous iter-
ates o) fluctuate considerably while their averages () vary smoothly,
leading to a good behaving biasing potential V(s; &™) and converges
smoothly to the F(s) estimation.

4.3 DOCKING

Molecular docking is a largely used molecular modelling method to pre-
dict the preferred conformation between to molecules to form a bound
complex and the binding affinity of such a complex by using scoring
functions. Although, this computational technique is not the main tech-
nique used in research project discussed in this thesis dissertation, it
will be used to discussed the binding of some small molecules, and
hence, we will only discussed here the docking techniques for small
molecules (ligand) interactions with larger molecules (receptor), in this
case porins.

This technique is particularly relevant in medicinal chemistry, in
computer-aided-drug discovery in order to virtually screen chemical
libraries of compounds for the identification of hits and lead optimiza-
tion!7415° The original problem in molecular docking id the "lock-key’
problem: find the optimal conformation of the key’ (in our case, small
molecule) to perfectly fit and "open-up" the "lock’ (in our case, the pro-
tein or porin). So, molecular docking can be defined as an optimization
problem, which will predict the relative conformation for optimizing
the ’key-lock’ interaction, in other words it searches to minimize the
complex free energy.

The original ’key-lock’ concept evolve to 'induced-fit’, in which one
or both components are considered flexible and changes it conforma-
tion in order to minimize the free energy of the complex. Many different
software are available that take into account flexibility[3' of both com-
ponents (full-flexible docking), but it is not very common due to its
high computational cost. Semi-flexible docking is more popular, in this
case the protein is fixed and only some flexibility is allowed in the bind-
ing pocket and on the contrary, the ligand is fully flexible and many
conformations are generated on the docking run for the latter*62l, An-
other approach consists in generating a conformational ensemble for
each of the constituents and rigidly dock conformations from both en-
sembles (931,

After the conformational exploration ’scoring-functions’ are used to
rank the 'docking-poses’ or ligand-receptor conformation obtained. In
this case the ideal scoring must rank the experimental co-complex as
highest score, and before docking virtual screening campaigns, the score
function is selected in by training with experimental co-complex for
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the desired receptor. A second important job is to calculate the bind-
ing affinity of the complex in order to perform lead optimization or
improve binding tightness of a new compound. There are four classes
of scoring functions: force-field based, empirical, knowledge-based and
consensus scoring. The Force-field based scoring function evaluate the
typical force-field energetic terms discussed in 4.1.1. Empirical scor-
ing functions estimate the binding affinity based on a set of weighted
energy terms, AG = Y, w;AG;, such as van der waals energy, electro-
statics, hydrogen bonds, desolvation entropy, hydrophobicity, etc. The
corresponding weights are determined by fitting binding affinities data
of co-complex for which the crystal structure is known. Knowledge-base
scoring functions employ energy potentials derived from structural in-
formation embedded in experimentally determined atomic structures.
Pairwise potentials are obtained from the occurrence frequency of atom
pairs in database using the inverse Boltzmann relation, in the case
protein-ligand w(r) = —kgTIn[g(r)],¢(r) = p(r)/p*(r) where kg is
the Boltzmann constant, T is the absolute temperature of the system,
p(r) is the density number of the protein-ligand atom pair at distance
r, and p*(r) is the pair density in the reference state where the inter-
atomic interactions are zero. Finally the consensus scoring technique
was introduced to take the advantages and balance the deficiencies of
different scoring functions and improve the accuracy of the prediction
combining multiple scoring functions. 4]
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Water is the driving force of all nature.

— Leonardo Da Vinci

5.1 SUMMARY

Although the role of general bacterial porins is well established as main
pathway for polar antibiotics, its molecular filtering mechanism is still
under debate. Using molecular dynamics simulations and water as a
probe, we show in this chapter how water is differently ordered along
the channel axis of diffusion. The qualitatively study of water local or-
dering in different regions along the channel axis helped us to depict
the intrinsic electrostatic pattern for a series of porins. Moreover, the
analysis of the electric dipole moment of the antibiotic in the minima
conformations obtained from metadynamics experiments of transloca-
tion through different channels allowed us to start to unveil the filtering
mechanism of porins, and to put forward a general model for filtering,
as well as, to identify key molecular properties of antibiotics that might
enhance its permeability.

5.2 WATER CHOREOGRAPHY

In order to investigate the filtering mechanism inside outer membrane
(OM) channels of Gram-negative bacteria, we started studying the or-
dering of water inside porins. As it was anticipated in the introduction
section 1, since the first X-ray structure was solved for two main porins
of E.coli, OmpF and Phoe,[SG] its striking architecture, specially its
decorated eyelet (depicted in 17.b), has attracted much attention.

As it is represented in Fig. 17.a, porins are classified as hourglass-
shaped water-filled channels. Karshikoff et.al calculated the internal
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Figure 17: One monomer of OmpF (pdb code 20MF) is depicted. Panel (a)
shows the hourglass shaped of the water filled channel, with the
most relevant charged residues highlighted in licorice with its van
der waals surface and the constricting loop (L3) highlighted in
orange. Explicit water, in CPK representation, in a cylinder of 17
radius centered in the monomer center of mass is also represented.
Panel (b) is a top view of the monomer without the explicit water.
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electric field from the pdb X-ray structure by using a multi-dielectric
model, revealing a screw-like pattern along the diffusion axis with a
strong transversal component in the CR. In the early work of Tielman
et.all*s®l they showed well structured water in the constriction region
(CR) of OmpF, ordered by a strong transversal electric field. Later, the
works of Im et. all758 showed the two distinct pathways for anions
and cations inside the OmpF lumen, mapping the electrostatic poten-
tial with ions. Moreover, when this calculations were repeated using a
more realistic outer membrane composition!*25]. it was shown that the
intrinsic selectivity of the channel, and the ions pathway inside, was not
affected by the presence of the lipopolysaccharides in the outer leaflet.
In this work we used water as a probe for mapping the electrostatics
of the channel along the putative diffusion pattern of polar molecules
aiming to decipher the filtering mechanism of porins. We selected the
two classical porins from FE. coli, OmpF and OmpC. This two porins
have been deeply investigated in the past three decades and plenty of
experimental and computational data is available. As it was mentioned
in the revision of the in silico state of the art 3, OmpF and OmpC
share the same architecture and they have a 77% of sequence similar-
ity. Nevertheless, they have different filtering mechanisms, as well as
conductance and voltage threshold. Its permeability to different solutes
is rather differentl*3:53,84:101,114,136] 314 OmpC has shown lower suscep-
tibility to different classes of antibiotics than OmpF 94:104] - Moreover,
we also investigated the changes in the filtering mechanism along a mu-
tation series in successive F. coli resistant clinical strains. In particular,
seven strains isolated during the treatment of a patient suffering from
Caroli syndrome over two years with cephalosporins and carbapenems
but also fluoroquinolones!95l. The isolation of these strains offered the
rare opportunity to investigate the evolution of bacteria within the
same patient with progressively greater antibiotic resistance along the
series. The high resolution crystal structures were published for four
OmpC mutants of these series, namely OmpC20, from the first clinical
isolate, OmpC26 and OmpC28 and the final OmpC33. We selected the
first (OmpC20) and the last (OmpC33) of the series for this study.
Because water completely fills these channels and possesses a large
dipole moment though its small size, it represents the natural probe
for the channel internal electrostatics along the diffusion pathway.
In both human aquaporin-1 AQP1 and the E. coli aquaglyceroporin
GlpF, 412561 the internal electric field of the transmembrane pore was
found to be absolutely essential for both channel specificity and func-
tionality. Water molecules and not protons permeate the channel by
following a specifically designed "choreography" referred to as "global
orientational tuning"4:56 by aligning their dipole moment to the
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porin’s electric field that changes orientation from the extracellular to
intracellular side.

The main goal of this work, presented as part of this thesis disser-
tation, is to use water as a probe for mapping the electrostatics of
the entire lumen without restricting the attention to the constriction
region (CR). By doing so, we revealed a remarkable water "choreog-
raphy" across the channel, with striking differences among the four
porins investigated, particularly at the interface between the extracel-
lular vestibule (EV), 10A < z < 5A and the CR, 5A < z < —5A.

The sequence alignment of the four porins is displayed in Fig.18. We
found insertions only in the extracellular loops, the constriction region
basic ladder and the constricting loop L3 are highly conserved along the
series, meaning that the decorated eyelet (Fig.17.b) is conserved even
after mutation due to antibiotic stress, in OmpC33 94l Furthermore,
despite the expression level of the classic OmpF/OmpC depends on
the growth media osmolarity[*°4l, the electrostatic of the CR is also
conserved and hence, must play crucial role in the filtering mechanism.

All the investigated porins have a net negative charge (Fig.19) which
increases from OmpF to OmpC and from OmpCz20 to OmpC33. As
already mentioned, the charge in the CR region was found to be con-
served. The largest differences were found in the extracellular vestibule
(z > 10A), which is more negative in OmpC than in OmpF, and whose
net negative charge is further increased in OmpCz20 and OmpC33, Fig.
19. The same trend was found for the periplasmic vestibule (PV), de-
spite the differences being less pronounced. It is also interesting to note
that in the two wild-type porins the periplasmic vestibule is more neg-
atively charged than the extracellular one, while in the two clinical
mutants, residues mutations led to the same increased negative charge
for both the vestibules.

In order to characterize such an altered electrostatics inside the lu-
men and to examine the effect of the porin’s intrinsic electric field, we
analyse water ordering using the transversal component of its electric
dipole moment i as order parameter along the whole diffusion pathway.
After equilibrating® each trimer (PDB Ids: 20MF; 2J1N; 2XEz2; 2XE3)
embedded in a fully hydrated POPC (1-palmitoyl-2-oleoyl-sn-glycero-
3-phosphocholine) bilayer, we run 300ns of plain molecular dynamics
for each system. We extracted the coordinates of the water molecules
solvating the lumen of the channel, and we divided the pore in 12 adja-

1 equilibration protocol is detailed in the Appendix
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OMPF VE-GIGDVDL VNYFEVGATY YFNKNMSTYV DYIINQIDSD NKL----GVG SDDTVAVGIV
oMPC LGRGYDDEDI LKYVDVGATY YFNKNMSTYV DYKINLLDDN —QFTRDAGIN TDNIVALGLV
OMPC20  LGRGYDDEDI LKYVDVGATY YFNKNMSTYV DYKINLLDDN —RFTRDAGIN TDDIVALGLV
OMPC33  LGRGYDDEDI LKYVDVGATY YFNKNMSTYV DYKINLLDDN —RFTRDAGIN TDDIVALGLV

Figure 18: Multiple-structure alignment of the first monomer of OmpF,

OmpC, OmpC20 and OmpCs3z from E. coli. Positively charged
residues are highlighted in blue, negatively charged in red, histi-
dine residues in green. The secondary structure is also reported
to easily identify different B-strands and loops.

cent regions along the axis of diffusion. For each region, we calculated
the total averaged transversal dipole moment of water,

1 &
() = <N_w ;ﬁ@ (42)

Bulk waters are characterized by a rather short correlation-time for
reorientation, such that the corresponding autocorrelation function de-
cays to zero rapidly. We found that in this case that the ordering of
water molecules inside the porin resulted to be time-correlated. The
autocorrelation function of p¢/ Ny did not decay to zero but asymp-
totically tended to a constant value Fig.20, which depended upon the
specific z region considered, indicating the presence of an external elec-
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Figure 19: Net charge histogram of the first monomer of OmpF, OmpC,
OmpC20 and OmpC33 from E. coli. The net charge is shown for
different protein sections: total, extracellular vestibule (EV) (z >
+10A), constriction region (CR) (+10Az — 10A) and periplasmic
vestibule (PV) (z < —10A).

tric field, in this case created by the charge segregation along the porin
walls, as previously pointed out!*58].
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Figure 20: Autocorrelation function for the total averaged dipole moment for
each of the 12 regions along the diffusion pathway, inside OmpF.
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In Fig.21a it can be observed that the total averaged dipole mo-
ment of water, py/ Ny, increases while going down the diffusion path
(from positive to negative z), it reaches its maximum in the CR
(5A < z < —5A) and then decreases almost symmetrically. Interest-
ingly this behaviour is conserved for all the analysed systems but for
OmpC33, in which two peaks are observed (Fig.21.a). Furthermore, the
highest intensity peak decreases along the series as it can be observed
in Fig.21(a). In Fig.21(b) we show how also along the series the polar
angle in the transversal plane changes. This means that a reorientation
is induced in the plane perpendicular to the diffusion axis from plane
to plane, and this reorientation is different for each porin. It is worth
to note that the polar angle in the transversal plane is conserved in the
CR and its exit, the periplasmic vestibule, but not in the entrance to
the CR. In the case of OmpC20 and resistant OmpC33 prior to enter
the CR the orientation is opposite to that in OmpF and OmpC. In
OmpC20 is opposite but not very intense while in OmpC33 it corre-
sponds to a peak almost as intense as the CR.
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Figure 21: In panel (a) the y;/ Ny, module profile is shown along the channel
axis for the four porins studied. Panel (b) shows the polar angle of
Ut/ Ny, for each porin, zoomed to the central part of the channel
(10A < z < —10A)where the transversal dipole moment of water
is more intense.

The ordering of water dipoles in each channel is determined by the
specific distribution of the positively and negatively charged residues
inside the lumen. The analysis of the xy-distribution of charged residues
in the different regions along the diffusion path from the coordinates
recorded along the MD trajectories was performed and the results are
shown in Fig.22. The parameter Apy, was calculated as the difference
between the xy-distribution of the positively and the negatively charged
residues for each channel section or z-region.
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Figure 22: The difference Ap,y between the distribution of positively (blue) and negatively (red) charged residues on the xy-plane is shown
for OmpF, OmpC, OmpC20 and OmpC33 from E. coli. In(a-d) results of the extracellular vestibule (z > .IPE are reported,
where two green ovals are used to highlight the most significant differences found between the four porins. In (e-h) the constriction
region results (+10Az — 10A) are reported, in (i-1) those pertaining to the periplasmic vestibule (z < —10A)
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Looking specifically at the residues facing the lumen, the most dra-
matic differences were found in the extracellular vestibule (Fig. 22. a-
d, green ovals) whereas the constriction region and the periplasmic
vestibule (Fig. 22. f-1) resulted to be comparable in the four porins.
The upper green ovals in Fig. 22. a-d highlight the region where amino
acid mutations appear to be the main responsible for the different ori-
entation of the electric field before the entrance to the constriction
region. A closer inspection led to the precise identification of the re-
sponsible mutations. Figure 23 shows the position of such residues in
the three-dimensional structure of OmpF, for instance. They form a
cluster around the R167 and R168 (of OmpF) located at the mouth
of the constriction region. In Figure 23b the mutations along the se-
ries OmpF, OmpC, OmpC20 and OmpC33 are schematically reported.
The formal net charge of this residues cluster is +1, o, -3 and -3, re-
spectively. It is interesting to note that the R167 and R168 are key
motifs in the co-crystallization of the zwitterionic antibiotic ampicillin
in OmpF!* I and have been defined as the positively charged selectivity
filter in OmpF for ionic current rectification purposes!*©9l.

8125
S117
S$117

S117

Figure 23: (a) The position of residues whose mutation is responsible for the
different orientation of the electric field before the entrance in
the CR observed in the four porins under investigation is shown.
OmpF has been selected as template and the loop L3 is labelled as
reference. (b) The chart schematically reports the relative position
of such residues and their mutations. A series of four residues is
reported in each space, corresponding to OmpF, OmpC, OmpCz20
and OmpC33, respectively. Positively charged residues are high-
lighted in blue, negatively charged in red.

The overall emerging picture is that specific mutations have been
introduced to tune the transversal electric field right at the entrance of

the CR (+10A < z < +5A) while leaving the CR almost unaffected.

When compared to the case of AQP1 and GIpF, in which the direction
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of the water dipole mostly changes along the channel axis [41’156], in
the case of general porins the transverse reorientation appears to be
predominant and represents the most striking difference among the
examined channels, especially in the two porins extracted from clinical
series.

The entrance to the CR is a key point due to the fact that the
translocating molecule experiences a remarkable decrease of the confor-
mational entropy due to the significant pore size reduction. This is the
most significant term controlling permeation. The resulting increase of
the free energy would be compensated by a favourable preorientation
of the molecular electric dipole with respect to the channel transverse
electric field, as already claimed for the transport of urea in a spe-
cific urea channel.[*°6l, Thus, the effect of a weak field just above the
CR (e.g., in OmpC) or, even worse, of an electric field pointing in the
opposite direction (e.g., in the two OmpC mutants) is expected to im-
pose an adverse "preorientation" to the translocating molecule, exactly
where steric hindrance to molecular reorientations starts to be severe.
The same can be applied to the conserved water’s order deviation ob-
served upon emerging from the CR to the PV. From a general point
of view, it is absolutely plausible that the internal electric field of the
channel forces a dipolar molecule to align its moment accordingly while
translocating. A higher free energy barrier for escaping the CR, thus,
is expected for those molecules that cannot reorient easily inside.
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Known antibiotics have different physico-chemical properties that are
usually described with different descriptors as molecular surface, iso-
electric point, H-bond (donors/acceptors), rotatable bonds, hydropho-
bicity (logP),... For our analysis we will focus in the electric dipole
moment of the antibiotic and its orientation with respect to the princi-
pal axis of inertia of the molecule.

In the first example we chose two cephalosporins: cefepime and ce-
fotaxime (fig.24a,d), and we set up two translocation experiments in
OmpF from F.coli. Using metadynamics 4.2.1 we calculated the cor-
responding free energy surfaces (FES) shown in figure 24b,e. For each
set-up the main minima found in the free energy surface (FES) were
analysed by extracting from the dynamics the corresponding confor-
mations. For each of the antibiotic’s conformation the electric dipole
moment was calculated respect to the molecule’s principal axis of iner-
tia. The projection onto the the transversal plane of the average dipole
moment of the antibiotic in each minima is depicted in fig.24c,f.

For clarity in figure 25 the OmpkF data is reprinted from the original
work!"l. By comparing the projections of the transversal dipole moment
of the antibiotic (fig. 24¢,f) and the corresponding total averaged dipole
moment for water inside OmpF (fig. 25b) it is clear that the antibiotic
follows the same ’choreography’ as water inside the protein.

The selected molecules, cefepime and cefotaxime, have similar size
but very different charge distribution, the former being zwitterionic at
the considered pH and the latter negatively charged. Both have similar
averaged electric dipole moment, 20.5 + 1.3 Debye and 25.8 £ 2.2 De-
bye, respectively, but the orientation of the dipole moment with respect
to the principal axis of inertia of the molecule is very different, as it is
shown in figure 24a,d. Regardless their differences, both cefepime and
cefotaxime experienced the highest energy barrier in the central region
of the channel. More precisely, when approaching the CR from the EV,
both antibiotics are accompanied by a rather low energetic cost. The
highest energy barrier was found to exit the CR, that is, where the
water analysis has revealed the unique abrupt change in the direction
of the waters net dipole moment (Figure 25b, ) with a reorientation
of almost 60° upon emerging from the CR to the PV. Because such
reorientation occurs in the constricted region of the lumen, this might
lead to an increase of the translocation free energy barrier. In this
case the ability of the molecule to reorient and fit in the constricted
region will determine the penalty. This issue is further discussed in
the second work presented as part of this dissertation in which the
averaged electric dipole moment of two carbapenems: imipenem and
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(a) cefepime
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(d) cefotaxime
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Figure 24: Cefepime (a) and cefotaxime (d) are shown together with the cor-
responding electric dipole (green arrow). Chemical elements are
color coded as follows: C, black; H, white; N, blue; O, red; S, yel-
low. The FES for translocation through OmpF are shown in (b,
e), where the main minima are labelled with consecutive numbers.
The highest barrier is marked by an asterisk. Antibiotic orienta-
tion is defined as the difference of the z coordinate between the
lactam carbonyl C and the S-bonded C. For each of the labelled
minima, the molecular electric dipole was calculated and the aver-
age vector is reported in (c, f) together with the channel backbone
trace. The loop L3 is bolded. Reprinted from JPCL

meropenem, was analyzed while traslocating trough OmpF, OmpC,
OmpC20 and OmpCg33. This analysis shows the importance of the ca-
pability of drugs to properly align their electric dipole to the internal
electric field in the restricted region of the pore as discussed in this
section for cefepime and cefotaxime. The extension of the analysis to
the whole series (OmpF, OmpC, OmpC20 and OmpC33) using two
different carbapenems (imipenem and meropenem) revealed the differ-
ences in filtering imposed by the different internal electrostatics in the
extracellular vestibule and its consequences in the drug’s translocation.

In this case the free-energy surface for the translocation of the same
molecule in different channels was found to be very different*44]. An al-
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Figure 25: (a) Dipole water orientation in OmpF, from E. coli. A cartoon
of the first monomer is shown together with the positively and
negatively charged residues of the "basic ladder" and loop L3 (or-
ange), respectively. The former are reported in blue,the latter in
red. Vectors represent the time average of the total dipole moment
ut of the water molecules found in the corresponding protein sec-
tion, normalized by the number of water molecules Ny.(b) the
xy projections of the u;/ Ny vectors pertaining to the central z
regions of OmpF are depicted.

tered number of hydrogen bonding or charged groups in the CR could
not be invoked to explain the differences observed in the transloca-
tion free energy of each of the two carbapenems, since no amino acid
mutations are present in the CR (fig.18). All four porins have a com-
parable sizel94l but exhibit different electrostatic patterns. In order to
prove that the ultimate factor determining the difference in translo-
cation is the different electrostatics along the lumen of the pore an
extensive analysis of the electric dipole moment of the translocating
molecules was performed for each case. The optimal orientation of the
antibiotic electric dipole moment inside the CR is the one directed
from the positive basic ladder toward the negative loop L3 (fig. 25a,
CR). In OmpF this orientation was already adopted before entering
the CR when the antibiotic was still in the pre-orientation zone (fig.
25a, PR). Correspondingly a relatively easy accessibility was observed
for the two antibiotics when approaching the CR from the extracellu-
lar vestibule. In OmpC the almost ineffective pre-orientation (fig.21a)
caused the drug to be not properly oriented before entering the CR.
Indeed, the free energy barrier for translocation was observed to start
before the actual CR. In OmpCz20 the pre-orientation was strong and
pointing ~ 180° away from the optimal direction to descend into the
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CR (fig.20a) inducing a huge reorientation in the molecule in a narrow
space (less than 2nm) along the translocation path. Finally, in OmpCg33
the adverse pre-orientation persist till a very short distance from the
CR. Correspondingly, the free energy barrier was extremely wide and
this is reflected by the fact that the antibiotic never reaches the proper
orientation inside the CR. In order to effectively compensate the en-
tropic cost due to desolvation and drug confinement inside the CR,
the alignment of the antibiotic’s electric dipole to the porin’s internal
electrostatics seems to be crucial. In figure 26 we show the different con-
formations of the electric dipole moment with respect to the principal
axis of inertia of the molecule extracted from the conformational anal-
ysis of known antibiotics (www.dsf.unica.it/translocation/db). Almost
all known antibiotics pertain to one of this categories.

F oA R

Norfloxacin: 44 Debye Meropenem: 31 Debye Ertapenem: 27 Debye Cefepime: 17.21 Debye

|+ >k

Figure 26: Dipoles and shapes

The carbapenems study suggested that the molecule with the best
permeation properties might be the one aligned with its long axis of
inertia to the axis of diffusion, z, and at the same time having its elec-
tric dipole aligned to the internal electric field. For instance, we expect
that a molecule with the electric dipole directed along its main axis of
inertia is not a good permeant, like norfloxacin in figure 26, because it
would be forced by the porin’s electrostatics to adopt a transverse ori-
entation inside the CR, thus, maximizing the steric hindrance. Diverse
realization of dipoles are depicted in figure 26.

As it is shown in figure 27 during translocation the number of confor-
mations for the antibiotic to fit inside the CR is restricted by different
conditions, especially the eyelet size that generates the main barrier
depicted in black in figure 27. The alignment of the molecule’s electric
dipole to the internal electrostatics could eventually decreased these
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barrier (enthalpic compensation) depicted in orange in figure 27. Nev-
ertheless, the alignment is constraint by the correct orientation of the
H-bonding groups and of course the size of the antibiotic and the eye-
let. The molecules with the best permeation performance are predicted
be the ones endowed with enough flexibility to change the direction of
their electric dipole with "low-cost" dihedral torsions of specific groups,
without the need for more "expensive" molecular reorientations. The
concepts presented here can contribute to provide the basis for future
in-silico screening aimed at identifying molecules with enhanced per-
meation properties. A further energetic analysis of the entropic and
enthalpic contributions of the translocation problem are discussed in
the final chapter 7 where an ultra-coarse-grained model for the free-
energy along the diffusion pathway is discussed.

C

extracellular

Cperiplasm

Figure 27: Electric field filtering mechanism. The steric barrier in the con-
striction region, (black solid line in (c)) is reduced (dashed orange
line in (c¢)) by the interaction of the electric dipole moment of the
molecule (b) with the internal electric field of the pore (a)
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6.1 SUMMARY

We present in this chapter a computational all-atom approach for the
calculation of the macroscopic electric field inside water-filled channels
using water as a probe. The method allows to compare not only different
systems but also the same system under different conditions, i.e. pH
and ion concentration. It provides a detailed picture of electrostatics in
biological nanopores shedding more light on how the charged residues of
proteins determine the electric field inside, and also how medium can
tune it. Moreover, in the case of MOMP from Campylobacter jejuni
the calculation of the internal electric field might explain the selectivity
change induced by the presence of a metallic ion in its constriction
T€gION.

We showed in the previous chapter how using water as a probe we
were able to map the electrostatics of the channel and track qualita-
tively the effect of mutations in the channel electrostatics. Moreover,
we showed how antibiotics follow a similar choreography, constraint by
its size, flexibility and electric dipole moment orientation with respect
to their inertia axis. The big qualitative picture point to a compen-
sation of the entropic barrier (due to size reduction) with favourable
electrostatic interactions between the molecule and the channel along
the diffusion path.

In order to quantify the electrostatic interaction of the permeating
molecule with the channel we need to quantify the macroscopic electric
field inside the pore. We need to quantify the average electric field that
the permeating molecule feels along the diffusion pathway.
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6.2 ELECTROSTATIC PROBLEM

The straightforward approach to the problem is to solve the macro-
scopic Maxwell equations,

V-D:47Tpfm(r);v x E=0; (43)

where D is the electric displacement, p ¢y, the free charges distribution
and E the desire electric field. The electric field and the electric displace-
ment vector are related to each other through the polarization density
of the media, P(r), D(r) = E(r) 4+ 47tP(r). Knowing the free charges
distribution and the dielectric response function of the media, P(E, r),
the electric field can be easily calculated by solving the macroscopic
Maxwell equations with the correct boundary conditions.

In the standard linear-isotropic approximation the dielectric response
of the media is enclosed in the local dielectric constant of the media,
e(r), hence, D(r) = &(r)E. In this approximation the Maxwell equa-
tions are reduced to the Poisson equation,

V. e(r)Ve = —47TPfree(r) (44)

for the electrostatic potential and, hence, the electric field, E = —V¢.
In complex systems like biological ones, the selection of the dielectric
constant for the different constituents of the system is not straight-
forward. A usual approach is to choose a constant function model for
e(r), and assign different values for different constituents of the system,
in other words, to use a multi-dielectric model for the system like in
the pioneer work of Karshikoff et.all™l. In the case of solvated mem-
brane channels, different dielectric constants are used for the protein
(ep = 4), the membrane (&,porders = 40, €mecore = 4) and solvent, in this
case water (e5 = 80).

The dielectric constant of water in the lumen of the channel is deci-
sive in this case for calculating the macroscopic field along the diffusion
pathway. The non-linear response of water to an applied electric field is
widely recognized 4:6,20,155] and such nonlinearity of water polarization
is reflected by the decrease of the dielectric constant with increasing
applied electric field, the so-called water dielectric saturation effect. In
the case of the lumen of protein channels one faces two problems: the
non-linearity and non-uniformity of the media, remarkably complicat-
ing the selection of an appropriate dielectric constant. [171]

Different solutions have been taken for the dielectric response of wa-
ter when solving the Poisson equation for protein channels to deal
with dielectric saturation under applied electrics fields. One solution
is to consider an effective (smaller) dielectric constant for the regions
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were a strong electric field is present!*4°l. Another solution is to ap-
proximate the non-linear dielectric function of water, &5(E) with a
Langevin-type function parametrized for bulk solvent response 971, In
this case, the spatial dependence of the dielectric constant of the solvent
arises from the non-linear response and the spatially varying electric
field, es(r) = es(E(r)). Then the Poisson equation is solved by as-
suming a free charge density, p free(r), composed of the fixed charges
of the groups in the protein and mobile ions. Ion densities at equi-
librium can be treated by assuming Boltzmann statistics using the
Poisson-Boltzmann method 7! or a linear version, for example the
Debye-Hiickel method for low ion concentration. In case ions are not
in equilibrium the diffusion-drift (Nerst-Planck) theory or more general
Brownian dynamics methods should be employed 67 and coupled to the
Poisson equation for calculating the ion density and the electrostatic
potential together.

There exist different continuum electrostatic methods for calculat-
ing the electrostatic potential of macroscopic systems like membrane
protein channels and they are widely used by the community. Most
of them are based on the solution of the Poisson-Boltzmann equation
with continuum electrostatic models!®l. As explained before they all
require quite strong assumptions about the dielectric response of an in-
homogeneous medium and the free ions distribution. Nevertheless, the
visualization of the electrostatic potential distribution in and around
macromolecules can give valuable insight on its function and stability.

We propose to calculate the macroscopic electric field along a path
using water polarization from MD simulations. Water is a fascinating
polar dielectric media, water molecules have a permanent electric dipole
moment of 2.95 Debye in condensed phase at 300K. In the absence of
an electric field the individual dipoles point to random directions and
the total dipole moment is zero. When an electric field is applied two
things can happen: (i) there is an induced dipole moment, electronic
polarizability; (ii) the electric field tends to order water to produce
a net dipole moment per volume unit. At ordinary temperatures the
alignment is not perfect due to thermal fluctuations, but there is some
net alignment and hence, the polarization density can be computed
from the molecular dynamics trajectory of water as,

(n)

~ Novw (45)

For bulk solvents, the polarization density produced by an external
electric field is completely determined by its thermodynamic parame-
ters: density (p), temperature (T), and the macroscopic electric field

(E) that generated the latter, P = P(p, T, E). As polarization density
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Figure 28: Cartoon representation of water re-ordering under an external
electric field.

is pretty easy to obtain from molecular dynamics Eq. 45 we propose to
use a response function and calculate the macroscopic electric field in-
side the channel from the polarization density of water. In this case we
are assuming that the local dielectric response in the inhomogeneous
regions of the system is the same as for bulk. However, this assumption
is also made in the Poisson equation based methods[®79:977 71 Tf we
consider the local or microscopic Maxwell equations,

V-e:liy;Vxe:O (46)
€0

where e is the local electric field and # the microscopic or local charge.
In order to obtain macroscopic observables like polarization P or current
density J, we need to perform a spatial average of the microscopic
observables. Spatial averaging will cancel out microscopic fluctuations.
The standard spatial average of a function F(x, t) with respect to a test
function f(x), reads,

(F(x 1)) = [ @5 fOF(x =X, 1) (a7)

where f(x) is real, nonzero in some neighbourhood of x = 0, and
normalize to unity over space. In order to avoid biasing directional
characteristics of the averaged physical properties, f(x) must be taken
isotropic. Two usual examples of averaging probe are the sphere and
the gaussian.

The spherical probe has a discontinuity at r=R that leads to fast
fluctuations in the macroscopic quantities when a molecule or group
exits or enter the volume. On the other hand, the gaussian probe or any
other smooth probe function eliminates that problem but introduces
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higher orders in the Taylor series expansion. The only requirements
for a probe function are continuity and smoothness so that the Taylor
series expansion over distances of atomic dimension converges rapidly.
Hence, by spatially averaging Eq. 46,

eoVE =gV (e) = (7(x,1));(V x e) =0 (48)

As it can be followed in any Classical Electrodynamics book!7°l. Po-
larization comes from the spatial averaging of the microscopic charge
and depending on the selected probe the Taylor series expansion will de-
pend on charge and dipole moment in the case of the sphere or higher
electric-moments for non constant probes. We selected the spherical
probe in order to recover D = gpE + P.

Within this approximation water alignment is assumed to come from
the local averaged electric field in the spherical probe. Surface effects,
like the response of molecules on the boundary of the probe or hydrogen
bonds of molecules with the surface of the protein are not taken into
account. The probe is assumed to be small enough to be homogeneous,
and hence the inhomogeneity in the response can be also neglected. Of
course, the number N of water molecules on the probe should be large
enough as the surface effects scale as N? while the main volume effects
scale as N3. In order to test inhomogeneity and surface effects, different
radii were used (Fig. 29) to calculate the macroscopic electric field. For
R = 4A the number of water molecules inside the probe is not enough
and leads to big fluctuations of the averaged observables. For R = 7A
the profile is too smooth. We chose R = 5A as optimum radius for
the probe. It is important to note that the probe radius optimization
is system dependent. Different approaches to calculation of the macro-
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Figure 29: Macroscopic electric field calculated inside OmpF from FE.coli for
different spherical probes.
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scopic electrostatic potential and charge distribution [2], use a gaussian
coarse-graining function and in this case in the inhomogeneous regions,
the averaged electrostatic field does not correspond to the standard
continuum Maxwell equations but those containing the quadrupole an
higher-order electric moments.

6.3 RESPONSE FUNCTION

In order to calculate the response function of the (bulk) solvent by us-
ing MD simulations of an NPT ensemble in an external electric field,
one considers a water box under the same pressure and temperature
as in the simulation of the channels. All solvent molecules (we used
the TIP3P model for water) feel the same additional external and
constant electric field Egy;. Thus, the total Maxwell field should be
the sum of E.y; and the averaged electric field E;,; generated by the
aligned molecules, E = E;,5 + E¢yxt. The corresponding electrostatic
potentials, ¢, @;,4, and @eyt, obey the Laplace equation as there are
no ’'free’ charges in the system. The treatment of the electrostatic in-
teractions within the Particle Mesh Ewald method[3949] assumes the
periodic (constant) boundary conditions for electrostatic potential ¥;,4,
but not for the external one, @ext = —(r - Eext). The Laplace equation
with the periodic (constant) boundary conditions has only constant so-
lution. Thus, the electric field, E;;;, generated by the molecules in the
box equals zero even if the net polarization density P of the box is not
null. The total macroscopic field E then equals the external applied
electric field, E = E,yt, which generates the polarization density P.

This result may also be interpreted from the viewpoint of macro-
scopic electrostatic theory. Indeed, the constant potential on the bound-
ary corresponds to the conducting (or tin-foil) boundary conditions, ex-
plained in 4.1, where the dielectric boundary conditions are discussed.
The conducting boundary generates the reaction field which exactly
cancels out the field generated by polarized solvent molecules, E;,;.
The remaining macroscopic field is equal to the external applied one.
Finally, the dielectric response function can be calculated from a MD
trajectory for a given macroscopic field E = E,y; by using Eq. 45, where
(p) (Eext) is the average dipole moment of molecules in the spherical
probe.

The calculated response function of water, Fig.30, is in excellent
agreement with the Booth model for water dielectric saturation [20]

(nz—l)E+

PBOOth(E) = 47_[ 4vw

oc(n2+2)ptL<[3(n2+2)yE> (49)
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Figure 30: The dielectric response function of (bulk) water. The solid line
corresponds to the Booth function [l and the dashed line to the
Langevin function with parameters from[*5%.

where o = % B = @ ;n = 1.33 is the experimental optical refrac-
tion index of water; T is the absolute temperature; kj the Boltzmann
constant; vy the volume of a water molecule; and L(x) = coth(x — 1)

is the Langevin function.

6.4 THE METHOD

The coordinates of the waters solvating the protein are extracted from
an NVT equilibrium trajectory of at least 300ns. In the particular
problem of porins this corresponds to the extraction of waters within
a cylinder of 80A height and 17A radius centered in the center of mass
of the channel. For each cylinder every 0.5A along the diffusion axis
we calculate the geometrical center of the oxygen distribution in the
corresponding plane or slice. Then, spherical water probes along the
previously calculated water path, are extracted from the same MD tra-
jectory. For each probe at each time step the polarization density is
calculated as P, = ﬁ Zf\i’l MUa; & = X,Y,z, where i is the number

of planes along the diffusion axis and vy, = 29.9A4% is the volume of a
single water molecule. Then, the polarization density of each spherical
probe is averaged over the whole trajectory. Finally, because the pro-
tein channels under investigation are trimeric, trajectory averages were
also averaged over the three equivalent monomers which can be consid-
ered statistically independent systems in this context. As schematize
in Fig.31, once we know the response function calculated by applying
a training set of external electric fields to a water box (fig.31a). The
polarization inside the channel, generated by the intrinsic electric field
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of the channel (fig.31b-c), is used to calculated the macroscopic electric
field via the response function.

LWL LY

Figure 31: Schematic representation of the proposed method for the calcula-
tion of the Macroscopic electric field inside porins.
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6.5 ELECTROSTATIC CHARACTERIZATION OF PORINS

Using the above described method the macroscopic internal electric
field was first calculated for the porin series from F.coli OmpF, OmpC,
OmpC20 and OmpC33 used in the previous chapter 5. As it can be
observed in Fig.32 the polarization density along the diffusion path-
way captures the differences in electrostatics inside the porins. As it
was qualitatively describe in chapter 5 the intensity of the transver-
sal component of the polarization density along the path decreases
along the series, being the highest transversal polarization density

~ 0.05Debye/A° for OmpF and the lowest 0.03Debye/A° for OmpC33.
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Figure 32: Polarization density. Transversal (cyan) and longitudinal (orange)
components depicted for OmpF (a), OmpC (b), OmpCz20 (c),
OmpC33 (d)

Profiles are conserved when passing from the polarization density
to the macroscopic electric field. In Fig.33 we observed how the high-
est intensity that corresponds to the transversal electric field of OmpF
in the constriction region (CR) is ~ 36mV /A. In the case of OmpC
the transversal component is reduced to ~ 20mV / A. The transversal
component of OmpC20 is sharper than the one of OmpC and in the mu-
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tated OmpC33, the electrostatics is almost destroyed, the transversal
component is ~ 12mV /A.
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Figure 33: Macroscopic intrinsic electric field. Transversal (cyan) and longi-
tudinal (orange) components depicted for OmpF (a), OmpC (b),
OmpC20 (c), OmpC33 (d)

It is interesting to note that all four channels share the same profile
for the transversal component of the macroscopic electric field with
a central peak in the constricted area. But, while OmpF in the ’pre-
orientation’ region (PR) has a transversal electric field of ~ 10mV /A in
the other channels this component is almost zero. The component of the
macroscopic electric field parallel to the axis of diffusion on the molecule
is low in all four cases in the range of [0 — 10]mV /A. In the case of
OmpkF this component is almost always negative in the central region of
the pore, meaning that it will attract positive charges. But it is almost
zero in the constriction region (CR) where the transversal component
is higher. In OmpC, the trend is conserved but the magnitude is very
low and the same happens for OmpC20 and OmpC33.

Although the insertions along the series where mainly found in the
extracellular vestibules of the pores we see how pin-point mutations of
key charged residues, in this case in the 'pre-orientation’ region of the
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channel, gradually destroy the electrostatic profile, hence, changing the
rules for filtering polar molecules along the series.

6.6 CHANGES IN THE MACROSCOPIC ELECTRIC FIELD DUE
TO PH, MEDIA OSMOLARITY

In the previous section we showed how point mutations of key charged
residues can modulate and eventually almost destroy the macroscopic
electrostatic field inside porins. Environmental factors as pH, media
osmolarity or the presence of more metallic ions can also modulate the
internal electrostatics of the pore changing the electrostatic rules for
filtering polar molecules. In the case of pH the protonation of one or
more acidic residues can change the electrostatics of the channel. For
OmpF at pH=5 two of the negatively charged residues (E117,D121) in
the CR must be protonated as shown in Fig, 35 according to the pKa
values evaluated using the PROPKA code. [1*8:149]

S 4 s %

(@) (b)

Figure 34: Top view of the constriction region of OmpF (a) at pH=7, (b) at
pH=5, were two acidic residues have been protonated.

The macroscopic electric field for OmpF at two different pH values,
5 and 7, is displayed in Fig. 35. As it can be observed in panel (a)
the transversal component is smaller at pH=5 than at pH=7. There is
a reduction of almost 10mV /A in the constriction region, where the
two acidic residues have been protonated, but the protonation of D121
also affects the electric field in the ’pre-orientation’ region (PR) com-
pletely destroying the transversal field in this area. The longitudinal
component is also highly affected, the negative component in the PR
disappears resembling the OmpC electric field longitudinal component.
Hence, at pH=5 OmpF turns into OmpC in terms of internal electric
field.

Media osmolarity affects the expression of OmpF and OmpC favour-
ing the expression of OmpC in high osmolarity medial'®4, as it was
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Figure 35: Electric field of OmpF for pH = 7 in grey/black, and pH = 5,
(a) in cyan for the transversal, (b) in orange for the longitudinal
components.

discussed in the previous sections. In figure 36 the internal electric
field is displayed for OmpF in three different ion concentrations: 0.2M
KCI (Fig. 36a-b), 0.4M KCI (Fig. 36c-d), and 1M KCl (Fig. 36e-f). For
each concentration the transversal and longitudinal components of the
electric field are compared with the corresponding component when
only counterions are present.

The overall result is the destruction of the transversal component of
the electric field with increasing concentration while the longitudinal
, differently from pH effects, is very little affected. As well as an in-
crease of the fluctuations due to ion-dynamics. At low salt contration
,0.2MKCI, the reduction is within the fluctuations but at 0.4MKCI the
main peak is decreased by almost 10mV/ A and the ’pre-orienation’
region disappears. This screening is even more dramatic at 1MKCI
in which the transversal component is reduced to half its magnitude
with respect to the counterions situation. At 1MKCI also the longi-
tudinal component is slightly affected passing from ~ —8mV/ A to
~ —4mV /A in the PR.

On the contrary, in figure 37 the internal transversal component of
the electric field of OmpC is little affected by increasing ion concentra-
tion, as well as the longitudinal component, showing overall changes of
~ 2mV /A. Although changes are in the range of a few mV /A, it is
striking how the 'pre-orientation’ region is switched on with increasing
ion concentration, becoming similar to OmpkF.

As already mentioned OmpF is expressed in rich media, in this type
of media a sharp molecular filter is needed to guarantee the uptake
of nutrients and avoid noxious species[*4. However, most common an-
tibiotics are characterized by a significant dipole moment [102] In this
case an engineered filter for polar molecules is easy to overcome for
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Figure 36: Macroscopic intrinsic electric field compared in different pH me-
dia. Transversal (cyan) and longitudinal (orange) components de-
picted for OmpF (a), OmpC (b), OmpC20 (c), OmpC33 (d)

antibiotics. On the contrary, when bacteria expresses OmpC instead of
OmpF it becomes less susceptible to antibiotics. Probably the OmpF-
like electrostatic profile is too selective for a poor media, and an overall
decreased of the electrostatic filter is needed to guarantee nutrients up-
take. Moreover, it has been found that at 0.4MKCIl, OmpF and OmpC
permeability is similar[4]. According to our results at that concentra-
tion both channel’s electrostatics are comparable. OmpF is less sharp
and OmpC has a higher ’pre-orientation’ region, meaning that this
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Figure 37: Macroscopic intrinsic electric field compared in different pH me-
dia. Transversal (cyan) and longitudinal (orange) components de-

picted for OmpF (a), OmpC (b), OmpC20 (c), OmpC33 (d)

region might be fundamental for the permeation of polar molecules.
Further analysis must be done in this direction.

Finally we present how the presence of metallic ions inside the pore
can change the overall electrostatics and hence, the pore selectivity. We
analysed the structure of the Major Outer Membrane Porin (MOMP)
from Campylobacter jejuni in the absence and presence of a metallic
ion Ca?* in its central region. The Ca?* ion was present in the X-ray
structure, but a further study of the structure in both scenario was
needed in order to understand its functionality. As first approach the
analysis of the putative pathway of water revealed different paths for
each scenario, Fig.38. Even though in the absence of Ca?T a counterion
(Nat) sits in the Ca®* coordination position, there is a shift in the pu-
tative path that water was predicted to diffuse along. Water seems to
avoid passing near the cluster of negative residues that bind the diva-
lent ion located in the region (Fig. 38, purple path). On the contrary,
when calcium was present the water pathway was shifted toward the
ion position (Fig. 38, ice-blue path). This shift is also induced by the
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conformational changes in the loops involved in the Ca?T as seen in
fig.38.

“VE
(a)

Figure 38: (a) The putative pathway for water diffusion shifts toward the
calcium ion when it is present (ice blue), while in the structure
without calcium ion (purple), it avoids the cluster of negative
residues that coordinate Ca2+. MOMP monomer is shown in car-
toon representation.(b) Zoom of the Ca** binding region. (c) Co-
ordination of the Ca®* ion, in purple, reprinted from the original
article.

In the absence of the calcium ion (Fig. 39a) the transverse internal
electric field is in the range of ~ 18mV /A, comparable with the OmpC
electric field (~ 20mV / A) but lower than the OmpF one (~ 36mV /A).
When calcium is present the internal electric field is reduced to almost
a third of its value due to charge screening, reducing the transversal
electric field in the constriction region to ~ 7mV /A while increasing in
the "pre-orientation’ region (PR) almost to ~ 10mV /A. The divalent
ion induced a rotation of the transversal electric field. The longitudinal
component is also affected mainly in the PR where its magnitude is
reduced to a third from ~ 10mV /A to ~ 3mV /A.

In order to understand the effects of the presence of the cation in the
permeation of polar antibiotics we calculated the free energy profiles
for ciprofloxacin translocation for both calcium-bound and calcium-free
channels. The free energy maps show that the main barrier to translo-
cation was, as expected, located at the constriction zone (Fig. 10). Both
free energy maps share common features but differ at the calcium-
binding site. In the absence of calcium ciprofloxacin approaches the
protein constriction region by entering with its positive group which is
attracted toward the negatively charged calcium binding site (Fig.40).
This is similar to what happens in OmpF from E. coli, where the nega-
tive patch on L3 modulated the translocation of antibiotics and traps a
divalent cation!'35]. In the presence of calcium ion (Fig.40) ciprofloxacin
entered with the opposite orientation, pointing its carboxylic group to-
ward the ion. The translocation of ciprofloxacin starting from the "cis"
side required us to apply a voltage above 4100 mV to achieve this

¢
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Figure 39: Macroscopic intrinsic electric field inside MOMP from Campy-
lobacter jejuni, transversal (cyan) and longitudinal (orange) com-

ponents are depicted for both scenarios: (a) without Ca?", (b)
with Ca®*

favourable orientation. Critically, molecular dynamics (MD) predicts
that the antibiotic follows a different path and has a higher barrier to
translocation in the presence of bound Ca?T ion. This change in selectiv-
ity might be correlated to the decreased of the longitudinal component
of the internal electric field in the 'pre-orientation’ region.
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ULTRA-COARSE-GRAINED MODEL FOR THE
FREE-ENERGY OF POLAR COMPOUNDS
TRANSLOCATION THROUGH PORINS.
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Water is the driving force of all nature.

— Leonardo Da Vinci

7.1 SUMMARY

At equilibrium the flux of molecules through a finite channel depends
on the concentration of the latter, its diffusion constant and its free-
energy along the axis of diffusion. In this chapter we present an ultra-
coarse-grained model for the calculation of the free-energy of permeating
molecules. We selected a set of penicillins: ampicillin, benzylpenicillin
and carbenicillin, for which a co-crystal structure with OmpF is pub-
lished. In the case of benzylpenicllin we compare it with the crystal
structure of a molecule with the same charge. The free-energy surface
of the three molecules was calculated with metadynamics and compared
with the ultra-coarse-grained model. Although the results are still prelim-
wmary, the model captures remarkably well the main barrier for perme-
ation and in the case of the zwitterionic molecule the global minimum
conformation of the free-energy for both the model and metadynamics
was found to be the co-crystallized structure.

In order to design new antibiotics with enhanced permeability molec-
ular descriptors for permeability are needed. Although enhanced molec-
ular dynamics techniques have proven to be extremely useful for cal-
culating the free energy of antibiotic translocation through porins, the
reconstruction of a converged free energy surface is computationally
demanding. This problem might be alleviated by new techniques like
either the 'Bias Exchange’ metadynamics or the "Variational approach
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to enhanced sampling’, the latter described in 4.2.2. This elegant math-
ematical implementation leads to the exact free energy of the system by
simply minimizing a functional of the potential and in addition allows
to work with many collective variables. As part of this three years of
PhD, the "Variational approach to enhanced sampling’ has been set up
for the permeability problem discussed in this thesis dissertation, but
research is still ongoing and about to deliver results.

As described in the introductory section 1 two general models have
been traditionally discussed for permeability through porins: the gen-
eral diffusion model and the two-barriers-one-binding-site model. Both
models differ in the treatment of the particle-channel interaction dur-
ing diffusion. The co-crystallization of different antibiotics with the
OmpF porin from E.colil*75] showed that there’s not a unique binding
site for polar molecules inside OmpF': ampicillin, carbenicillin and er-
tapenem showed unexpectedly different binding sites. This three antibi-
otics exhibit different charge properties at pH=7, ampicllin is zwitteri-
onic, while ertapenem is negatively charged and carbenicillin is charged
-2. In this thesis we decided to substitute ertapenem, that is not com-
pletely solved in the co-complex, with benzylpenicillin as they have
the same charge and benzylpenicillin is more similar structurally to
the other two antibiotics.

We confirmed these binding sites using docking techniques ??, pre-
liminary results are shown in 7.3, and with metadynamics 7.4. Never-
theless, in order to put forward the physico-chemical parameters con-
trolling permeability the static results obtained from docking are not
enough and a dynamical picture is needed.

7.2 DIFFUSION MODEL

Aiming to model diffusion along one-dimension, in this case the diffu-
sion axis of the channel, z, one might start by solving the equation
governing the process, the diffusion equation in 1D,

W00) 0y (D | 9l 2UG)

- 9z kT 0z (50)

ot 0z

where ¢(z,t) is the molecule probability density, D(z) its local diffusion
coefficient, U(z) the free energy of the molecule inside the pore, kp
the Boltzmann constant and T the system temperature. The flux, or
number of molecules per second that permeate the channel is,

o) = —pie) () L HEDEY
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so that the continuity equation is satisfied,

op(z, 0
PaD) L O =0 (52

If we consider a quasi-stationary state in which the molecule proba-
bility density does not depend on time (quasi-stationary equilibrium),
then according to the continuity equation the flux is constant, Jp, and
hence, we obtain the time-independent diffusion equation,

_ 0p(z)  ¢(z)dU(z)
Jo=—D(z)( 3z ksT oz )

(53)

assuming a Boltzmann distribution for the molecules probability den-
sity, ¢(z) = ¢(z)e(-U@/ksT) in the time-independent diffusion equa-
tion 53,

9¢(z) egliZT)
(g—z = —JOW (54)
which solution is,
¢(z) = o — ]0/0 D(Z,)dz’ (55)
so that the probability density is,
_u@) _ue gz e% ,
$(z) = @oe *BT — Joe kBT/O D(z’)dz (56)

The boundary conditions of the problem in this case are: the length
of the channel: z=L, and the concentration at both ends of the channel.
For small concentrations, the single-probability density is equal to the
concentration,

¢p(z=0)=cmo=co;p(z=L) =c(z=1L) =cr (57)

Finally the probability density for the selected boundary conditions

reads,
u(z')—u(o)

_u(zlzfu(o) z o KkgT .
¢(z) =e 8T (CO - ]0/0 WUZZ ) (58)
where the integration constants are;
u(©)
Po = coe BT (59)
u() u(L)
peceas o9

L ,kgT
fo %dz
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In equilibrium when the diffusion current is zero, the probability
density to find a molecule inside the channel is,

U(z)-U(0)

¢(z) =coe 5T (61)

only depending on the initial concentration and the free energy inside
the channel. Hence, the total flux (eq. 51) in equilibrium only depends
on both the molecule diffusion constant and the free energy inside the
channel, respectively D(z), and U(z).

In the previous chapters, especially in 5, we conclude that the translo-
cation free energy comes from the interplay between the entropic barrier
imposed by the channel size reduction and the electrostatic interaction
between the molecule and the channel. The entropic or steric barrier
t of the channel can be obtained from the cross-section area of the
channel and the dimension of the molecule as,

S(z)— S
usteric(z) = kBTln<SEO; — Smoiecuie) (62)
molecule

and the electrostatic interaction reads:
uelectrostatic (Z) = Qmoleculev(z) + <E ' Dmolecule> (63)

where V(z) is the integral of the macroscopic electric field E along the
axis of diffusion of the pore.

1 The derivation of the steric barrier is beyond the scope of this thesis derivation,
as it is part of another member of the group work. Nevertheless, the final result is
necessary for the free-energy model presented in this dissertation.
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7.3 DOCKING OF PENICILLINS

Three antibiotics have been recently co-crystallized with OmpF
from FE.coli, namely ampicillin, carbenicillin and ertapenem (PDB-ids:
4GCP,4GCS,4GCQ). The reported crystals!' 75 have a resolution of less
than 2A but in the case of ertapenem the molecule is not fully resolved.
In figure 41 the main interactions between the ligand and the protein
are reported in a two-dimensional map.

Figure 41: Ligand interaction diagrams of the co-crystal structures (PDB-ids:
4GCP,4GCS,4GCQ) of: (a) ampicillin, (b) benzylpenicillin and
(c) ertapenem fragment, reported inl'75]. The main interactions
between the protein and the ligand are depicted using MOE 331,

We used a genetic algorithm based flexible docking softwarel73] to re-
produce the co-crystals in figure ??. Among the different score functions
available, we selected CHEMSCORE as it ranked as first conformation
the ampicillin co-crystal structure. In the case of ertapenem the docking
results are poor as the small fragment presented in the x-ray structure
is not enough to select well the docking region and more extensive
analysis is needed. In the case of ampicillin and carbenicillin we per-
formed 50 docking runs in a 15A sphere centered in the center of mass
of the minimized molecule crystal. The top ranked structures for ampi-
cillin and carbenicillin are depicted in figure 42. For ampicillin the first
ranked structure has a root-mean-square (rmsd) value of 1.84A and
the second ranked structure of 4.34A. For carbenicillin the first ranked
structure has an rmsd of 1.15A and the second of 1.38A.

Although the docking results are pretty good, as it is not clear the
role of the binding site in the permeability of the problem molecules
designed to have a high affinity for one of presented binding sites may
not imply good permeation, as it was pointed out before*75l. A further
analysis extending the docking searching region to the whole lumen
is needed in order to understand better the affinity of the different
identified regions towards certain molecules, but it is out of the scope
of this thesis dissertation.

89
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(a) Ampicillin (b) Carbenicillin

Figure 42: Best ranked structures superimposed to the crystal structure of:
(a) ampicillin and (b) carbenicillin. The OmpF residues involved
in the in the protein-ligand interaction have been highlighted in
licorice with its van der waals surface in transparent material and
coloured according to the residue type. The loop L3 is depicted
as cartoon in orange as reference.

7.4 METADYNAMICS: TRANSLOCATION OF PENICILLINS

We reported in Fig.43 the three free energy surfaces corresponding to
the translocation of ampicillin (fig.43d), benzylpenicillin (fig.413e) and
carbenicillin (fig.43f). The antibiotic position with respect to the main
axis of diffusion (Cv1) is reported in the y-axis, while the x-axis cor-
responds to the orientation of the beta-lactam ring for each of the
antibiotics (CVz2). The vector chosen for representing the beta-lactam
ring orientation is plotted as a red arrow on the chemical structure
of each of the considered antibiotics in figure 43a,b,c. For ampicillin
and carbenicillin in figure 43 cyan ovals are placed to highlight the re-
gion were they were co-crystallized with the OmpF protein (PDB-ids:
4GCP, 4GCQ respectively) [175] In the case of carbenicillin the selected
region, with the carboxilic group pointing to the periplasmic vestibule
in the FES it is not a deep minima, but the one with the carboxilic
group pointing to the extracellular region. Though the ertapenem crys-
tal structure in the co-complex (PDB-id: 4GCS) is not complete, only
a fragment is reported, its position inside OmpF, highlighted with a
cyan oval, corresponds to a minimum for benzylpenicillin in figure 43e.
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In figure 44 the most relevant conformation for each of the min-
ima highlighted in figure 43 are depicted. It is interesting to note
how the neutral zwitterionic molecule (ampicillin) binds in the ’pre-
orientation’ region (PR) of the pore, the negatively charged (ertape-
nenm/benzylpenicillin) in the extracellular vestibule (EV) and the
double-negatively charged (carbenicillin) binds in the exit of the con-
striction region (CR). Moreover, in the zwitterionic case (fig 43d) the

‘pre-orientation’ region is the more energetically favourable region in-

side the pore, as the minimum at z ~ —25A corresponds to the bottom
border of the barrel, while the CR and its exit are less favourable. In the
CR the available space for the molecule to be aligned to the transversal
electric field calculated in chapter 6 is reduced, but the alignment in
the PR of the dipole moment of the molecule with the internal electric
field calculated before, is perfect (fig.44a). In the case of the negatively
charged molecule (fig. 43¢e), there are minima spread in all the regions,
even in the CR, probably due to the fact that the charge-charge inter-
action is stronger than the dipole-electric field one. But the barrier to
cross the constriction region is higher than in the zwitterionic case, as
the decorated eyelet, especially the negative residues of the loop L3,
tune the channel selectivity towards positive charges. In the case of the
double negatively charged molecule (fig.43f), the barrier to cross the
CR is even higher, and minima are only found near the basic ladder of
the pore.

A closer look to the pore-antibiotic conformation extracted from the
minima highlighted in the free-energy surfaces is given in figure 45.
For the zwitterionic molecule (fig.43a) the reported crystal resolution
is 1.98A, the rmsd of the metadynamics conformation with respect to
the crystal structure is ~ 2.8A which is not a bad agreement taking
into account that the metadynamics CV’s are absolutely general. The
conformation is rotated in figure 45a, so that the electric dipole mo-
ment of ampicillin looks perpendicular to the axis of diffusion, but the
original situation can be observed in figure 44a. The carboxilic group
of ampicillin is in contact with the two arginines R167 and R168 while
its amino group faces the acidic D121 from the constricting loop L3.

For the negative molecule case the resolution reported for the er-
tapenem co-crystal is 2.2A. But, as already noticed the molecule is not
complete. However, we can observe how the carboxilic group of ben-
zylpenicillin and ertapenem are close contact with the same arginines
found in the ampicillin co-complex, while the phenyl-group is accommo-
dated in the hydrophobic residues of the external loops. In the carbeni-
cillin case the reported resolution for the co-crystal is 1.87A, and he
rmsd of the metadynamics conformation with respect to the co-crystal
structure is ~ 3.42A which is a bit high but not bad. In this case the
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(a) Ampicillin (b) Benzylpenicillin (c) Carbenicillin

Figure 44: Most relevant conformations from the selected free energy min-

ima. The antibiotic conformation is depicted in licorice, with its
electric dipole moment in magenta for (a) ampicillin, (b) ben-
zylpenicllin and (c¢) carbenicillin. The OmpF pore is represented
as a white cartoon with the constricting loop (L3) in orange. The
most relevant charged residues are highlighted in cpk representa-
tion and coloured accordantly to its charge. The residues within
a sphere of radius 4A centered in the antibiotic are depicted as
licorice, with its van der waals surface in transparent material,
and coloured accordingly to its type. In the case of carbenicillin
the view is rotated by 90°. The different regions of the pore are
labelled, the 'pre-oreintation’ region (PR) and the constriction re-
gion (CR) are highlighted following the color scheme of chapter
6, orange and red respectively.

(a) Ampicillin, rmsd=2.8A (b) Benzylpenicillin (c) Carbenicillin, rmsd=3.42A

Figure 45: The antibiotic conformation is depicted in licorice with its dipole

moment as a magenta arrow.The residues within a sphere of ra-
dius 4A centered in the antibiotic are depicted as licorice, with
its van der waals surface in transparent material, coloured ac-
cordingly to its type and labelled. The loop L3 is also depicted in
orange as reference. The crystal structure of (a)ampicillin (white)
and (c) carbenicillin (magenta) are superimposed to the confor-
mation obtained from metadynamics, and the rmsd is reported.
In the case of benzylpenicillin (b), the ertapenem fragment is re-
ported as reference.
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co-crystal structure is not the minimum conformation in metadynamics
but the one with the carboxilic-group interacting with the basic-ladder,
probably more specific CV’s are needed in order to get the co-crystal
structure as a minimum.

7.5 THE FREE-ENERGY MODEL

As introduced in section 7.2 after solving the diffusion equation with
the suitable boundary conditions for the diffusion of a molecule through
a finite channel the flux of molecules at equilibrium only depends on the
diffusion constant of the molecule and its free-energy along the diffusion
axis. In figure 46 we present the preliminary results of an ultra-coarse-
grained model for the calculation of the molecule free-energy along
the diffusion pathway applied to the three penicillins studied in the
previous section.

20
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Figure 46: For the three studied penicillins: ampicllin(a), benzylpenicillin (b)
and carbenicillin (c), the projection of the free-energy surface,
obtained with metadynamics, along the diffusion axis is plotted in
black, the steric-entropic contribution to the free-energy is plotted
in red and the free-energy model : steric (entropy) + electrostatic
interaction (enthalpy) is plotted in violet. The ’pre-orientation’
region is highlighted in orange and the constriction region (CR)
in red.

The main barrier for translocation comes from the size reduction
of the pore and the size of the molecule, steric barrier, plotted in red
for the three cases. As the three molecules have a similar size, mini-
mal projection area of ~ 5042 (ampicillin: 50.47A2, benzylpenicillin:
46.67A% and carbenicillin: 50.00A2) [102]the steric contribution is very
similar for ampicillin and carbenicillin ~ 9.5kcal /mol and little less
for benzylpenicillin ~ 8.5kcal /mol. However, the free-barriers barri-
ers calculated with metadynamics are different for the three molecules:
~ bkcal /mol for ampicillin, ~ 8.5kcal /mol for benzylpenicillin and
~ 10kcal /mol for carbenicillin. In the case of ampicillin (fig. 7a) the
electrostatic interaction of its electric dipole moment with the inter-
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nal electric field reduces the steric barrier by ~ 3kcal /mol, and inter-
estingly the deepest minimum along the one-dimensional free-energy
coincides for both the model and metadynamics at the co-crystal con-
formation, where the alignment of the dipole moment of ampicillin to
the internal electric field of OmpkF is perfect. In the case of benzylpeni-
cillin the dipole/electric field reduction of the barrier is compensated
with the repulsive charge/electrostatic potential additional interaction
and the free energy barrier is almost equal to the steric contribution.
This gets worse in the double-charged carbenicillin, where as antic-
ipated the repulsive charge/electrostatic potential interaction in the
CR is high and the resulting free-energy in both metadynamics and
the model is higher than the steric barrier. Although the peripheral
regions of the channel are not well described with our model the bot-
tleneck for translocation is remarkably well-described with this simple
theoretical model in which our channel is a simple charge decorated
hourglass object.

The ultra-coarse-grained model can be set-up for the channel by
calculating its cross-section area, the electric field and the electrostatic
potential along the axis of diffusion. Once these three descriptors are
defined it is possible to estimate the whole free energy along the channel
for a molecule represented by its size, charge and electric dipole moment
in a few seconds. This model would allow to virtually screen libraries
of molecules searching for hits with enhanced permeability. Although
the current model is based on few fundamental energetic terms, it can
be easily extended in the future to account for specific interactions like
hydrogen bonds or hydrophobic interactions.
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CONCLUSIONS

In this thesis dissertation we have employed different computational
techniques to shed some light into the mechanism and physical rules be-
hind the permeability of antibiotics in Gram-negative bacteria through
membrane channels or porins.

We have shown how porins can be modelled as hourglass shaped
nanopores decorated with charged motifs which work as ’molecular
sieves’ allowing the diffusion of polar molecules. The qualitatively elec-
trostatic pattern calculated for water, or water ’choreography’ along the
diffusion pathway, revealed striking differences among different pores
with different susceptibility to antibiotics. Interestingly the narrower
and charged region of the protein was always conserved along the se-
ries, as it may play a crucial role in the permeability barrier. The four
channels analysed only differ in the internal electrostatics outside the
constricted region of the protein. However, as it was shown through the
analysis of antibiotic’s 'choreography’ along the translocation pathway,
the same molecule follows a different path in each channel highlight-
ing the importance of the whole pore electrostatics in the permeation
process. Moreover, the ability of the molecule to reorient its electric
dipole moment in order to align to the channel’s electrostatic and at
the same time fit in the eyelet region seems to be of great importance
for permeation.

The quantification of the macroscopic electric field along the channel
axis allows to quantify the differences revealed by water ’choreography’
but also to understand better the influence of environmental changes as
pH, osmolarity or metallic ions in the electrostatic along the diffusion
pathway. Further, we shed some light in the OmpF/OmpC different
susceptibility despite its great similarity and moreover, its comparable
permeability at high salt concentrations. Furthermore, the quantifica-
tion of the macroscopic field and the electrostatic potential, along the
diffusion pathway, allowed as to put forward an ultra-coarse-grained
model for the diffusion problem. In this model the free-energy of a
small diffusing molecule is governed by the interplay between the en-
tropic barrier, due to the size-exclusion criteria, and the enthalpic com-
pensation arising from the electrostatic interaction with the internal
electrostatic of the pore.

We tested the ultra-coarse-grained model with a set of penicillins
with different electrostatic properties: zwitterionic, negatively charged

97



98

CONCLUSIONS

and double-negatively-charged. The three fundamental energetic terms
of our model are enough to reproduce quite satisfactory the one-
dimension free-energy obtained with metadynamics. In particular, we
reproduce remarkably well the central barrier and the position of the
main minima for the zwitterionic molecule. It is worth to mention that
the position of the antibiotics in the recently solved co-complexes cor-
respond to minima in the free-energy surface calculated with metady-
namics, that we further used as reference to set our model.
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ABSTRACT: Although the role of general bacterial porins is well established as main
pathway for polar antibiotics, the molecular details of their mode-of-action are still under
debate. Using molecular dynamics simulations and water as a probe, we demonstrated the
strong ordering of water molecules, differently tuned along the axis of diffusion in the
transversal direction. Preserved features and important differences were characterized for
different channels, allowing to put forward a general model for molecular filtering. The
intrinsic electric field, responsible for water ordering, (i) filters those dipolar molecules
that can compensate the entropy decrease by dipole alignment in the restricted region and
(i) might create an additional barrier by changing direction when escaping from the
restricted region. We tested this model using two antibiotics, cefepime and cefotaxime,
through metadynamics free energy calculations. A rational drug design should take this

into account for screening molecules with improved permeation properties.

ince X-ray structures of protein channels became available,

much attention has been devoted to small specific channels,
such as ion and aquaporin channels," ™ and to generic channels
large enough to allow the passage of DNA.* The interest in
those unspecific channels allowing the passive transport of
medium-size molecules has recently arisen, for instance, toward
eukaryotic VDAC, which is expressed in the mitochondrial
outer membrane,” or the prokaryotic OmpF/OmpC family,
expressed in the outer membrane of all Enterobacteriaceae.’
However, function and mechanism of these f-barrel channels
are still under debate.””® Their classification as water-filled
channels makes characterization of the interaction with water
necessary. For this reason, water has been conveniently used
here as a molecular probe to sense the internal electric field of
OmpF/OmpC channels. These trimeric proteins serve as a
general pathway for the passive exchange of hydrophilic
molecules up to 600 Da across the bacterial outer membrane. '
The internally folded loop L3 determines the overall hourglass-
shaped structure of each monomer, with a central constriction
region (CR) characterized by a rather small size (3 A radius
compared to 17 A at the mouths)."" The observation that
growth conditions characterized by high level of nutrients, such
as in the mammal intestine, favor the expression of the smaller
OmpC over OmpF,'® led to the conclusion that pore size was
probably the most important feature in modulating channel
permeability.'" However, numerous computational and exper-
imental evidence are being gathered, pointing to the internal
electrostatics.'>"® The CR, indeed, is characterized by the
negatively charged loop L3 that faces a positive “basic ladder”.
Recent experiments have shown that modulation of electro-
statics by the medium osmolarity can account for the apparent

difference in the permeability of OmpF and OmpC," thus

W ACS Publications © 2015 American Chemical Society
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bolstering the opinion that electrostatics might play a key role
in filtering. Understanding the key features responsible for
permeability and selectivity of these Omp channels is
fundamental, as they represent the main access to the bacterial
cell for hydrophilic antibiotics from different classes, like f-
lactams.'® One of the pathogen strategies for drug resistance is
to limit the uptake by modifying the porins or their relative
expression.'* It is now widely recognized that our inability to
come up with novel effective antibiotics for Gram-negative
pathogens mostly relies upon the insufficient comprehension of
the molecular basis behind penetration through the outer
membrane."® Studies have mostly focused on the CR of porins
but a consistent picture is still missing.**'°"'® Finding the
translocation “golden rules” appears chimeric. Despite the
unspecific character of this channel family, the available results
suggest that permeation rates depend on quite general
antibiotic physicochemical properties such as size, charge,
hydrophobicity, and flexibility, without any evident correlation.

Some theoretical investigations are already reported in the
literature, aimed at characterizing the electrostatics of water
inside channels' and of OmpF in detail. On the basis of a
macroscopic multidielectric model, Karshikoff et.al*® calculated
a transverse electric field up to a maximum value of 36 mV A™
at the CR. A full atomistic description of ion flow through the
OmpF trimer with molecular dynamics (MD) simulations
revealed a distinct pathway for anions and cations.”! Full-atom,
though rather short, MD simulations®* of the transport of small
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Figure 1. Dipole water orientation in (a) OmpF, (b) OmpC, (c¢) OmpC20 and (d) OmpC33 from E. coli. A cartoon of the first monomer is shown
together with the positively and negatively charged residues of the “basic ladder” and loop L3 (orange), respectively. The former are reported in blue,
the latter in red. Vectors represent the time average of the total dipole moment g, of the water molecules found in the corresponding protein section,

normalized by the number of water molecules N,,.
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Figure 2. (a—d) The p,/N,, module profile is shown along the channel axis. The red dashed line represents the value obtained for bulk water (0.12
D). In (e—h) the xy projections of the y/N,, vectors pertaining to the central z windows of the protein channel are reported.

polar molecules have emphasized the existence of a strong
transverse electric field halfway through the porin. In the
present work, MD simulations in the microsecond time-range
of the whole trimer embedded in a lipid membrane are
presented, aimed at analyzing the internal electrostatics of
different porins in detail, namely, OmpF, OmpC, and the two
mutants OmpC20 and OmpC33, the first and the last one of a
clinical series,® respectively. Interestingly, the structures of the
OmpC mutants showed essentially an unchanged size,® offering
a rare opportunity to investigate possible modulations of the
internal electrostatics in correlation with the measured altered
antibiotics permeability. Because water completely fills these
channels and possesses a large dipole moment though its small
size, it represents the natural probe for channels’ internal
electrostatics and the electric field experienced by diffusing
molecules. Without restricting the attention to the CR but
looking at the entire lumen, we could reveal a remarkable water
“choreography” across the channel, with striking differences
among the four porins investigated, particularly at the interface
between the extracellular vestibule (EV) and the CR.

The multiple-structure alignment of the four porins under
investigation (Supporting Information Figure S1) shows some
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interesting features: (i) insertions resulted only in extracellular
loops of different length, (ii) the majority of charged residues
mutations are observed in the extracellular loops, and (iii) at
the CR, both the loop L3 and the “basic ladder” are highly
conserved. This clearly suggests that CR electrostatics is
comparable in OmpF and OmpC and it is not significantly
altered throughout the series of OmpC mutants, isolated from
increasingly resistant E. coli clinical strains.® This feature
appears the fundamental structural determinant for correct
filtering of nutrients and hard to be significantly mutated.
Specific mutations consequently are due in other regions of the
channel, allowing for filtering out noxious species but allowing
the passage of desired nutrients at the same time. In order to
analyze the net charge distribution, channels were positioned
(their center of mass) in the center of the reference system with
the diffusion axis oriented along z, and then split into three
sections, namely, the EV (z > +10 A), the CR (+10 A < z <
—10 A) and the periplasmic vestibule (PV; z < —10 A). All the
investigated porins have a net negative charge (Supporting
Information Figure S2), which increases from OmpF to OmpC
and is even larger in the two mutants OmpC20 and OmpC33.
As already mentioned, CR was found to be conserved. This is

DOI: 10.1021/acs.jpclett.5b00612
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the more negative section of all the four porins and its net
charge appears hard to be altered. Only a —1 difference was
found in OmpC33, the last one of the clinical mutants series.®
Quite surprisingly, the largest differences pertain to the EV,
which is more negative in OmpC than in OmpF, and whose net
negative charge is further increased in the clinical mutants. The
same trend was found for the PV, despite the differences being
less pronounced. It is also interesting to note that the PV is
more negatively charged than the EV in the two wild-type
porins, while, in the two clinical mutants, residues mutations
led to the same net charge for both the vestibules.

In order to characterize and quantify such an altered
electrostatics inside the lumen and to examine the effect of
the porin’s intrinsic electric field, the electric dipole g of the
water molecules has been used as order parameter along the
MD trajectory. To this aim, the protein channel was divided
into 12 adjacent sections of identical thickness along the main
axis of the pore (z windows). For each z window the total g,
due to all the water molecules N,, present in that z window, was
computed. Then, the normalized electric dipole p,/N,, in each z
window was obtained for each of the 6000 MD simulation
frames (corresponding to 300 ns) and its time average was
calculated. Bulk waters are characterized by a rather short
correlation-time for reorientation, such that the corresponding
autocorrelation function decays to zero rapidly. Conversely,
ordering of water molecules by the internal electric field of the
porin resulted to be time-correlated. The autocorrelation
function of u,(t)/Ny did not decay to zero but asymptotically
tended to a constant value, which depended upon the specific z
window considered.

Figure 1 shows a cartoon representation of the first
monomer of each of the four porins, together with the vectors
corresponding to the time averaged p,/N,,. It is immediately
evident how, in all the cases, the maximum water ordering is
reached halfway through the channel (z window 7, from the top
of Figure 1), with the dipole pointing the loop L3 from the
“basic ladder”. This dipole corresponds to a transverse electric
field as it has been already shown for OmpF.>%*'

To better appreciate and quantify differences and similarities
among the four porins, in Figure 2a—d we plotted the dipole
strength /N, in each z window, and in Figure 2e—h its
projection on a plane perpendicular to the diffusion axis for the
z windows close to and at the CR, that is, from z window § to
8. In the z window 6 the water dipole has almost the same
direction as in the z window 7, but moving from OmpF to
OmpC and then to the OmpC mutants, intensity decreases and
a progressive difference in the xy component is observed.

Although all the porins are characterized by a conserved
significant variation of the waters net dipole upon emerging
from the CR to the PV (~90°% z window 7 to 8), the
differences found at the level of the z window S are absolutely
remarkable. In OmpF, the y,/N,, vector has almost the same
direction as in the z windows 6 and 7. The same direction is
preserved also in OmpC but water dipole strength is
dramatically reduced. Astonishingly, water dipole direction is
almost inverted in OmpC20 and the same was found in
OmpC33 with an even higher strength. These profiles clearly
show that the transverse electric field, as evaluated using the
dipole moment of water molecules, is maximum at the CR in all
the investigated porins. The observation that this particular
feature was not modified in the drug resistant clinical strains®
points once more to the importance of the electrostatics for the
correct porin function as a filter for nutrients uptake.'
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However, although only a slight difference was observed in
the maximum value of y,/N,, (Figure 2a-2d) in OmpF (1.11
D), OmpC (0.96 D), and OmpC20 (0.92 D), it is interesting to
note that in the last clinical mutant, OmpC33, the water’s net
dipole significantly decreased (0.80 D) and became much more
disordered in the CR (Figure 1d), as it was already put forward
to explain the apparent decreased susceptibility to antibiotics.®
However, the most striking difference among the investigated
porins pertains to the transit from the EV to the CR. The
ordering of water dipoles in each channel is determined by the
specific distribution of the positively and negatively charged
residues inside the lumen,>'**' as is clearly shown by the
detailed analysis reported in the Supporting Information. The
overall emerging picture is that specific mutations have been
introduced to tune the transversal electric field right at the
entrance of the CR (z window $) while leaving the CR almost
unaffected. Upon entering the CR, the translocating molecule
experiences a remarkable decrease of the conformational
entropy, due to the significant pore size reduction. This is
the most significant term controlling permeation. The resulting
increase of the free energy would be compensated by a
favorable preorientation of the molecular electric dipole with
respect to the channel transverse electric field, as already
claimed for the transport of urea in a specific urea channel.”
Thus, the effect of a weak field just above the CR (e.g, in
OmpC) or, even worse, of an electric field pointing in the
opposite direction (e.g., in the two OmpC mutants) is expected
to impose an adverse “preorientation” to the translocating
molecule, exactly where steric hindrance to molecular
reorientations starts to be severe. The same can be applied to
the conserved water’s order deviation observed upon emerging
from the CR to the PV. From a general point of view, it is
absolutely plausible that the internal electric field of the channel
forces a dipolar molecule to align its moment accordingly while
translocating. A higher free energy barrier for escaping the CR,
thus, is expected for those molecules that cannot reorient easily
inside this small region of the pore.

Because of the usually high negative net charge of the CR of
bacterial general porins, like those investigated in the present
work (Supporting Information Figure S2), permeation is widely
believed to be easier for zwitterionic than for negatively charged
antibiotics. This is absolutely reasonable because the presence
of a net positive charged group on the translocating molecule
should help approaching and then entering the CR. Both
experimental and computational evidence have been provided
in the literature®® but, for the sake of completeness, it has to be
mentioned that other authors have found only low correlation
between electrophysiology measurements and antibiotics net
charge.'®** The present investigation has shown a rather
complex water “choreography” across the channel and suggests
the electric dipole moment as a more general molecular feature
to be looked at when comparing different antibiotics. Quite
naively, zwitterionic molecules might be preferred for a rational
drug design because a clear segregation between a positive and
a negative charge would ensure a well-defined electric dipole.'®
However, regardless of whether the specific molecule is actually
zwitterionic, but provided it has a comparable electric dipole,
our simulations predict a general translocation mechanism. In
order to preliminarily check this hypothesis, two cephalosporins
were selected, namely, cefepime and cefotaxime, and the free
energy surface (FES) for translocation through OmpF was
reconstructed using metadynamics (details in the Supporting
Information). These two molecules were chosen due to their
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Figure 3. Cefepime (a) and cefotaxime (d) are shown together with the corresponding electric dipole (green arrow). Chemical elements are color
coded as follows: C, black; H, white; N, blue; O, red; S, yellow. The FES for translocation through OmpF are shown in (b, ), where the main
minima are labeled with consecutive numbers. The highest barrier is marked by an asterisk. Antibiotic orientation is defined as the difference of the z
coordinate between the lactam carbonyl C and the S-bonded C. For each of the labeled minima, the molecular electric dipole was calculated and the
average vector is reported in (c, f) together with the channel backbone trace. The loop L3 is bolded.

similar size (they differ only by one side chain) but the
extremely different charge distribution, the former being
zwitterionic at neutral pH, the latter being negatively charged
with no positively charged groups. They are both characterized
by a remarkable and similar electric dipole, 20.5 + 1.3 D and
258 + 22 D for cefepime and cefotaxime, respectively
(calculated in their center of mass and averaged over the
conformations sampled in the MD trajectories). Using the
strength of the electric field as evaluated in ref 20, around 40
mV/A, with a dipole moment of 20 D we obtain an energy of
3.8 kcal/mol for a perfect alignment between the molecule’s
dipole and the electric field. On the other hand, the strong
alignment to a given direction can be accompanied by an
additional reduction of configurational entropy. We calculated
it for ampicillin,” another zwitterionic antibiotic (dipole ~40
D), obtaining a value that does not exceed 2 kcal/mol, with a
net compensation of a few kilocalories per mole on the steric
barrier due to the pore size reduction.

The most interesting difference between the two antibiotics
is the presence of a net positive group in cefepime. The
presence of a methylpyrrole moiety changes certainly the dipole

1810

orientation with respect to the longest axis of the molecule
(Figure 3a and d).

Figure 3b and e show the FES for the two antibiotics inside
OmpF. Regardless their differences, both cefepime and
cefotaxime experienced the highest energy barrier in the central
region of the channel. More precisely, when approaching the
CR from the EV, both antibiotics are accompanied by a rather
low energetic cost, up to the z windows 6 and 7. The highest
energy barrier was found between the z windows 7 and 8, that
is, where the water analysis has revealed the unique abrupt
change in the direction of the waters net dipole moment
(Figure 2e) upon emerging from the CR to the PV. Figure 3c
and f show the average antibiotic dipole corresponding to the
various free energy states labeled on the FES. Before entering
the CR, both antibiotics are preoriented by the electric field at
the level of the EV such that, in the case of OmpF, the
molecular electric dipole has an orientation favorable to get into
the CR. However, upon emerging to the PV, the direction of
the channel field is significantly different and the antibiotic
should reorient to properly align its electric dipole. Because
such reorientation occurs in the constricted region of the
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lumen, this might lead to an increase of the translocation free
energy barrier.

In both human acguaporin-l AQPI1 and the E. coli
aquaglyceroporin  GIpF,>* the intrinsic electric field of the
transmembrane pore was found to be absolutely essential for
both channel specificity and functionality. Water molecules and
not protons permeate the channel by following a specifically
designed “choreography”, referred to as “global orientational
tuning”,”® by aligning their dipole moment to the porin’s
electric field that changes orientation from the extracellular to
intracellular side. In the completely different context of bacterial
outer-membrane general porins, which are larger than
aquaporins and not selective channels, the effect of the channel
electric field is shown in this work, as highlighted by the waters
“choreography” in Figure 1. When compared to the case of
AQP1 and GIpF, where the direction of the water dipole mostly
changes along the channel axis,>” in the present case of general
porins, the transverse reorientation appears to be predominant
and represents the most striking difference among the
examined channels, especially in the two porins extracted
from clinical strains, for which a lower permeability was
measured. The presented results have important implications
for the formulation of a general model for antibiotics
translocation. On the one hand, a common bottleneck was
identified for all the investigated porins, the molecular
reorientation due to a variation of the electric field upon
escaping from the CR to the PV. On the other hand, the CR
mouth on the extracellular side has emerged as the most critical
area, susceptible to mutations and differentiating the inspected
E. coli channels. Molecules can be unfavorably preoriented
before entering the small CR. Then, when forced to reorient
inside the constricted region, steric hindrance to such
reorientations might contribute to increase the free-energy
barrier to escape toward the PV. Moving from the concept that
zwitterionic molecules should be favored'® to the more
informative suggestion that the molecule’s electric dipole
moment strength and orientation do determine permeability,
a rational drug design should take this into account. Looking at
the electric dipole moment of molecules rather than to their
mere zwitterionic character, the ability to reorient and modulate
the intensity of the electric dipole without the need of sterically
hindered rotations is suggested as a promising route.
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Exploiting the porin pathway for polar
compound delivery into Gram-negative
bacteria

Background: In Gram-negative bacteria, the outer-membrane represents an additional
barrier for antibiotics to permeate inside pathogens. Our inability to come up with
novel effective antibiotics mostly relies upon insufficient understanding of the
molecular basis behind outer-membrane penetration. Results: Polar antibiotics can
permeate through water-filled porins, such as OmpF and OmpC from Escherichia Coli.
Through molecular modeling, permeation of imipenem and meropenem was found
to be strongly dependent upon capability of drugs to properly align their electric
dipole to the internal electric field in the restricted region of the pore. Electrostatics
differences between OmpF and OmpC, and modifications along a series of OmpC
mutants from E. coli-resistant clinical strains identify a ‘preorientation’ region, which
dramatically affects antibiotic pathway. Conclusion: A novel perspective is presented,
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suggesting new molecular properties to be included in drug design.
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Antimicrobial resistance is a natural phe-
nomenon in micro-organisms. By a multi-
tude of complex mechanisms, micro-organ-
isms develop resistance to the commonly
employed antimicrobial drugs, meaning
that they acquire the capability to grow and
proliferate in the presence of chemicals that
were previously able to limit their growth or
even to kill them. Antimicrobial resistance is
accelerated by the selective pressure exerted
by use and misuse of antimicrobial agents in
humans and animals.

The lack of new classes of antimicrobials
replacing those that have become ineffec-
tive, represents an additional problem. This
issue is particularly urgent for Gram-negative
pathogens [1-3]. A recent report published by
the WHO reads: “The pipeline for the devel-
opment of new antibacterial drugs is now vir-
tually empty, particularly for the treatment of
Gram-negative enteric bacteria, and research

on treatments to replace antibacterial drugs is
still in the early stages. (...) This means that
progress in modern medicine, which relies
on the availability of effective antibacterial
drugs, is now at risk” [4]

In Gram-negative bacteria, the presence of
an outer membrane (OM) represents an addi-
tional challenge, as the antibiotic has to over-
come this barrier to permeate inside the patho-
gen. Besides the degradative action of devoted
enzymes and the expulsion process operated
by efflux pump systems, the accumulation of
sufficient antibiotic inside the bacterial cell is
of primary importance to have a significant
effect (5.6]. Our inability to come up with
novel effective antibiotics for Gram-negative
pathogens mostly relies upon the insufficient
understanding of the molecular basis behind
penetration through the OM ([7-10].

The latter consists of a lipopolysaccha-

ride/phospholipid bilayer where water-filled
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protein channels are embedded and serve to regulate
nutrient uptake. More specifically, in the Enterobac-
teriaceae (e.g., Escherichia coli), such a role is devolved
to a family of trimeric nonspecific channels called
porins, through which metabolites and ions cross the
OM by passive diffusion [6,9.11,12]. These outer mem-
brane porins (Omp) represent also the main access to
the periplasmic space of the bacterial cell for hydro-
philic antibiotics from different classes, like B-lactams.
One of the strategies used by pathogens to increase
their resistance to drugs is to limit their uptake by
modifying, indeed, the expression or the structure of
porins [6,13].

E. coli is one of the most studied and well known
Gram-negative bacteria and is usually taken as proto-
type. The two main porins of E. coli are not surprisingly
among the first Omps whose 3D structure was solved
at high resolution, namely, OmpF [14] and OmpC [15).
They show very high sequence identity (~60%) and
virtually identical topology. Three identical subunits
are arranged to form a homotrimer. Each monomer is
folded as a 16-strands B-barrel pore, where the longest
loop L3 folds back and reduces water accessible area
halfway through the channel. Thus, the lumen of each
porin’s monomer results in an hourglass shape, where
the so-called constriction region generates the main
steric barrier to the diffusion of molecules and ions.

For quite a long time, the reduced size and corre-
sponding lower permeability of OmpC with respect
to OmpF has led to the convincing idea that pore
size was the primary feature determining drugs per-
meability [6.11,16]. This concept was also corroborated
by evidence of different level of expression for OmpF
and OmpC depending on the environment and by the
observation that mutant strains lacking OmpF and
expressing OmpC showed decreased antibiotic sus-
ceptibility. Changes in medium osmolarity affect the
relative expression of OmpC and OmpF, preferentially
expressed in high and low osmolarity, respectively.
Environments where nutrient levels are high, such as
the mammal intestine, favor OmpC expression, when
limitation of the influx of large and charged molecules
such as bile salts and antibiotics is required; con-
versely, OmpF is the major porin under conditions of
nutritional deficiency, when less stringent filtering is
preferable [6].

Despite the efforts spent during the last two
decades [11,16-2¢], both experimental and theoreti-
cal rules for the design of novel drugs remain chi-
meric. Quite obviously, the focus of the studies has
been typically the porin’s constriction region. Dif-
ferent kinds of porin/antibiotic interactions have
been invoked to explain permeability ranking, such
as H-bonds, hydrophobic contacts and salt bridges.

Scorciapino, D'Agostino, Acosta-Gutierrez, Malloci, Bodrenko & Ceccarelli

In some instances, the idea of a sort of binding or
affinity site inside the channel has even loomed in the
literature, in the search for a possible simple model to
describe a clearly complex and multivariate process.
The available results strongly suggest that permeation
depends on general antibiotic physicochemical prop-
erties such as size, net charge, charge distribution,
conformational plasticity and hydrophobicity, to
name a few. Nevertheless, no evident strong correla-
tion between the rates of permeation and any of these
characteristics has been found so far, also for the lack
of a robust method to measure permeability [27]. For
the sake of completeness, it has to be mentioned that
possible roles played by lipopolysaccharides (LPS) in
the outer leaflet of the OM have been often under-
rated, if not completely neglected. The recent efforts
spent in obtaining a reliable atomistic model for LPS
simulations has revealed its nonpassive role, with
membrane thinning and direct interaction with the
extracellular loops of the OM protein being just two
examples of how the exact composition and flexibility
of the OM itself can actually affect the behavior of
the embedded protein [28-33].

More recently, the idea of strong direct interac-
tions between the diffusing antibiotic and the chan-
nel residues has been questioned [11], and the elec-
trostatics of the lumen, more than its size, has been
indicated to be of primary importance in regulat
ing permeability (1621]. By using water molecules as
inherent natural probes, the authors have character-
ized the internal electrostatics of OmpF, OmpC and
some of its mutants [34,3s] identified in clinically resis-
tant strains [21]. The latter, isolated along 2 years of
treatment of a patient suffering from a chronic E. coli
infection, showed progressively greater resistance to
the B-lactam antibiotics used for treatment, includ-
ing cefotaxime, ceftazidime, ciprofloxacine, imipe-
nem and meropenem (36]. Interestingly, while the
structures of the OmpC mutants showed essentially
an unchanged size [21], remarkable differences were
found in the internal electric field of OmpF, OmpC
and the mutants [35]. All these porins share a constric-
tion region with net segregation of oppositely charged
residues. The loop L3 possesses several negatively
charged residues, while the opposite side of the bar-
rel wall is characterized by the presence of positively
charged residues comprising the so-called ‘basic lad-
der’. As expected, the internal electric field was found
to be at the maximum in the constriction region, and
this feature was absolutely invariant along the porin
series investigated [34]. Conversely, major differences
were found at the mouth of the constriction region on
the extracellular side, and the existence of a ‘preori-
entation region’ has been put forward. Depending on
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the channel being considered, the dipolar antibiotic
might or may not be effectively oriented in the pre-
orientation region, resulting in a facilitated access to
the constriction region [34].

A clear and systematic analysis of the role played
by the channel in the translocation of antimicrobials,
based on the knowledge of the dynamics of the trans-
locating drugs themselves, is still missing [27]. There
are no experimental methods available to probe the
translocation directly. Computer simulations appear
particularly suitable, if not necessary. After having
characterized the internal electrostatics of the above
mentioned series of porins in-depth, we have focused
on the dynamics of antibiotics in the present work.
By taking the unique opportunity of having the 3D
structure of porins from progressively more and more
resistant E. coli strains [21], we have selected two car-
bapenems to which resistance was assessed, namely,
imipenem and meropenem. Recently, some of the
authors have published a joint experimental and com-
putational study where these two carbapenems have
been compared [37]. A general decrease in the asso-
ciation rate through electrophysiology experiments,
as well as a reduced permeability through liposome
swelling assays, was observed for these two antibiot-
ics along the series of OmpC mutants, thus, corre-
lating with the decreased susceptibility observed in
the clinical strains [37]. In the present work, we have
extended the computational investigation and the
analysis extent in order to characterize in much more
details the new model for translocation we had put
forward. In addition, some antibiotic-specific differ-
ences were shown but not fully understood [37]. The
free-energy profile of imipenem and meropenem
translocation through OmpF, OmpC, OmpC20 and
OmpC33 (the first and the last one of the clinical
series, respectively) was reconstructed through meta-
dynamics simulations. The analysis of the trajectories
shows how the antibiotic actually tries to align its
electric dipole with the channel’s electrostatics along
its translocation path, and how even subtle differences
between the channels can deeply affect the transloca-
tion process. In addition, the presented results clearly
show that beside the channel-specific ‘background’,
the drug-specific properties do play a non-negligible
role in determining the dynamics of the translocation
process.

Methods

We performed molecular dynamics simulations at
an all-atom level on the four porins embedded in a
POPC symmetric bilayer and solvated with water, as
described in [34], starting from their high-resolution
x-ray structures (PDB Ids: 20MF; 2JIN; 2XE2;

2XE3). The equilibrations were performed with
the NAMD program. As interaction parameters we
employed the Amber99SB-ILDN force field [38] for
the protein and lipids, and TIP3P [39) for waters. All
the amino acid residues were simulated in the ioniza-
tion state at neutral pH except for the E296, which
was protonated (net charge 0) as suggested for OmpF
by Varma ez al. [40).

We simulated the transport of antibiotics using
an enhanced sampling technique, the well-tempered
metadynamics algorithm [41], implemented in the
ACEMD/PLUMED packages [42.43]. GAFF force-
field parameters [44] were used to describe imipenem
and meropenem, as described in details elsewhere [45).
Starting from the final configuration of the equili-
brated porin simulation, the antibiotic was placed in
the middle of the extracellular vestibule of the first
monomer in a random orientation.

Two collective variables were biased, namely, the
antibiotic position (z) and orientation inside the porin
(Supplementary Figure 1), until the first translocation
through the porin constriction region (0.0A > z >
-5.0A) was observed. Then, four configurations were
randomly selected, two with the antibiotic located
in the extracellular vestibule, two in the periplasmic
vestibule. Correspondingly, four multiple-walkers [46]
were set to extend the metadynamics exploration of
the free-energy surface (FES), reaching a total simula-
tion time of 1.7-2.0 us for each of the investigated
cases. During the metadynamics stage, energy biases
were added every 2.0 ps to each collective variable (the
height of a single hill was 0.2 kcal mol™; the width was
equal to 0.3 and 0.05 A for position and orientation,
respectively). For a well-tempered scheme, we used an
initial height of the hills equal to 1.2 kcal mol”, modu-
lated with a secondary temperature equal to 3000 K.
These biases discouraged the system from visiting
conformations that had already been explored, thus
enhancing the exploration of other states accessible to
the system [41].

Results & discussion

Free energy of antibiotic translocation: serial
differences do not focus on the channel
constriction zone

The FES obtained for imipenem and meropenem
while translocating through OmpF, OmpC, OmpC20
and OmpC33 are shown in Figure 1. Antibiotic’s depth
inside the protein channel 2’ is reported on the y-axis:
the constriction region encompasses the range between
0 and -5 A. Antibiotic’s orientation is reported on the
x-axis: the closer to 0 the more perpendicular to the
channel axis. The sign simply defines the two possi-
ble parallel orientations: a positive value corresponds
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Figure 1. Free energy surfaces for the translocation of imipenem and meropenem in outer membrane proteins
from Escherichia coli (see facing page). Free energy surface of the translocation of imipenem (A-D) and
meropenem (E-H) through four different outer membrane porins from E. coli. The wild-type OmpF (A,E) and
OmpC (B,F) together with mutants OmpC20 (C,G) and OmpC33 (D,H) from clinical strains have been investigated.
Antibiotic orientation is defined as the normalized difference of the z coordinate between the lactam carbonyl
carbon and the S-bonded carbon. Each isocontour corresponds to a free energy difference of 2 kcal mol. Free
energy values were rescaled for each surface in order to have the absolute minimum equal to zero. Numerical
labels are used to indicate specific regions analyzed in detail along the minimum energy path across the

constriction region (0A < z < -5A).

to the antibiotic’s positive part downward, in other
words, closer to the periplasmic side. Thus, a change in
the x-value on the FES represents the antibiotic under-
taking some more or less extended reorientation inside
the channel.

Along the minimum free energy path, different
regions have been selected and analyzed in detail (see
below), in order to sample different portions of the
channel in the range +10A > 2> -10A. These regions are
labeled with consecutive numbers in Figure 1: moving
from the extracellular to the periplasmic vestibule, the
FES region’s label increases. The highest free energy
values are observed in the restricted central region in
all the cases, in agreement with similar investigations
reported in the literature [2123,24]. However, the avail-
able space inside these four channels is known to be
comparable [21], such that the differences observed in
Figure 1 cannot be explained with large variations of
the steric hindrance to the antibiotic translocation.

A first analysis can be performed by comparing the
FES relative to imipenem (Figure 1A-D). Constriction
region accessibility from the periplasmic side is com-
parable in the four porins. On the other hand, con-
striction region accessibility from the extracellular
side shows significant differences, when the average
free energy level in the extracellular vestibule is com-
pared with that at the constriction region in the same
porin. In OmpkF, the average AG is rather low all over
the extracellular vestibule and starts to increase signifi-
cantly from z = 0 A, which is exactly where the constric-
tion region starts. In OmpC, the main free energy bar-
rier for translocation is broader, with AG significantly
increasing already at z ~ +5 A, meaning that accessibil-
ity to the core of the channel is less favorable than in
OmpF [23]. In OmpC20, the main barrier is even more
pronounced and broad, with rather high free energy
values starting from z = +10 A, in other words, well
outside the constriction region. Finally, in OmpC33,
despite constriction region accessibility from the extra-
cellular side looks ameliorated when compared with
OmpC20, the main barrier to antibiotic diffusion is
very broad and extends all the way from +10 to -5 A.

The case of meropenem follows the same trend
(Figure 1E-H). Similarly to imipenem, the results for
OmpF and OmpC are comparable to each other, with
constriction region accessibility being slightly less

favorable in OmpC. In OmpC20, the main barrier for
translocation is encountered well above the constric-
tion region, clearly showing that in some circumstances
the main difficulty might be approaching, more than
crossing, the constriction region itself. In OmpC33,
again, the central barrier is extremely broad, even more
than observed for imipenem.

It is very interesting to note how the serial modifica-
tions observed along the channels series for both anti-
biotics pertain mostly to the area immediately above
the constriction region (on the extracellular side) and
not to the constriction region itself [3437]. As already
mentioned, all the four porins are comparable in size.
In addition, the mutations differentiating them are not
located in the constriction region [21], so that, similarly,
an altered number of hydrogen bond donors/acceptors
or charged groups in the constriction region cannot
be invoked to explain the differences observed in the
translocation FESs of each of the two carbapenems.

Porin’s electrostatics sets the scene: role of the
preorientation region
We have recently characterized the subtle modifications
of the charge distribution inside these protein chan-
nels (34]. Using water molecules as intrinsic and natural
molecular probes for the electrostatics, the results sug-
gested that the channel electrostatics might force dipo-
lar molecules to adopt a pore-dependent preferential
orientation while permeating through the channel. In
addition, such a preferential orientation was found to
vary along the channel, as if the channel directed a sort
of choreography for molecules passing through it. The
choreography is different for each porin in the series
examined here, and ultimately depends upon the serial
amino acid murtations evolved in the corresponding
antibiotic-resistant clinical strains (34.37).

It is thus plausible that antibiotics endowed with
a significant electric dipole are forced to some extent
to adopt a suitable orientation while translocating, in
order to match the channel’s electrostatics. As far as the
latter is concerned, it has to be remarked that the most
striking differences among the porins under investiga-
tion were found right at the mouth of the constriction
region, on the extracellular side, which is exactly the
same zone where the above described serial differences
between the FESs have been found (Figure 1).
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Figure 2. Reorientation of the dipole moment of imipenem and meropenem during translocation. Backbone xy-projection of the
first monomer of the four different outer membrane porins from E. coli, namely, the wild-type OmpF (A,E) and OmpC (B,F) together
with mutants OmpC20 (C,G) and OmpC33 (D,H) from clinical strains. The loop L3 is bolded to provide a visual reference. The dashed
line is used to indicate the optimal direction for molecular dipoles inside the constriction region [34]. The average electric dipole

of imipenem (A-D) and meropenem (E-H) in each of the labeled regions of the corresponding FES in Figure 1, are reported with

different colors.

This specific region corresponds to z values in
the range from +10 to +5 A in the systems discussed
here and, by analogy with our previous report [34] it
will be referred to as the ‘preorientation region’. This
name was due to the differences observed between
the four protein channels under investigation. It was
shown that, in OmpF, waters’ preferential orienta-
tion was almost the same as in the constriction region.
The same direction was preserved also in OmpC but
waters’ ordering was lower, reflecting an attenuated
(i.e., more balanced) electrostatics of the preorienta-
tion region. In OmpC20, water’s orientation in the
preorientation region was inverted with respect to the
constriction region. The same applied to OmpC33 to
an even higher extent.

Figure 2 shows the xy-projection of the backbone of
the porins’ first monomer. For each of the labeled regions
in Figure 1, all the antibiotic conformers were extracted
from MD trajectories and analyzed by calculating the
average electric dipole, which is reported in Figure 2. In
OmpF, imipenem does not change the orientation of
its electric dipole while crossing the constriction region

(Figure 2A). The dipole is oriented from the basic ladder,
which is positively charged, toward the loop L3, which
is negatively charged, and this specific orientation was
already adopted before entering the constriction region,
when the antibiotic was still in the preorientation zone.
Finally, upon emerging from the constriction region
on the periplasmic side, the average orientation of the
electric dipole changes by approximately 90°, as it was
previously observed for waters [34].

In OmpC, the situation is rather different (Figure 2B).
Before entering into the constriction region, the elec-
tric dipole is not properly preoriented. Imipenem has
to correct such a misalignment between its electric
dipole and the channel electrostatics while crossing the
constriction region. However, the change of dipole ori-
entation is rather smooth, with approximately 90° vari-
ation covered along the path from region n.1 to n.3,
while descending along the channel axis. Thus, finally,
imipenem adopted the correct orientation in the con-
striction region. Afterwards, an additional approxi-
mately 90° variation upon emerging to the periplasmic
vestibule is observed, similarly to the case of OmpF.

104155/fmc-2016-0038 Future Med. Chem. (Epub ahead of print)
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In OmpC20, the adverse preorientation above the
constriction region is absolutely clear (Figure 2C). Imi-
penem has to rotate its dipole while descending along
the channel in less than 1 nm (from region n.1 to n.3)
in order to reach the correct alignment before getting
into the most restricted zone. Finally, in OmpC33, the
changes in the orientation of the dipole appear even
sharper than in the case of OmpC20 (Figure 2D). Dipole

®

orientation abruptly changes by approximately 180°
both getting in and out of the constriction region, and
it is not properly oriented even inside the constriction
region.

The case of meropenem follows the same trend,
bolstering the primary role played by channel electro-
statics as a background for the antibiotic’s transloca-
tion choreography. The analysis of the FES® selected
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Figure 3. Reorientation of the dipole moment of water during translocation. Electric dipoles orientation was
analyzed in terms of polar coordinates as defined in (A). In (B), the results of the azimuth angle of the waters’ net
dipole in the absence of antibiotic are reported for successive 2.5 A cross-sections along the channel axis of the
four porins under investigation. The shaded area indicates the constriction region.
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Figure 4. Distribution of the azimuth angles assumed by the dipole moment of imipenem in the preorientation
and in the constriction zone (see facing page). The distribution of the azimuth angle of imipenem’s electric dipole
is shown for two selected 2.5 A cross-sections along the channel axis of the four outer membrane porins under
investigation. The first cross-section (+10.0 A<z<+7.5A)isin the preorientation region, the second one (0.0 A
<z<-2.5A) is in the constriction region of the pore. The red lines are used as a reference for the azimuth of the
waters’ net dipole in the same channel cross-section, calculated in the absence of antibiotic.

regions along the minimum energy path shows that, in
OmpF, the preorientation exerted by the electrostatics
at the extracellular mouth of the constriction region is
such that meropenem can enter the constriction region
with just a slight change of orientation (Figure 2E). In
OmpC, the change of orientation is larger but rather
smooth while traversing the channel (Figure 2F). In
OmpC20, the preorientation is strong and points
approximately 180° away from the optimal direction to
get into the constriction region (Figure 2G). An inver-
sion of the molecular dipole orientation is needed while
descending only 1-2 nm along the translocation path.
Finally, in OmpC33, the adverse preorientation is clear
and, in addition, the antibiotic seems to never reach
the proper orientation inside the constriction region
(Figure 2H).

From this qualitative analysis it is clear that both
carbapenems, being highly dipolar molecules (14 and
31 D respectively for imipenem and meropenem [45]),
are forced to adopt specific orientations along their way
through the porin, in perfect agreement with our pre-
vious water analysis [34]. The drug possessing a dipole
is effectively preoriented in OmpF at the level of the
extracellular vestibule, that is, before entering the con-
striction region. This results in a very good accessibility
of the constriction region from the extracellular side.
In OmpC, preorientation is not effective, so that the
dipolar drug has to find the proper orientation without
any ‘guide’ from the channel electrostatics. In the case
of the two clinical mutants, OmpC20 and OmpC33,
the preorientation acts in the opposite direction with
respect to the electrostatics in the constriction region,
dramatically reducing the probability for the antibiotic
to access the latter properly, in other words, with the
optimal orientation of its electric dipole.

Zooming in for a close-up of antibiotic
reorientations

The curved lines in Figure 2 show qualitatively the
progressive variation of the dipole orientation inside
the pore, correlated to the reorientation of the dipo-
lar drug, moving from OmpF to OmpC and then for
the two pores extracted from clinical strains. In order
to get a more detailed and quantitative description of
the reorientations executed by the two carbapenems
inside the four channels, we performed a statistical
analysis of the polar coordinates of the electric dipole.
By taking into account all the MD frames pertaining
to adjacent cross-sections of the channels with 2.5 A

width, we computed the distribution of the azimuth
and altitude angles, as defined in Figure 3A. Figure 3B
shows the azimuth of waters’ net dipole, in the absence
of any antibiotic, as a reference (the azimuth found
in the cross-section with the highest waters order was
used as angular reference and thus placed to zero; data
pertaining to the other cross-sections, both in the pres-
ence and absence of the antibiotic, were phased accord-
ingly). OmpF and OmpC are absolutely comparable
from this point of view, the only difference is the mag-
nitude of the xy-component of the waters’ net dipole
(not shown), which is strong in OmpF whereas almost
absent in OmpC 34]. In OmpC20, the preorientation
is opposite to the waters’ order observed in the constric-
tion region, but follows a smooth variation along the
channel axis. In OmpC33, the adverse preorientation
is retained deeper inside the channel and the dipole
orientation is forced to change when the antibiotic is
closer to the constriction region, in other words, where
the available space is reduced.

As far as the two carbapenems’ choreography is
concerned, the altitude was never found to follow any
specific and informative trend, which is absolutely rea-
sonable given the rather small z-component of waters’
net dipole when compared with the xy-component. On
the other hand, the azimuth was found to be a clear
descriptor for the differences in the behavior of the
same antibiotic into the various porins. In Figure 4, the
results for imipenem are shown for two selected cross-
sections, one in the preorientation and one in the con-
striction region, respectively (Supplementary Figure 2).
In OmpF, imipenem descends from the preorienta-
tion to the constriction region with the electric dipole
pointing toward the same direction. The main frac-
tion of conformers populates the portion of the azi-
muth domain closest to the reference waters’ net dipole
in the same cross-section. When imipenem enters the
region of the channel with the lowest accessible area,
molecular reorientations are hindered. The azimuth
distribution reflects the reduced interchangeability
between different orientations by a broader and more
complex profile. Figure 5 shows, for instance, the cen-
troid of three different clusters of molecular conform-
ers, sampled from the azimuth distribution in the con-
striction region.

In OmpC, where preorientation is not effec-
tive, the azimuth distributions are broader than
observed in OmpF, for every cross-section between

the preorientation and the constriction region
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Figure 5. Comparison between the conformations relative to different values of the azimuth angle assumed

by the dipole moment of imipenem. The distribution of the azimuth angle of imipenem’s electric dipole at the
constriction region of OmpF is shown (A). The three shaded regions highlight the corresponding populations
sampled (red, closest to the waters’ net dipole; green, acceptable alignment; blue, severely misaligned). In (B), the
centroid of the three corresponding antibiotic clusters are color coded in agreement to (A), and are shown inside
the cartoon of the 3D structure of the porin’s monomer, where only loop L3 is colored to provide a reference.

(Figure 4 & Supplementary Figure 2). There is not one
clear main fraction of conformers properly aligned to
the channel electrostatics, showing that imipenem is
not driven to adopt any specific orientation along its
way toward the constriction region.

The case of OmpC20 might be misleading at a
first sight. The azimuth distributions clearly show
that the electrostatics at the preorientation region

is absolutely effective. By virtue of the large varia-
tion of directionality in the following cross-sections,
imipenem is not able to properly follow the electro-
statics variations while descending toward the con-
striction region. Nevertheless, quite surprisingly, the
azimuth distribution in the constriction region results
very well centered around the ‘correct’ orientation
(Figure 4 & Supplementary Figure 2).
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In order to discern this apparent discrepancy, it component of the dipole is close to the maximum
has to be noted that the azimuth distributions do not  value achievable; however, imipenem was often
take the magnitude of the dipole xy-projection into  found either to be extended but mostly oriented
any account. It is important to focus on the entro- along the channel axis (Figure 6C & D), or to assume a
pic nature of the main barrier for antibiotic trans- compact scorpion-like conformation with a reduced
location through the general porins under investiga- electric dipole (Figure 6E & F). All of these conform-
tion [17,19.23,25,26,47,48]. The unfavorable entropic cost ers are characterized by a significantly lower xy-com-
coming from desolvation and confinement of the ponent of the dipole moment than the one depicted
drug inside the constriction region can be (partially) in Figure 6B, meaning that the energy gain coming
compensated by favorable drug-porin interactions, from dipole alignment to the channel electrostatics
like H-bonds and salt bridges. In this scenario, where is proportionally lower.

entropy—enthalpy balance is crucial, the optimal A comprehensive picture was obtained by calculating
alignment of the antibiotic’s electric dipole to the the cross-correlation between the azimuth distribution
channel electrostatics comes into play. and the xy-magnitude of the electric dipole. Results

Figure 6 shows different conformers, which were are shown in Supplementary Figure 3. The agreement
all extracted from the main population of the azi- between these results and the qualitative argumentation
muth distribution of imipenem’s dipole in the on the constriction region accessibility discussed above
constriction region of OmpC20, as representative (Figure 1) is remarkable. In OmpF, the highest prob-
structures for different conformational clusters actu-  ability is found for a good azimuthal alignment of the
ally pertaining to the same azimuth population. drug’s dipole (around 0 degree) and rather high values
The optimal molecular orientation was sometimes of the xy-magnitude (>20 D). In OmpC, the ineffective
observed (Figure 6B), where the magnitude of the xy-  preorientation translates into an increased disorder of
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Figure 6. Comparison between different conformations relative to the same value of the azimuth angle assumed by the dipole
moment of imipenem. The distribution of the azimuth angle of imipenem’s electric dipole in the constriction region of OmpC20

is shown (A). The red shaded region highlights the corresponding population sampled (the main one and closest to the waters’

net dipole). In (B-F), different conformers of imipenem are shown, chosen as being representative for different conformational
clusters pertaining to the same azimuth population highlighted in (A). These are shown inside the cartoon of the 3D structure of the
porin’s monomer, where only loop L3 is colored to provide a reference. The green dashed arrows are used to indicate the dipole’s
orientation.

fsg

future science group www.future-science.com 10.4155/fmc-2016-0038



Research Article

Figure 7. Comparison between different conformations
assumed by meropenem and corresponding direction
of the dipole moment. Different conformers of
meropenem are shown, chosen as being representative
for different conformational clusters in the constriction
region of OmpC20. They are shown inside the cartoon
of the 3D structure of the porin’s monomer, where
only loop L3 is colored to provide a reference. The
green dashed arrows are used to indicate the dipole’s
orientation.

the antibiotics’ dipole orientation inside the constriction
region. In Supplementary Figure 3, a broader distribu-
tion with a significant probability for wrong orientations
can be clearly seen for this protein. In OmpC20, despite
the distribution of the azimuth is as narrow as in OmpF,
the distribution of the xy-magnitude is broader, reaching
values as low as approximately 10 D with a rather high
probability. In the extracellular vestibule, the antibiotic
is preoriented in the opposite direction to the one needed
to get into the constriction region and should reorient
while translocating by just approximately 1 nm. As a
result, it often assumes nonoptimal conformations when
entering the constriction region (Figure 6), thus loosing
the benefits from an optimal alignment of the electric
dipole to the pore’s electrostatics. Finally, in OmpC33,
the combination of an effective adverse preorientation
and the fact that such preorientation is kept deeper into
the channel (Figure 3), leads to a dramatic increase of
the probability to obtain a misalignment of the dipole
inside the constriction region (Supplementary Figure 3).

In Supplementary Figure 4, meropenem choreogra-
phy in the four protein channels is compared. The
overall trends and the differences are absolutely com-
parable to the case of imipenem. These results clearly
point to the major role played by the electrostatics of
the channel in driving the reorientations and, thus,
the translocation path of dipolar antibiotics like

Scorciapino, D'Agostino, Acosta-Gutierrez, Malloci, Bodrenko & Ceccarelli

the two carbapenems investigated in this work. In
Supplementary Figure 5, the cross-correlation between
the azimuth and xy-magnitude of the electric dipole
is shown for meropenem in the constriction region
of the four porins, providing a more comprehen-
sive picture than the one offered by simple azimuth
distributions.

In OmpF, the highest probability is found for good
azimuthal alignment (around 0 degree) and high values
of the xy-projection (around 30 Debye). In OmpC, the
highest probability is similarly found for good azimuthal
alignment but at a significantly lower xy-magnitude. In
addition, the 2D probability distribution is more asym-
metric than observed for OmpF in both dimensions.
Along the xy-magnitude, the tail on the high values side
has almost completely disappeared moving from OmpF
to OmpC. Along the azimuth angle, the probability for
negative deviations from the reference value obtained
from water ordering has significantly increased. In the
case of OmpC20, the deviation from the optimal align-
ment is clear. Finally, in OmpC33, similarly to the case
of imipenem, the combination of an effective adverse
preorientation, and the fact that this is kept deeper into
the channel, leads to a dramatic increase of the probabil-
ity for dipole misalignment from channel electrostatics
inside the constriction region.

Antibiotic-specific features come into play on
the porin’s choreography

Besides the porin-dependent ‘background’, a deeper
inspection of our results suggests important antibi-
otic-specific differences playing their role. The shorter
and more flexible imipenem actually appears more
sensitive to the preorientation. A generally more dis-
ordered population of conformers was found, indeed,
when moving from one porin to the next along the
series presented in this work. On the other hand, the
longer and more rigid meropenem does not follow
preorientation with the same accuracy as that of imi-
penem, since its reorientations are hindered already in
the extracellular vestibule due to the larger size of this
antibiotic. In addition, the positively charged group
of meropenem is not located at the end of a flexible
side chain like in imipenem, but on a rigid ring sepa-
rated by only two rotatable bonds from the carboxyl
group. The combination of these molecular features is
reflected by a generally less disordered distribution of
the electric dipole orientation inside the constriction
region. Indeed, despite meropenem adopts different
conformations, the azimuth and the xy-magnitude
of its electric dipole are far less dependent from side
chain fluctuations than they are in the case of imi-
penem. For instance, Figure 7 shows different con-
formers of meropenem in the constriction region of
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OmpC20. All of these are representative structures of
different conformational clusters.

Finally, aiming at capturing all of these molecu-
lar features in a unique parameter, Figure 8 compares
the distributions of the dipole module and the angle
between the dipole itself and the main molecular
axis of inertia, obtained for all the investigated cases
when the antibiotic is located inside the constriction
region. The corresponding results obtained in bulk
water (ad hoc MD simulations were performed with
just the antibiotic in a water box) are also shown for
the sake of comparison. No significant variation of
the module of the electric dipole is observed in the
different porins and when compared with the dis-
tribution in bulk water. Meropenem, on average,
shows higher values than imipenem. On the other
hand, more interesting differences are observed
when the angle between the dipole and the main
molecular axis is compared. In agreement with all
of the results and comparisons shown above, OmpF
(Figure 8F) does not impose the two antibiotics to
populate conformations that are not inherently
populated in bulk water (Figure 8J). As far as the
electric dipole deviation from the main molecular
axis is concerned, imipenem and meropenem appear
fairly comparable in this case. However, looking at

OmpC and its mutants, in the case of meropenem,
such molecular feature is scarcely influenced by the
specific porin being crossed, and the obtained distri-
butions are comparable to each other and to the one
in bulk water. Conversely, imipenem results deeply
affected by the porin, as it populates conformations
characterized by a larger dipole—main axis deviation,
whose probability increases along the series OmpC,

OmpC20 and OmpC33.

Conclusion

The similarities observed in the behavior of the two
carbapenems investigated here show the major role
played by the specific porins under consideration.
The characteristic hourglass shape of these general
unspecific channels dictates the presence of a main
barrier for the translocation of metabolites and
drugs, which is basically entropic. Differences in the
electrostatics of the four channels result in impres-
sive changes of the orientations assumed by dipo-
lar molecules during the passage, as shown in the
present work by comparing the translocation path
of the same carbapenems through different porins.
The effects of the electrostatics appear so large that
in some cases it is more difficult for the drug to
approach, rather than enter the channel’s constric-
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meropenem in the study. The distribution of the dipole module (A-E) is shown together with the distribution of the plain angle
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tion region, as observed for the two OmpC mutants
from E. coli resistant strains.

Nevertheless, a deeper inspection and careful com-
parison of the results we have shown, suggested that
important antibiotic-specific differences apply on the
porin-dependent ‘background’. The shorter and more
flexible imipenem appeared more sensitive to the effects
of a different preorientation. On the other hand, the
longer and more rigid meropenem did not follow pre-
orientation with the same accuracy as that of imipenem.

Interestingly, as a concluding remark, a closer look at
the distributions obtained in bulk water reveals that an
inherently different propensity toward large deviations
between the direction of the electric dipole and the main
molecular axis of inertia actually exists among these
two carbapenems. In our opinion, the latter represents
an intrinsic antibiotic-specific feature deserving par-
ticular attention in the future for a more rational drug
design. By taking multiple molecular ‘classic’ parameters
into account, being probably more important than the
simple size, net charge, conformational plasticity and so
on, it appears fundamental in determining the overall
permeability through the target porin.

A concluding remark has also to be devoted to the
membrane model employed here. Although certainly
useful to compare our theoretical results to a variety of
experimental setups, the overall permeability of dipo-
lar molecules through OM porins is not only due the
phenomena described in the present work. For instance,
MD simulations of the TonB-dependent transporter
FecA both within symmetric phospholipid bilayer and
asymmetric phospholipid/LPS bilayer have shown how
the extracellular loops of the embedded protein channel
can interact with the LPS [49]. These interactions might
result in significant differences of both local fluctuations
as well as larger conformational motions of the protein
loops, ultimately affecting permeability and transport
properties [49]. Thus, the aspects investigated in the pres-
ent work, focused on the dynamics of the crossing drug
in response to the internal electrostatics of the channel,
are hardly affected by the plasticity of the extracellular
loops, but the latter may be among the main determi-
nant for the overall permeability and surely deserves
detailed investigations toward a comprehensive picture
of the dipolar antibiotics’ translocation across the OM.

Scorciapino, D'Agostino, Acosta-Gutierrez, Malloci, Bodrenko & Ceccarelli

Future perspective

To understand how porins located in the outer mem-
brane of Gram-negative bacteria are able to filter
noxious molecules is extremely important to design/
optimize new antibacterials with better permeation.
In this context, the availability of high-resolution
crystal structures is fundamental to unveil the molec-
ular mechanism of filtering in bacterial porins. The
level of sophistication of modern molecular model-
ing algorithms together with the employment of new
computer hardware makes it possible to simulate these
complex processes at the molecular level of detail. Our
recent efforts have shown that a synergistic combina-
tion of structural data, in vitro assays and computer
simulations is capable to come to a real identification
and description of the physical and chemical proper-
ties of molecules that can cross the outer membrane
barrier. Once the ‘golden rules’ of permeation will be
fully understood, the application of virtual screening
techniques will help to search for new scaffolds with
enhanced permeation, with molecular modeling being
extremely helpful for compounds optimization.
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Executive summary

porins to match the channel’s electrostatics.

parameter for drug design.

e The analysis of molecular dynamics trajectories revealed how dipolar antibiotics reorient inside bacterial

e The analysis of a series of clinical resistant mutants showed modifications in the so-called preorientation
region as fundamentally altering the antibiotic translocation path.

e The importance of proper alignment of the molecular dipole during the translocation has been highlighted
and the deviation of dipole direction from the main molecular axis of inertia has been put forward as a

104155/fmc-2016-0038 Future Med. Chem. (Epub ahead of print)
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Multi-drug resistance bacteria are a challenging problem of contemporary medicine. This is particularly
critical for Gram-negative bacteria, where antibiotics are hindered by the outer membrane to reach internal
targets. Here more polar antibiotics make use of nanometric water-filled channels to permeate inside. We
present in this work a computational all-atom approach, using water as a probe, for the calculation of the
macroscopic electric field inside water-filled channels. The method allows one to compare not only
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different systems but also the same system under different conditions, such as pH and ion concentration.
This provides a detailed picture of electrostatics in biological nanopores shedding more light on how the
charged residues of proteins determine the electric field inside, and also how medium can tune it. These

details are central to unveil the filtering mechanism behind the permeation of small polar molecules

www.rsc.org/pccp

Introduction

Multi-drug resistance bacteria are a challenging problem of
contemporary medicine." New synergies and a molecular-based
framework are necessary for identifying and developing the
next generation anti-infectives.> This is particularly critical for
Gram-negative bacteria where the presence of the additional
outer membrane (OM) hinders any antibiotics to access internal
targets.” In the OM, general diffusion porins are expressed to
facilitate the entry of small polar molecules (less than 1000 Da),
and today porins are considered to be the main pathway for
polar antibiotics for overcoming the OM barrier.>® Bacteria can
develop resistance by reducing the OM permeability, either by
modulating the expression of porins, or by selecting key residue
mutations that alter the permeability of the porins themselves.”
Further, no direct and robust methods to measure the permeation/
accumulation of drugs are available at present,® neither in vitro nor
in vivo. This technological gap reduced enormously the research
and investment in the field,"? leaving the pipeline empty.
Therefore, the discovery of new effective antibiotics for Gram-
negative bacteria passes through the determination of the
mechanism controlling their permeation through porins.’
The internal electrostatics of porins seem to play a major role’
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through nanometric water-filled channels.

and simulations seem to have the potentiality to unravel such
molecular mechanisms."""?

Since the determination of their high-resolution X-ray structures,
porin channels showed an hourglass shape and interesting
electrostatic properties. Both OmpF and OmpC, the major porins
expressed in Escherichia coli, show a well-separated distribution
of charged residues in the nanometric eyelet region (7 x 11 A).*
Cell-free electrophysiology experiments at the single molecule
level pointed out the key role of electrostatics in the interaction
of polar molecules with these protein channels.*'® Despite
being similar in size,” their expression level is usually not the
same but profoundly affected by osmolarity, pH and growth
conditions.'® In particular, while OmpF is prevalent in low
osmolarity media, OmpC is the most expressed outer membrane
porin in high osmolarity.

Several theoretical attempts at characterizing the electrostatics
inside porins have been reported,"” > starting from the pioneering
work of Karshikoff,"” which employed the Poisson-Boltzmann
equation, till the valuable work reported by Im and Roux,'®
which, by using molecular dynamics (MD) simulations, described a
screw-like electrostatics for OmpF, although at a rather high
ion concentration (1 M). In the present work we propose a
strategy to quantify the macroscopic electric field inside these
nanometric water-filled channels from all-atom MD simula-
tions. In order to show the detail level achievable, we selected
four porins of the same family, namely, OmpF, OmpC and two
mutants from E. coli clinical strains, OmpC20 and OmpC33,
with assessable differences in susceptibility to polar molecules,
in spite of the comparable pore size.” The same series was
recently employed by our group to show the diverse filtering of

Phys. Chem. Chem. Phys., 2016, 18, 8855-8864 | 8855
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carbapenem antibiotics®® and the modulation of water ordering®
upon charged residue mutations.

The ordering of water molecules is a raising question in
many membrane proteins controlling key processes in the cell,
such as aquaporins®*?® and GPCR systems.>* Here we have
taken a step forward by quantifying the internal electric field,
not just probing its effects on the water/ions as already done.
We have made use of water molecules, since, naturally filling
the selected porins, they can be considered an optimal and
intrinsic probe. In addition, the small size of water is reflected by
a rather low rotational correlation time,>® whereas its relatively
large electric dipole ensures sensitivity to the channel’s electro-
statics. The dielectric constant of water inside the channel is
decisive in the calculation of the internal electric field. The non-
linear response of water to an applied electric field is widely
recognized®**® and such nonlinearity of water polarization is
reflected by the decrease of the dielectric constant with increasing
applied electric field, the so-called water dielectric saturation
effect. In the case of the lumen of protein channels, one faces
two problems, the non-linearity and non-uniformity of the media,
remarkably complicating the selection of an appropriate dielectric
constant.>

In the present study, the local macroscopic electric field is
directly calculated from all-atom MD simulations by using the
transfer function that contains the response of the media to the
applied electric field. Importantly, the approach is applied
without any initial guess of the dielectric constant inside the
pore. This allowed us to characterize the electrostatics of the
selected porins in detail by calculating the local intrinsic
electric field along the channel axis. Subtle differences due to
very few amino acid mutations have been identified and high-
lighted and, with the same level of details, it was possible to
investigate the influence of physiologically important modifica-
tions of the media, such as the ion concentration and pH. The
method is not only relevant to protein or water-filled channels
in general, but can be easily extended to solvated proteins for
the calculation of the electric field along the external surface or
at a water-filled cavity. The only prerequisite is the presence of
enough water molecules to be used as probes.

Methods

Theoretical background

Complex bio-molecular systems like protein channels are
strongly inhomogeneous, as they are embedded into a lipid
membrane and solvated. Therefore, the macroscopic (Maxwell)
electrostatic field, E(r), must be considered locally. According to
the standard paradigm of continuum classical electrostatic
theory, the microscopic electric field, e, must be statistically
averaged over a small space (e.g., a sphere) around the point r,
where one wants to calculate it, E(r) = (e),. One should also
determine the local polarization density, P(r), i.e., the average
dipole moment of the sphere per unit volume, the local electric
displacement vector, D(r) = E(r) + 4nP(r), and the density, p¢(r),
of ‘free’ charges (unbound or uncompensated, which do not

8856 | Phys. Chem. Chem. Phys., 2016, 18, 8855-8864
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contribute to P). All of these quantities are related to each other
through the Maxwell equations: V-D = 4np(r); V x E = 0. If one
knows p¢(r) as well as the dielectric response function, P(E,r),
the electric field may be obtained by solving the Maxwell
equations with specified boundary conditions.

It is not trivial, however, to determine (both experimentally
and theoretically) the local dielectric response for a strongly
inhomogeneous system: in general, P(E,r) is anisotropic (vectors
P and E are not parallel) and non-linear; moreover, the response
may be non-local, i.e., P, is a non-local functional of E(r).

In the widely used local, linear and isotropic approximation,
one defines the local dielectric constant, &(r), so that D = ¢(r)E.
Then, the Maxwell equations are reduced to the Poisson
equation, V-¢(r)Vo = —4npe(r), for the electrostatic potential,
¢(r), and the electric field reads, E = —V¢. One usually uses a
piecewise constant function model for ¢(r). Thus, in the case of
solvated membrane proteins, e.g. in ref. 17, ¢, = 4 is used for the
protein part, ¢ = 80 for the solvent (water), etc. The non-linear
electric field effects on the solvent due to the saturation of the
dielectric response in a strong field was considered by taking an
effective (smaller) dielectric constant for the regions of strong
field.** In another study,®" the non-linear dielectric function,
&s(E), was approximated by a Langevin-type function with the
parameters adjusted to the bulk solvent response and then the
non-linear Poisson equation was solved. There, the spatial
dependence of the dielectric constant of the solvent comes
from the non-linear response and the spatially varying electric
field, &5(r) = e5(E(r)). The free charge density, p¢(r), is composed
of the fixed charged groups in proteins and mobile ions.
The ion density at equilibrium is treated by assuming the
Boltzmann statistics (the Poisson-Boltzmann method"” or its
linearized version, i.e. the Debye-Hiickel method for low ion
concentration). If the ion density is not at equilibrium, the
diffusion-drift (Nernst-Planck) theory or a more general Brownian
dynamics method should be employed,'® coupled with the Poisson
equation to calculate the ion density and the electrostatic potential
simultaneously.

All the continuum electrostatics methods briefly presented
hereinbefore require strong assumptions about the dielectric
response of the inhomogeneous medium as well as about the
free ion distribution. Differently, it is important to stress here
that within the approach presented in this work, the macro-
scopic electrostatic field is calculated by using all-atom MD
simulations with minimal assumptions (besides the standard
ones that are fundamentals to the classical MD). In the following,
we will consider the electric field in the regions of the system
occupied by the solvent (water, in our case).

For the bulk (homogeneous) solvent, the polarization density
is completely determined by the thermodynamic parameters: the
density (p), the temperature (7), and the electric (macroscopic)
field (E), P = P(p,T,E). Then, we suggest that the local dielectric
response over the averaging space in the inhomogeneous regions
of the system is the same as for the bulk. This assumption is also
accepted and argued in the Poisson equation based applications
mentioned above."”'®*%*! This is the only approximation
we do as the ions, the solvent, the protein, the membrane, etc.,

This journal is © the Owner Societies 2016
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are treated at the all-atom level. Within this approximation, the
ordering (alignment) of water molecules in the nanopore is
assumed to come from the local average electric field in the
probe. The surface effects, like the different response of the
molecules on the boundary of the probe or the hydrogen bonds
of some water molecules with protein residues are formally not
taken into account. However, the local macroscopic electric field
is defined within a coarse-grained model that neglects any
inhomogeneity within the probe, so that the inhomogeneity in
the response should also be neglected. Of course, the number N
of water molecules on the probe should be large enough as the
surface effects scale as N” while the main volume effects scale as
N°. One may estimate the simultaneous effect of all kinds of
inhomogeneity, including the surface effects, by calculating the
local macroscopic field with various radii of the probe.

The approach we propose is the following. First, the polariza-
tion density of the solvent has to be calculated in a localized
spherical probe along the MD trajectory,

_ (W
Ny

1)

where (p) is the average dipole moment of the water molecules
within the spherical probe, N,, is the average number of water
molecules in the probe, and ,(p) is the average volume per
solvent molecule at the given water density. Then, the electric
field may be estimated by using the bulk response function that
relates water polarization to the local Maxwell field E that has
generated it, P(p,T,E), which is calculated within the same MD
model. The shape of the probe is important for an inhomogeneous
medium as the surface properties may contribute to the electro-
statics through the standard boundary conditions for the normal
and the tangential components of the electric field. This results in
the dependence of the direction of the polarization vector of the
probe on the shape of the latter, e.g., the polarization vector in the
cylindrical or ellipsoidal probe may be non-parallel with the electric
field. For that reason, the sphere seems to be the best choice, as
the induced dipole moment is collinear with the electric field,
assuming a local isotropic response.

In order to calculate the response function of the (bulk)
solvent by using MD simulations of an NPT ensemble in an
external electric field, one considers a water box under the
same pressure and temperature as in the simulation of the
channels. All solvent molecules (we used the TIP3P model for
water) feel the same additional external and constant electric
field E... Thus, the total Maxwell field should be the sum of E.
and the averaged electric field Ej,q generated by the aligned
molecules, E = Ejnq t+ Eex. The corresponding electrostatic
potentials, ¢, @ing, and @.x, obey the Laplace equation as there
are no ‘free’ charges in the system. The treatment of the
electrostatic interactions within the Particle Mesh Ewald
method®*?** assumes the periodic (constant) boundary condi-
tions for electrostatic potential ¢;,q, but not for the external
one, Qe = —(rEex). The Laplace equation with the periodic
(constant) boundary conditions has only constant solution.
Thus, the electric field, Ej,q, generated by the molecules in
the box equals zero even if the net polarization density P of the
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box is not null. The total macroscopic field E then equals the
external applied electric field, E = E., which generates the
polarization density P.

This result may also be interpreted from the viewpoint of
macroscopic electrostatic theory. Indeed, the constant potential
on the boundary corresponds to the conducting (or tin-foil)
boundary conditions.** The conducting boundary generates the
reaction field which exactly cancels out the field generated by
polarized solvent molecules, E;,q. The remaining macroscopic
field is equal to the external applied one.

Finally, the dielectric response function can be calculated
from a MD trajectory for a given macroscopic field E = E., by
using eqn (1), where (u)(E.y) is the average dipole moment of
molecules in the spherical probe.

For an inhomogeneous medium, the profile of the probe
(the coarse-graining function) affects the statistical averaging of
the microscopic charge density and of the microscopic field. In
other words, the macroscopic charge density and the macroscopic
polarization density depend on the coarse-graining function. More-
over, there are also additional terms in the statistically averaged
Maxwell equations depending on the quadrupole and higher-order
electrical moment densities.*® The additional non-dipole terms
vanish for the homogeneous fluids.*® Also, for an inhomogeneous
fluid, the quadrupole contribution to the macroscopic Maxwell
equation disappears for the specific choice of the coarse-graining
function - the one constant within the probe and equal zero out of
its boundary.*® Thus, the use of a constant coarse-graining function
in our analysis is justified as the obtained macroscopic electric field
obeys the standard Maxwell equations of continuum electrostatics
with common boundary conditions, additivity of the polarization
density, etc.

We should also mention a different approach to average
the microscopic electrostatic field presented in ref. 37 and
implemented in VMD.?® The authors use gaussians to smooth
atomic charges, solve the Poisson equation to obtain the
corresponding electrostatic potential at each frame of the MD
trajectory and then average the potential along the trajectory.
This approach corresponds to a gaussian coarse-graining function.
In the homogeneous regions (e.g, in the bulk solvent far outside
the membrane) the averaged electrostatic field obtained using
this method is the same as that calculated using the constant
coarse-graining function in our approach. In the inhomogeneous
regions (like those inside the channel), in general, the averaged
electrostatic field does not obey the standard continuum Maxwell
equations but those containing the quadrupole and the higher-
order electric moments.

Computational details

Production run in the NVT ensemble was performed through
starting from the systems equilibrated in ref. 10, after the NVT
run, a suitable number of water molecules in the OmpF and
OmpC systems were replaced with ions to have the desired KCl
concentration. In the case of OmpF in order to improve
statistics four simulations of 100 ns each were launched with
different seeds and 1 microsecond was run after adding ions.
For OmpC only 800 ns were run with ions. In the case of pH5
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simulations, residues 117 and 121 in loop L3 were protonated
according to the pK, values evaluated using the PROPKA
code.*>*® All simulations were performed in the NVT ensemble
using the ACEMD code® compiled for GPUs, by rescaling
hydrogen mass to 4 au and increasing the time-step up to 4.0 fs.*?
The Langevin thermostat was used with 1 ps damping time. SPME
was used to treat the electrostatics as for the equilibration stage. The
Amber99SB-ILDN force field** was used for the protein and lipids,
and the TIP3P* for waters.

Water analysis was performed separately for each protein
monomer. Water molecules within a cylinder of 80 A height and
17 A radius, centered in the center of mass of the monomer,
were extracted from MD trajectories. Each cylinder was divided
in 0.5 A slices along the channel axis (z-axis) and the distribution
of oxygen atoms along the MD trajectory was calculated for each
slice, 160 in total. A sphere was then centered at the average
position of oxygen over time for each slice, and the water
molecules within such spherical probe were extracted for each
trajectory frame. Spherical probes of three different sizes were
used (radius, R = 4 A, 5 A and 7 A). The polarization density of

1N
AN Kyt = X, ), 2,
Nin/; ’

each sphere was calculated to be P, =
where 7 goes from 1 to 160 and v, = 29.9 A® is the volume of a
single water molecule. Then, the polarization density of each
sphere was averaged over the whole trajectory. Finally, because
the protein channels under investigation are trimeric, trajectory
averages were also averaged over the three equivalent mono-
mers, which can be considered statistically independent systems

in this context.

Results and discussion
Dielectric response of bulk water

In order to calculate the dielectric response function of water,
we performed different MD simulations in the NVT ensemble as
described in the Methods section, with 17 different values of
the applied electric field, from 0.1 to 500 mV A™* (20 ns for each
production run). Polarization density was calculated in three
different ways in order to test possible artifacts: (i) polarization
density of the entire box, (ii) spheres of different sizes centered
in the simulation box, and (iii) by using a set of spheres along
the z axis. No significant differences were found. The results are
shown in Fig. 1.

At electric field values above 30-40 mV A%, the calculated
dielectric response of water becomes non-linear and starts to
saturate at field strengths above 100 mV A~*. This behavior is in
excellent agreement with Booth’s model*®

(nzfl) oc(n2+2),u [3(112+2)/1E
Py(E) = E L 2
s(£) 4n * Vw ( kT ) 2)
28 V73
where o« = ——; f = ——; n = 1.33 is the experimental optical
373 6

refraction index of water; 7 is the absolute temperature; & is
Boltzmann’s constant; v, — volume per water molecule; and

1, . .
L(x) = coth x — — is the Langevin function.
X
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Fig. 1 The dielectric response function of (bulk) water. The solid line
corresponds to the Booth function®® and the dashed line to the Langevin
function with parameters from ref. 46.

The dipole moment of water molecule, u, is the only
adjustable parameter of the model used by the author® to
reproduce the experimental dielectric constant of water in the
low-field limit. Although the obtained value, u = 2.1 D, is larger
than in a vacuum (1.86 D), it is still in reasonable agreement
(e.g., in the SPC water model the dipole model is 2.27 D, in
TIP3P it is 2.35 D). The dielectric response within the Booth
model, by assuming that 7 = 300 K and 1, = 29.9 A, is shown in
Fig. 1 with a solid curve. At field strengths below 100 mv A™*,
the agreement between the MD results and the Booth model is
excellent, in accordance with previous studies.>® The slight
deviation at higher electric fields may be due to several factors.
First, the field induced structural reordering of water takes
place leading to the phase transition at E > 1 V A™**” while
Booth assumed the field independent model for near order of
liquid water. Second, the water model used in current MD
simulations is rigid, so that reorientation of molecules is the
only mechanism of polarization, while the effects of electronic
polarization and molecular bond/angle modification, which
might become important at higher fields, are neglected.
The Booth model actually takes molecular flexibility and the
electronic polarization implicitly into account, by introducing
the high-field limit constant from the experimental optical
refraction index of water, ¢z_, ., = n’.

We will not go further into the details of the water dielectric
response at high electric fields, as the field strength pertaining to
the protein channels investigated here is well below 100 mv A,
The important conclusion is that, at the electric field strength we
will consider, the dielectric response of water is non-linear but
absolutely consistent with the analytic microscopic model that
assumes the independence of the local structure of liquid water
(including the water density) of the applied electric field.

The dielectric response of water at E < 100 mV A~ can also
be fitted by using the simple Langevin function,

e =21 (7) ®)
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In this case, however, the fitting parameters, y and 14, will not
have physically meaningful values.>”*° The dielectric response
function given by eqn (3) calculated using physical values of the
parameters*® (u = 2.27 D, Vi, = 29.9 A®, T =300 K) is plotted with
the dashed line in Fig. 1. The polarization density is strongly
underestimated and the saturation is shifted to higher electric
field strength. This may lead, in turn, to a significant over-
estimation of the electric field based on the calculated values of
the average dipole moment. We will return to this point with an
example in the following paragraph.

Electric field in OmpF: effects of the probe radius and of the
non-linear response

The local polarization density of water within the spherical probes of
radius of 5 A centered along the axes of the monomers was
calculated for the OmpF porin by following the procedure discussed
in the Computational details section. The Cartesian components of
the polarization density vector vs. the position along channel’s axis
(the z coordinate) are shown in Fig. 2a (y-axis points versus the
projection of loop L3 in the CR of the channel into the transversal
plain). Corresponding electric field’s components are shown in
Fig. 2b. The parametric plot of the transversal electric field along
the axis of the channel is shown in Fig. 3.

First, we note that there is a strong transversal component of
the electric field, which has the greatest strength in the con-
striction region (Z around 0 A), where it points out of the
positive basic ladder towards the negative loop L3 (Y direction),
as it should be expected. The presented approach to the
calculation of the electric field by the way allows identifying
finest details of the channel’s electrostatics, which is hard to be
unveiled with other methods. First, it has to be emphasized
that the only ‘active’ component of the electric field in the CR is
the Y. Both the X and, most importantly, the Z are absolutely
negligible. Before the CR, on the extracellular side of the
channel (Z in the range of +5- to +10 A), the Y component is
already significant and the Z is actually not negligible and
negative. This means that the electric field lines already point
down to the CR and towards loop L3 well before the actual CR.
This specific region of the channel has been previously given the
name ‘preorientation region’ in one recent authors’ report,'® and
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Fig. 3 The parametric plot, {E,(z), E,(z)}, of the transversal electric field
shown in Fig. 2b.

the more accurate analysis presented here bolsters that concept.
Also, upon emerging from the CR on the periplasmic side of the
channel (negative Z), the transversal component of the electric
field changes the direction quite sharply (the Y decreases while
the X increases) but the Z is still negligible. The transversal
electric field is characterized by a screw-like form and flips by
180° while passing through the pore (Fig. 3). These qualitative
details of the OmpF electrostatics were known from previous
studies,"”'® the present analysis has confirmed them and provided
a quantitative description.

The profile of the electric field in the CR (Fig. 2b) is sharper
than that of the polarization density. This effect is due to the
nonlinear response of water to the strong electric field in the
constriction region.?%*14¢

The values of the z-component of the polarization density along
the channel axis (Fig. 2a) are in good agreement with previous MD
simulations®® (the average dipole per water molecule presented in
Fig. 12 of ref. 46 should be divided by 1, = 29.9 A to obtain the
polarization density). However, as discussed above, the simple
Langevin response function, with the physically chosen parameters
used in ref. 46 significantly underestimate the polarization density
at any given strength of the electric field (see Fig. 1 and discussion
around). That is why the values of the electric field strength in the
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Fig. 2 (a) The components of the water polarization density vector averaged over spherical probes with a radius of 5 A, located along OmpF's axis and
(b) the corresponding components of the local macroscopic electric field. (c) Macroscopic electric field for OmpC. The standard deviation is shown with

the shaded area around the curves.
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CR reported in ref. 46 are about 2-3 times larger than the present
results. The continuum Poisson-Boltzmann models'”*" with a fixed
bulk dielectric constant for water in the pore (&,, = 78-80) and a fixed
effective dielectric constant for the protein (g, = 4-20), result in a
strength of the electric field in the CR equal to 30-40 mV A, which
is in good agreement with our calculations (Fig. 2b). On the other
hand, the Poisson-Boltzmann model*" with the nonlinear response
(Booth) function and a fixed effective dielectric constant for protein
(¢, = 10) result in the electric field approaching 80 mv A", ie. 2-2.5
times larger than the present estimation.

Fig. 4 shows the results of the electrostatic field inside OmpF
using different probe sizes. The latter clearly influences the fine
structure of the curve because of the non-uniformity of the
medium. We selected R = 5 A for further analysis, as the field
profile is substantially too smooth at R =7 A. At R =4 A on the other
hand, the average number of water molecules in the probe is
smaller than 10, leading to the large fluctuations of the averaged
values of polarization and, consequently, of the electric field.

There are two kinds of statistical uncertainties in the calculated
electric field, the inherent equilibrium thermodynamic fluctuations,
and the statistical uncertainty of average values due to the finite
time-length of MD trajectories. Thermodynamic fluctuations (at
equilibrium) depend on the size of the probe, the ion density
and other equilibrium thermodynamic variables of the system.
In Fig. 2, for instance, we plot the standard deviation of
thermodynamic fluctuations.

The average value itself has a statistical uncertainty due to
the possible insufficient sampling provided by MD trajectories.
This error of the average is reduced with the trajectory duration 7.
The simulation time, 7, should be larger than the characteristic
time of all relaxation processes in the system. We estimated the
error of the average by dividing the whole trajectory into three
pieces and by calculating the variance of the average electric field
obtained for each piece. This calculation was also performed
separately on each of the three protein monomers. The statistical
error on the average values of the electric field was always smaller
than its inherent thermodynamic (equilibrium) fluctuations.

Comparison of the two main general channels of E. coli, OmpF
and OmpC

In Fig. 2, the electric field calculated along the channel axis is
displayed for OmpF (2.b) and OmpC (2.c). These two proteins
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have been widely studied,"® and it is still not clear why OmpF is
much more permeable than OmpC despite the similar size.*” In a
recent work,'® we showed how the polarization density of water
molecules inside the channel is able to qualitatively capture the
main electrostatic differences among the two channels, suggesting
very important implications for rational drug design.

The electric field has the maximum value in the CR for both
channels. They are also similar in having the most intense
component of the electric field on the y-axis, i.e. pointing from
the positive basic ladder towards the negative loop L3. How-
ever, while OmpF shows a field strength of ~36 mV A~ in the
CR, a significant reduction to ~20 mV A™* is observed in OmpC.
In addition, dramatic differences are observed in the so-called
‘preorientation region’,’® which is between +5 and +10 A along
the z-axis in the present case.

Although OmpC has a higher net negative charge, it is not
localized in the CR but in the extracellular vestibule.'® The
effect of this additional negative charge (due to specific amino
acid mutations'®) in OmpC, is the almost complete disruption
of the opposite charge segregation that characterizes, instead,
the OmpF preorientation zone. In turn, all of the three electric
field components are negligible (Fig. 2c), meaning that in
OmpC there is no effective electric field at the mouth of the
CR, driving dipolar molecules to adopt any specific orientation
before they get into the CR. Conversely, OmpF and OmpC are
rather similar, as far as the electric field is concerned upon
emerging from the CR on the periplasmic side of the channel
(negative Z).

OmpF and OmpC, effects of the ionic strength

It is known how the relative expression of OmpF and OmpC is
strictly dependent upon several environmental parameters, such as
the ionic strength of the medium, the pH, the temperature and the
level of nutrients.'® The earlier observations that OmpF is pre-
dominant in low osmolarity media, while OmpC is more expressed
at high osmolarity, led to the conclusion that the latter had a
reduced size to act as a more selective filter in environments rich
in nutrients but also in potentially noxious species. On the other
hand, OmpF was concluded to be less stringent, which is required
when bacteria are grown under nutritional deficiency.

It has been more recently experimentally shown that
although the pore size is comparable among OmpF and OmpC,

on A~ O
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Fig. 4 Electric field inside OmpF for different radii of the probe, R=4 A R=5A and R =7A.
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the internal electrostatics might be the major determinant for
permeability differences.*® In order to investigate the electro-
statics of these two protein channels in a more physiologically
relevant scenario, we performed additional (~5 ps) MD simu-
lations in the presence of different KCI concentrations, namely,
200 and 400 mM. In the case of OmpF, MD was performed also
at 1 M KCl. The results of electric field calculations are reported
in Fig. 5 and 6 for OmpF and OmpC, respectively.

OmpF is very sensitive to the electrolyte concentration
(Fig. 5). The y-component of the electrostatic field is dramatically
reduced already at 200 mM KCl, down to values comparable
to the OmpC in the absence of electrolytes (Fig. 2c). On the
other hand, both the x and z components change only slightly,
meaning that the overall ‘choreography’ is maintained, even at
1 M KCIl. However, not only the CR electrostatics appear to be
affected by increased ion concentration, also the preorientation
region is perturbed, so that the y-component is significantly
reduced there also, whereas the z one is not (Fig. 5).

Conversely, when the same conditions were applied to
OmpC, no remarkable differences in the intrinsic electric field
were found, up to 400 mM KCl (Fig. 6). However, in the
preorientation zone, a closer inspection of the results reveals
an increase of the y-component in the positive direction. This
means that the perturbation of the electrostatic field of OmpC
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due to the presence of the physiological concentration of mono-
valent ions might be helpful to the passage of polar solutes, by
creating a favorable preorientation field at the mouth of the CR,
which was negligible in the absence of electrolytes.

It is quite astonishing how the present results fairly match
the above mentioned general considerations about the OmpF
and OmpC relative expression. Actually, these two porins look
to be designed by evolution to work properly under different
environmental conditions. The electrostatics of OmpF, devoted
to low osmolarity, is profoundly affected by the presence of
electrolytes in the medium. The OmpC, on the other hand, is
almost insensitive to the ionic strength, preserving its inherent
electrostatic profile in the presence of electrolytes at rather high
concentrations.

Now, from the present results it can be speculated that an
OmpF-like profile of the electric field (Fig. 2b), with a rather
high field strength in the CR and a favorable preorientation
zone may help the uptake of dipolar molecules. In an environment
characterized by nutrient deficiency this should be a must for a
general channel, in order to guarantee a sufficient influx of
essential species.®*® However, most of the commonly employed
antibiotics are characterized by a significant electric dipole** and
should be, thus, similarly able to penetrate through OmpF possibly
too easily, making bacteria expressing OmpF rather susceptible.
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Fig. 6 Electric field in OmpC in the presence of different electrolyte concentrations, (a—c) 200 mM KCl and (d—f) 400 mM KCL

Under the same conditions, OmpC expressing bacteria are
known to be generally less susceptible, probably because of
the lower field-strength in the CR and, most importantly, to the
negligible preorientation (Fig. 2c).

When a high osmolarity environment is considered, a more
stringent molecular filter is required, guaranteeing sufficient
uptake of nutrients but avoiding penetration by noxious species to
the maximum extent.*® The OmpC-like profile of the electric field
in the absence of electrolytes (Fig. 2c) is possibly too selective, but it
is possible to suggest that its filtering behavior is finely tuned by the
presence of electrolytes, leaving the CR almost unaffected and
‘switching on’ the preorientation zone (Fig. 6).

At the moment, these are mere speculations and explaining
all the more recent experimental results is certainly beyond the
aim of this work, but the major role of the electrostatics is clear
and widely recognized. It is finally interesting to note how the
present results are in agreement with recent experimental
findings.*® Overall permeability was shown to become comparable
for OmpF and OmpC with increasing ionic strength of the medium.
In our simulations, the electric field profiles do become comparable.

Despite the protein channel’s electric field is certainly
fundamental in defining permeability, other factors cannot be
ignored, such as substrate flexibility and size, net charge and its
distribution, H-bond donors/acceptors, desolvation of both pro-
tein residues and the substrate upon entering the CR, among
others,® all of which potentially modulate the permeability in a
substrate specific fashion, over a channel specific background.

Effects of the pH

As the protonation state of certain amino acid residues might change
with pH, their net charge can be modified in turn. This should
result, of course, in the modification of channel’s electric field.

In Fig. 7, the results for OmpF at pH 5 are compared to the
ones at pH 7. A dramatic change in the electric field can clearly
be seen, pertaining both the CR and preorientation region.

8862 | Phys. Chem. Chem. Phys., 2016, 18, 8855-8864

Similar to the effects shown above for increasing KCl concen-
tration, also decreasing the pH, thus ‘losing’ some negative
charges, reduces the y component of the electric field, leaving
the x and z almost unaffected. In the case of pH reduction,
however, the negative z component in the preorientation region
is eliminated, while the electrolytes were not able to produce
this alteration even at the highest concentration tested (Fig. 5).

Similar to the ionic strength, also the pH of the environment
is known to impact the relative expression of OmpF and OmpC.
In particular, acidic pH favors the expression of OmpC, while
that of OmpF is repressed.’” Coherently, the present work has
shown how OmpF appears to be highly sensitive to the pH, as far
as the internal electric field is concerned, bolstering the idea that
evolution has finely designed these water filled channels to work
under rather specific conditions. Going into further details is
beyond the scope of this presentation, which is focused on the
method, but the intriguing implications of these results certainly
call for specifically targeted investigations.

Mutants from antibiotic resistant clinical isolates: OmpC20
and OmpC33

Quite recently, the crystal structure of a series of OmpC mutants
has become available.” Seven E. coli strains were isolated during
two years of antibiotics treatment of a patient suffering from the
Caroli syndrome.’* The antibiotics resistance of these clinical
strains was progressively greater to the antibiotics used for
treatment, including imipenem, meropenem, cefotaxime, cefta-
zidime and ciprofloxacin.>”

As we pointed out in a recent work,'® the electrostatic properties
of the corresponding OmpC mutants showed a remarkable
progressive variation directly related to the amino acid muta-
tions inside the channels, while the size pore remained
unchanged. In particular, we investigated the first and the last
mutants of the series, OmpC20 and OmpC33, respectively,
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finding the more interesting differences in the preorientation,
not in the CR region.

Starting from those results, we calculated their internal
electric field. The results are shown in Fig. 8. In agreement
with our previous study,'® in what we called the preorientation
region, just above the CR on the extracellular side of the
channel, the y-component of the electric field is inverted with
respect to OmpF (Fig. 5) and OmpC (Fig. 6), i.e. the y is negative
in the reference system adopted here, while the other two
components are comparable. The OmpC33, in addition, is
characterized by a rather low field strength in the CR.

This electric field profile along the channel axis is expected to
have a large influence on the permeability of polar species, which are
preoriented in the extracellular vestibule with a direction opposite to
the one imposed by the electrostatics of the CR. This means that the
crossing molecule has to undertake sharp reorientations while
traversing the channel, right at the mouth of the more restricted
zone, where the steric hindrance is severe.

Conclusions

We have presented an all-atom simulation approach for the
calculation of the macroscopic electric field inside nanometric
water-filled channels under different environmental scenarios.
Intrinsic water is taken as a natural probe, and its local polarization
density is connected to the macroscopic field through the electro-
static response function. The method allows one to compare not
only different systems but also the same system under different pH
and ion concentration conditions.

This journal is © the Owner Societies 2016

Our method is accurate enough to be able to capture small
differences upon subtle mutations of a few residues only, and for
this reason it can be used as a way to characterize channels. This is
a basic step to design new drugs with enhanced permeability but
also such knowledge might be crucial for designing engineered
biomimetic nanofilters. Indeed, the accurate quantification of the
macroscopic electric field inside channels opens up the way to the
definition of an electrostatic model to calculate the interaction
energy of crossing polar molecules, which sense the internal
macroscopic electric field by virtue of their charges/dipole.
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Abstract

The Gram-negative organism Campylobacter jejuni is the major cause of food poisoning. Unlike Escherichia
coli, which has two major porins, OmpC and OmpF, C. jejuni has one, termed major outer membrane protein
(MOMP) through which nutrients and antibiotics transit. We report the 2.1-A crystal structure of C. jejuni
MOMP expressed in E. coli and a lower resolution but otherwise identical structure purified directly from
C. jejuni. The 2.1-A resolution structure of recombinant MOMP showed that although the protein has t|mer|c
arrangement similar to OmpC, it is an 18-stranded, not 16-stranded, B-barrel. The structure has identified a Ca®*
bound at the constriction zone, which is functionally significant as suggested by molecular dynamics and
single-channel experiments. The water-filled channel of MOMP has a narrow constriction zone, and single-
molecule studies show a monomeric conductivity of 0.7 + 0.2 nS and a trimeric conductance of 2.2 + 0.2nS. The
ion neutralizes negative charges at the constriction zone, reducing the transverse electric field and reversing ion
selectivity. Modeling of the transit of ciprofloxacin, an antibiotic of choice for treating Campylobacter infection,
through the pore of MOMP reveals a trajectory that is dependent upon the presence metal ion.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Introduction

Campylobacterare Gram-negative bacteria belong-
ing to the e-proteobacteria, which are commensal in
livestock, notably in poultry, and are thought to be the
main natural reservoir. Human infection most com-
monly occurs via consumption of undercooked animal
products or contaminated water and through contact

with animals [1]. The pathogen Campylobacter jejuni

is the major cause of human food poisoning
and represents an economic burden [2]. In general,
C. jejuni infection resolves without antibiotic treat-
ment, but more serious cases (usually in infants) can

be treated straightforwardly with antibiotics. Untreated
campylobacteriosis can lead to a cycle of recurrent
infections, and this in turn progresses to irritable bowel
syndrome [3]. In rare but serious cases, infected
individuals can develop non-trauma-related paralysis
through Guillain—Barré syndrome [4].

In the recent years, multi-antibiotic-resistant
Campylobacter species have emerged, and al-
though not common, this trend has alarmed health
care professionals [5]. Bacteria resist antibiotics
by the expression of drug-modifying enzymes
(e.g., B-lactamase), mutation of target (ribosome),
drug efflux pumps (e.g., AcrAB-TolC in Enterobacteria,

0022-2836/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
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Mex family in Pseudomonads, and CmeABC
in Campylobacterales), and reduced uptake
(e.g., decreased expression or mutations of porins
in Gram-negative bacteria) [6,7]. Porins are respon-
sible for the uptake of nutrients through the outer
membrane of the Gram-negative bacteria by passive
diffusion along the concentration gradients. Their
substrate uptake can be specific or non-specific,
depending on the nature of the protein [7].

Most antibiotics cannot pass through the outer
membrane itself so instead must enter the cell via
non-specific porins. In Escherichia coli, two outer
membrane proteins, OmpC and OmpF, are predom-
inant. A shift in expression profile from OmpF (higher
conductance) to OmpC (lower conductance and less
permeable to antibiotics) has been commonly
observed in drug-resistant clinical isolates [8].
Combined structural, physical, and computational
studies of a series of clinical OmpC mutations
revealed a molecular basis for altered antibiotic
uptake [9,10]. In contrast to E. coli, C. jejunihas only
one major outer membrane protein (MOMP), which
is thus far present in all isolates and is highly (but not
absolutely) conserved in other Campylobacteria.
MOMP is a 44-kDa protein, which has the sequence
signature typical of B-barrel porin, and CD spectros-
copy [11] confirmed the predominance of 3-strand
typical of porins. MOMP has been reported to be
critical to the stability and integrity of the outer
membrane of C. jejuni[12], while other studies have
shown MOMP to have a role in adhesion to epithelial
cells [13]. As might be expected, given its location in
the bacterial cell, antibodies are frequently raised
against it by the human immune system [14—16], and
this has led to ideas for vaccine development [17].
Structural and biophysical data are thus highly
desired for this protein.

Here, we report the successful recombinant ex-
pression, extraction, purification, and structure de-
termination of C. jejuni 85H strain MOMP from an
E. coli overexpression system. Campylobacter are
e-proteobacteria, while E. coli belongs to the
y-proteobacteria, meaning there are large differ-
ences in lipid composition in the outer membrane. To
allay concerns about the “nativeness” of this
recombinant structure arising from the difference in
the lipid environment during expression, we also
determined the structure of MOMP purified directly
from Campylobacterand we found it to be essentially
identical. Crystals, but no structure of MOMP from
C. jejuni, have been previously reported [18]. The
lower purity of the MOMP obtained directly from
Campylobacter highlighted the key advantage of
E. coli expression. MOMP exhibits conductivity
similar to OmpC; however, its constriction zone has
a number of important differences that may relate to
antibiotic permeability. Using this structure, accurate
models can be generated for MOMPs from other
strains and other species of Campylobacter.

Results

Structure of MOMP

Codon-optimized MOMP-coding gene from strain
85H was cloned in pTAMAHISTEV vector, which
inserts a tobacco etch virus and a cleavable
hexa-histidine tag between the protein and the
TamA signal peptide. After the overexpression in
E. coli and purification, a final yield of 12 mg of
MOMP per 50 g of E. colicell paste was obtained. In
a different approach, native MOMP was purified from
Campylobacter as described previously [11] and
yielded 1 mg protein per 3 g of C. jejuni cell paste.
Both proteins gave crystals, although in different
conditions with different crystal symmetry.

The structure of the overexpressed selenomethio-
nine (SeMet) variant MOMP was solved using
single-wavelength anomalous diffraction to provide
initial phases, which were improved by density
modification. This structure was then used to solve
the high-resolution structure of MOMP purified from
an E. coli overexpression system (rMOMP). The
protein purified from Campylobacter (nMOMP) was
solved via molecular replacement using the recom-
binant MOMP structure as a search model (Table 1).
Beyond small differences due to crystal packing and
resolution, we have not detected any meaningful
structural difference between the two proteins
(RMSD of 0.45 A for 398 Ca position using SSM
[19]; Supplementary Fig. 1). Our discussion focuses
on the higher-resolution rMOMP structure (2.1 A).

Table 1. Data collection, refinement, and validation
statistic

MOMP MOMP Recombinant
Native Recombinant ~ MOMPSeMet
Space group P242424 P63 P65
Cell dimensions 94 .4, 90.6, 90.6, 94.3, 94.3,
a b, c(A) 99.41722  104.4 102.0
Cell dimensions 90, 90, 90 90, 90, 120 90, 90, 120
a, B,y (°)
Resolution (A) 47.75-2.9 39.2-2.1 2.82
(3.06-2.9) (2.17-2.1)
Rmerge 0.14 (0.86)  0.06 (0.72) 0.076 (0.90)
Completeness 99.9 (99.8)  99.5 (99.5) 99.7 (99.7)
Multiplicity 7.3(7.2) 13.5 (13.6) 14.6 (15.0)
la(l) 12.9 (3.0) 29.89 (3.92) 23.1 (4.3)
Refinement
Riactor! Riree (%) 23.9/27 1 19/22.27
No. of unique 36,693 28,313
reflections
No. of residues 405 403
Water 5 127
Bonds length (A)  0.01 0.01
Bonds angles (°) 1.9 1.41
MolProbity score  1.70 1.03

Values in parentheses are for the highest-resolution shell.
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Structure of MOMP

We use rMOMP and nMOMP, where we discuss the
evaluation of each preparation method (to establish
they are essentially identical), and MOMP to refer to
the generic protein.

MOMP is an 18-stranded antiparallel B-barrel porin
with an elliptical shape common to other 18-stranded
porins. The signal peptide of nMOMP from C. jejuni
strain 85H (uniprot entry number: Q65915) was
predicted to cleave between Ala22 and Thr23.
Henceforth, Thr23 being the first residue in the tertiary
structure was defined as the first residue in our residue
count and was renamed to Thr1. In rMOMP, however,
due to cloning artifacts, we have three additional
non-native residues after signal peptide cleavage
(Gly-Ala-Met), followed by a single point mutation of
Thr1 to Gly. Typical of porins, the axis of the strands is
offset, relative to the membrane normal. The long axis
of the ellipse is approximately 37 A (the distance from
Gly179to Glu280) and the minoraxisis 31 A (Arg45to
Ala234). The vertical height of the barrel varies
between 19 A (distance between Val10 and Phe86)
and 37 A (distance between Thr221 and Val334, on
the opposite side; Fig. 1a-b). The N terminus on the
periplasmic face has a strand, followed by an
N-terminal a-helix that points away from the barrel
wall (Fig. 1c). In the protein purified from Campylo-
bacter, the helix is also present and adopts the same
organization but lacks the short strand seen in the
overexpressed recombinant protein. In keeping with
convention for porins, extracellular loops connecting
the strands are numbered sequentially and prefixed
by L, whereas periplasmic loop connections are
prefixed by T (also numbered sequentially). Four
extracellular loops L1, L3, L4, and L6 fold inside of the
barrel, with L3, L4, and L6 forming the constriction
zone. Loop 4 contains Phe173-Lys174, the site of the
proteinase K cleavage [20]; the structure shows that
the site to be exposed is consistent with its cleavage.
MOMP from another strain (79AH) is not cleaved at
this position as it lacks the protease site. We observed
additional electron density adjacent to L3 and L4 that
we identify as a Ca®* (rather than Zn®* or Mg®*, or K*
or Na*) based on electron density and coordination
(distance and geometry). The 2proteins expressed in
E. coli have not had any Ca“" ion added and we
conclude that the ion was bound during expression in
E. coli and has remained attached in throughput
purification. The ion has octahedral coordination, with
one oxygen atom from the side chain of Asp120,
GIn152, Asp155, and Glu288, and has the carbonyl of
Asp120 with a water molecule filling the final sixth
position. The water is in turn coordinated by the amino
acid Asp116 and Asp289 (Fig. 1d—e). The metal ion
creates a cross-link among L3, L4, and L6. Addition-
ally, the difference electron density map showed a
residual elongated density that was modeled as an
ethylene glycol like the molecule [from polyethylene
glycol (PEG) 400 or C8E4] in the rMOMP. This
molecule sits below the constriction zone underneath

L3. The protein purified from Campylobacter was
crystallized in the presence of Ca®* ions and has an
ion in an identical position but also has a second ion
located outside the barrel at the interface between
subunits. This ion is coordinated by Asp145 (main
chain and side chain), Asn180 (side chain), and the
main of Gly72 from the neighboring subunit. The
recombinant structure shows a different side-chain
conformation, implying that in the recombinant pro-
tein, this site does not exist. It had been hypothesized,
according to molecular modeling, that in the 79AH
strain, there is a metal-ion-binding site at Ser81 and
Asp82 (found as Glu82 and Lys83 in 85H) that is
important for the trimerization of 79AH [20]. These
residues are located within a regular strand (34);
consequently, the side chains point in opposite
directions and we suggest that there is no such
metal-ion-binding site.

Analysis of the molecular surface using the program
CCP4MG [21] shows that the outside wall of the barrel
is uncharged as expected for proteins embedded
within a hydrophobic lipid membrane bilayer. The
extracellular surface of MOMP has regions of both
positive and negative charge with the funnel-shaped
region leading to the constriction zone, termed the
eyelet, which is strongly negatively charged. The
periplasmic face of the protein, including the inside
surface of the barrel below the constriction, is
predominantly negatively charged (Fig. 2). The pore
axis is slightly offset, relative to the membrane normal.
When viewed from the extracellular face, L7 sits
above the entrance. Analysis with MolAxis [22]
reveals that the constriction zone narrows to a radius
of 2.6 A. The constriction zone, like the protein, has an
elliptical, not circular, shape. On one surface of the
constriction zone, Tyr304 sits among amino acids
Asp116, Asp120, Asp155, Asp289, and Glu300,
which form a strongly negatively charged region of
the pore; significantly, these residues also coordinate
the Ca®* ion. On the opposite side of the constriction
zone, the surface is formed by residues Arg17, Arg19,
Arg45, and Arg398, which create a strongly positively
charged region. This arrangement gives rise to a
profound dipole across the short axis of the elliptical
constriction zone, termed the transverse electric
field. Lys43 and Lys404 are not in the constriction
zone but point toward it from the extracellular and
periplasmic sides, respectively. In addition to the
metal ion, several contacts appear crucial to maintain
the structure of the constriction zone; Arg362 makes
salt bridges with Asp337 and Glu109; Arg45 with
Asp65, Asp120, and Glu151.

Although only one monomer is present in the
asymmetric unit, analysis of the crystal packing
reveals a trimeric arrangement reminiscent of that
seen in OmpC [23] and OmpF [24]. The identical
trimeric arrangement is found in the protein purified
from Campylobacter; in this case, the trimer is found in
the crystallographic asymmetric unit. Analysis of the
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Fig. 1. The structure of the MOMP monomer. (a) Viewed from the side, parallel to the membrane. (b) The structure has
been rotated 90° so that it is viewed from the outside of the cell (looking in), perpendicular to the membrane. (c) The trimer
viewed as in (b), the periplasmic N-terminal a-helix is colored magenta and the calcium in purple. An XYZ axis is shown to
orientation. (d) The calcium is depicted as a purple sphere and the water molecule as a red sphere. Residues involved in
the calcium coordination are shown as sticks. An XYZ axis shows the view that has been rotated by 90° around the X axis
when compared to (c). (e) A detailed view of the amino acids involved in calcium-binding site; same orientation as in (d).
The F,-F. and 2F,-F, electron density maps at 50 and 2a, respectively, have shown the final refined coordinates. The
phases for the calculation of the map were based on a model that had never included the metal ion.
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Fig. 2. The pore of MOMP. (a) The surface of MOMP is colored by electrostatic charge calculated in CCP4MG [21]. The
structure has the same orientation as in Fig. 1a. (b) The structure is colored as in (a), with the constriction zone circled. The
structure on the left is the same orientation as in Fig. 1b; the structure on the right has been rotated 180° (in effect, looking
from the periplasm through the membrane to outside the cell). (c) MOMP trimer viewed from outside the cell; the structure
has the same orientation as in Fig. 1c. (d) A detailed view of the charged amino acids at the constriction zone; the view is
from outside the cell and the same as in Fig. 1b. The CaZ2* ion, which has been omitted for clarity, is bound to Glu155.

contacts between monomers using the PISA server
[25] (which assesses the likely stability of multimers)
identifies this trimer as the stable unit of MOMP.
Gelfiltration data point to a trimeric arrangement
consistent with electron microscopy of MOMP recon-
stituted into lipid bilayers [26]. The N-terminal Thr1
(Gly1 in recombinant MOMP) makes hydrogen bonds
to strand 1 of the neighboring monomer; consequent-
ly, the three N-terminal helices in the trimer form a
triangle. The main points of contact that stabilize the
trimer arise from interactions with L2 from one
monomer with L2, strand 5, strand 6, and L3 from
the other monomer. Notably, residues Asn80 to Lys84
in this loop make main chain and, in some cases,
side-chain hydrogen bonds across this interface.
There is also a smaller area of contact on the
periplasmic face between T8 (Lys370 to Phe376) on
one monomer and T1 (Asp56 to Phe58) from the
other. Each monomer—monomer interface buries over
2400 A? of surface area; the trimer buries 11,600 A?
of surface area.

Single-channel conductance measurements

The pore-forming activities of both the rMOMP
(Fig. 3) and nMOMP (Supplementary Fig. 3) were
measured by single-channel ion-conductance mea-
surements. Figure 3a and b shows the typical
ion-current electrical signature of single monomeric
and trimeric rMOMP, respectively. Figure 3a shows
the monomers at negative (— 100 mV) and at positive
(+100 mV) applied transmembrane voltages. It is
interesting to note that at positive voltages, we
observe only downward but never upward spikes,
suggesting the presence of a monomer channel as
opposed to the partially blocked oligomers. At
negative voltages, the MOMP monomer has upward
spikes leading to the closure of the pore (Fig. 3a and
Supplementary Fig. 3b). After the single-channel
insertion, we flush the cuvette intensively with fresh
buffer to avoid further insertion. Figure 3b shows the
typical traces of trimers. At positive voltages, the
trimeric channel gives a smooth response, whereas at
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Fig. 3. Representative ion-current traces of rMOMP in 1 M KCI and 10 mM Mes (pH 6.0). (a) The ion-current
corresponding to one open monomer at negative (top panel, left) and positive (top panel, right) transmembrane potential of
100 mV. (b) The ion-current corresponding to the trimer at negative (top panel, left) and positive (top panel, right)
transmembrane potential of 100 mV. (c) The ion-current corresponding to a trimer following the addition of 10 mM CaCl,
(1 MKCl at pH 6.0) at negative (bottom panel, left) and positive (bottom panel, right) transmembrane potential of 100 mV.
(d) The ion-current corresponding to a trimer following the addition of 10 mM MgCl, (1 M KCI at pH 6.0) at negative
(bottom panel, left) and positive (bottom panel, right) transmembrane potential of 100 mV. The monomer and the trimer

were produced from different bilayer measurements.

negative voltages, flickering noise occurs. The
analysis of repeated single rMOMP channel reconsti-
tution in 1 M KCI revealed two main conductance
levels, a lower level of 0.7 + 0.2 and a higher level of
2.2 + 0.2 nS, suggesting a monomeric and trimeric
state. The same analysis for nMOMP yields 0.7 + 0.2
and 2.3 + 0.3 nS, respectively. Like other trimeric
porins, both monomer and trimer follow an ohmic con-
ductance pattern between +200 mV (Supplementary
Fig. 3a). No meaningful differences between the
nMOMP and rMOMP proteins were observed. To in-
vestigate the homogeneity in the insertion of proteins,
we followed multichannel measurements, and the
distribution between monomers and trimers was
random (Supplementary Fig. 3f). Control measure-
ments with 1 M NaCl instead of KCl and 10 mM Mes
(pH 6.0) revealed similar flickering at negative volt-
ages (Supplementary Fig. 4a).

To elucidate the effect of divalent cation, we
performed conductance measurements with 10 mM
calcium chloride in the presence of 1 M KCl at pH 6.0.
The presence of calcium chloride (Fig. 3c) eliminated
the noise with a slight increase in conductance of
2.4 + 0.2 nS at positive transmembrane potential
of +100 mV and a somewhat higher conductance of
2.8 + 0.2 nS at negative transmembrane potential of
—100 mV. It is interesting to note that the measure-
ments performed in either 10 mM MgCl, (Fig. 3d)
or 10 mM ZnCl, (Supplementary Fig. 4b) caused
flickering as observed in a calcium-free solution
(Fig. 3a and b).

Conductance measurements were performed in
the presence of the chelating agent EGTA. After the

overnight incubation of the protein samples with
10 mM of EGTA, we observed in 1 M KCI, 10 mM
Mes, and 10 mM EGTA at pH 6.0 a conductance of
2.4 + 0.1 nS and, at negative potential, a conductance
of 25 + 0.1 nS (Supplementary Fig. 4c). As with
native protein, noisy traces were observed with
upward spikes seen at negative voltages. In a control
measurement, we removed the EGTA by the addition
of 10 mM CaCl, in 1 M KCI buffer and observed the
previous CaCl, behavior (Supplementary Fig. 4d).

lon selectivity

The ion selectivity was obtained from zero-current
membrane potential measurements in the presence
of up to 8-fold KCI concentration ratio (0.1 M KCI
versus 0.8 M KCI). Approximately, 300-500 protein
channels were reconstituted under a voltage of
+20 mV. After the saturation of channel insertion,
we measured the zero-current membrane potential
under a wide range of concentration gradient ratios
ranging from 1.5 to 7.5. At a concentration gradient
of 500 mM (0.1 M versus 0.5 M), the zero-current
membrane potential was 28 + 4 mV at the diluted
side, revealing the preference for cations. Goldman—
Hodgkin—Katz equation [27] determines the ratio of
cation to anion (Pk,/Pc.) tobe 7 + 2 for nMOMP and
within the error identical for (MOMP (6 + 1). Similar-
ly, measurements were performed in the presence of
8-fold calcium chloride (0.1 M CaCl, versus 0.8 M
CaCl,) and no KCI. The zero-current membrane
potential was measured as -19 + 1 mV, which
implies that the cationic selectivity exhibited by the
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channel in monovalent cation (KCI) turns into anionic
in the presence of divalent cation (CaCly). This is
consistent with the structure that shows that the
narrow region of the constriction zone is lined with five
negatively charged amino acid residues, which would
favor the transport of cationic molecules over anionic
ones. However, in the presence of calcium chloride,
Ca?* binds to the negatively charged residues
reversing the ion selectivity (Supplementary Fig. 3g).

Interaction of ciprofloxacin with MOMP

A single trimeric channel of MOMP was recon-
stituted into artificial lipid bilayers containing 1 M KClI
(without CaCl,). Addition of 1 mM ciprofloxacin to
the trans side of the lipid bilayer decreased the
conductance by 0.2 nS to 2.2 nS, along with an
increase in the current noise (Supplementary Fig. 5a
and b). The stronger flickering does not allow
individual blocking events to be distinguished
(Supplementary Fig. 5a). Increasing the concentra-
tion of ciprofloxacin to 2 mM reduces the conduc-
tance to ~2.1 nS at +150 mV (Supplementary
Fig. 5a and c). In the presence 1 M KCI, 10 mM
Mes, and 10 mM CaCl, addition of 0.5 mM ciproflox-
acin to trimeric MOMP resulted in distinct blockages,
which were concentration dependent (Fig. 4a and b).
The blockage events were fitted into a kinetic binding
model with an on rate, ko, of L/3[c] (v = number of
blockages per second; [c] is concentration) and an off
rate, kof, of 1/1 (1 = dwell time) [28]. The average
dwell time did not depend on the concentration of the
ciprofloxacin and was found to be in the range of 60 ps
for the voltages applied between 125 and 199 mV
(Supplementary Fig. 5d and e). The values of k,, and
ko obtained are shownin Table 2. Twofold increase in
the blocking events on the addition of ciprofloxacin on
the trans side when compared to the addition to the cis
side was observed. This suggests that ciprofloxacin

a b
400 w 300 m Cis—150 mV
;:‘-. 2504 e Trans +150 mvV {
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= g 150 i
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Fig. 4. Ciprofloxacin binds to and blocks channel
conductance. (a) Transient blockages are observed in the
ion-current trace of single trimeric rIMOMP channel in the
presence of 1 M KCI, 10 mM Mes, and 10 mM CaCl,
(pH 6.0) when 0.5 mM ciprofloxacin is added to trans side.
The applied transmembrane potential was +150 mV.
(b) The number of binding events increases with the
increase in the concentration of the ciprofloxacin from 0.25
to 1 mM measured at 150 mV.

accessed the binding site more readily from the trans
side. Addition of ciprofloxacin in the presence of
magnesium chloride resulted in fast flickering events
(Supplementary Fig. 6), consistent with a specific
modulation in function by Ca®*. In fact, in the
presence of CaCl,, we saw mainly a trimeric protein,
suggesting that the MOMP trimer was itself stabilized
by CaCl,. The interaction of ciprofloxacin with MOMP
trimers in the presence of calcium chloride resulted in
clean blockage events. With monomeric protein, the
blocking events were replaced with flickering.

In silico modeling

Two rMOMP structures, one with calcium and one
without, were equilibrated in silico, and the RMSD
and root mean square fluctuations (RMSF) of the
protein's backbone were calculated. With calcium,
the structure is considerably more stable (RMSD of
1.45 A versus 1.75 A and RMSF halved). The
instability was focused on the loops involved in
calcium coordination (Fig. 5a). Although the empty
site was occupied transiently by one of the sodium
ions used to neutralize the system, its presence was
not sufficient for the stabilization of the structure.
Figure 5b shows that the pore size slightly increased
in the absence of Ca?*.

In the absence of the calcium ion (Fig. 5c), the
transverse internal electric field [29] of ~18 mV/A
was comparable to OmpC (~20 mV/A) but lower
than OmpF (36 mV/A). When calcium was present,
the internal electric field was reduced to almost a
third of its value due to charge screening, which in
turn reduced the transversal electric field in the
constriction region to ~7 mV/A. The divalent ion
induced a rotation of the transversal electric field and
a change in the conformation of the internal loops,
which led to a shift in the putative path that water was
predicted to diffuse along. When calcium was not
present, water avoided passing near the cluster of
negative residues that bind the divalention located in
the region (Fig. 5d), whereas when calcium was
present and the transversal electric field rotated, the
water pathway was shifted toward the ion position.

In order to understand the effects of the presence of
the cation in the permeation of polar antibiotics, the
free energy profiles were calculated for ciprofloxacin
translocation for both calcium-bound and calcium-free

Table 2. Kinetics of ciprofloxacin entry into MOMP channel

Rate constants 0.5 mM ciprofloxacin

kon cis (X103 M71 571) 47 10
kon trans (X103 M_1 3_1) 73 +7
Kot (x10° s77) 16 = 1

Experimental conditions: 1 M KCI, 10 mM Mes, 10 mM CaCl,,
and 0.5 mM ciprofloxacin (pH 6.0); T=20 °C. The applied
transmembrane voltage was 150 mV.
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protein. The free energy maps show that the main
barrier to translocation was, as expected, located
at the constriction zone (Fig. 5e). Both free energy
maps share common features but differed at the
calcium-binding site. In the absence of calcium,
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ciprofloxacin approaches the protein constriction
region by entering with its positive group, which is
attracted toward the negatively charged calcium-
binding site (Supplementary Fig. 7). This is similar
to what happens in OmpF from E. coli, where the
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Fig. 5. MOMP permeability. (a) RMSF of protein backbone for the two simulated structures: not Ca®* bound and Ca®*
bound. The loops presenting bigger changes in fluctuation values are highlighted in orange. (b) The pore radius of MOMP
monomer moving from the extracellular side to the periplasm without bound calcium (gray) and with bound calcium
(green). (c) The macroscopic intrinsic electric field of MOMP with and without calcium. A reduction of the transversal
components from ~18 mV/A in the structure without calcium to ~7 mV/A when calcium is present. (d) The putative
pathway for water diffusion shifts toward the calcium ion when it is present (ice blue), while in the structure without calcium
ion (purple), it avoids the cluster of negative residues that coordinate Ca®*. MOMP monomer is shown in cartoon
representation. (e) Free energy surface for the translocation of ciprofloxacin through MOMP without and with calcium.
Antibiotic dipole moment orientation is depicted onto a licorice representation of ciprofloxacin in red. Each isocontour
corresponds to a free energy difference of 2 kcal mol~". Free energy values were rescaled for each surface in order to
have the absolute minimum equal to zero. The most relevant minima for ciprofloxacin translocation have been labeled for

both scenarios: one in the extracellular region (EX) and two inside the constriction region (CR1, CR2).

negative patch on L3 modulated the translocation of
antibiotics and traps a divalent cation [30].

In the presence of calcium ion (Supplementary
Fig. 7), ciprofloxacin entered with the opposite
orientation, pointing its carboxylic group toward the
ion. Translocation of ciprofloxacin starting from the
“cis” side required us to apply a voltage above
+100 mV to achieve this favorable orientation.
Critically, molecular dynamics (MD) predicts that
the antibiotic follows a different path and has a
higher barrier to translocation in the presence of
bound Ca?* ion.

Discussion

We detected no difference in structure or function
between the MOMP purified from C. jejuni and the
MOMP heterologously expressed in E. coli. Unusually
for an 18-stranded B-barrel, MOMP adopts the same
trimeric arrangement as seen for OmpF and OmpC,
which are 16-stranded B-barrels. Similar to these
trimers, a loop from one monomer reaches across and
partly into the central pore of another monomer.
Whether the trimer has functional significance, other
than stability, is unclear. A distinctive structural feature
of MOMP is the a-helix at the N terminus. The other
known outer membrane proteins with an N-terminal
helix are OprB from Pseudomonas aeruginosa and

the palmitoyl transferase PagP from E. coli; both
proteins are monomers [31,32]. The trimeric sucrose-
specific porin (ScrY) from Salmonella typhimurium
comprises a coiled-coil domain at the N-terminal
periplasmic domain [33]. Although the secondary
structure of the N terminus was not determined from
its crystal structure [33], spectroscopic and biophys-
ical analyses suggested that it forms a-helical
coiled-coil complexes that might be involved in the
supramolecular stabilization and low-affinity sugar
binding of ScrY [34]. The role of the N-terminal a-helix
in MOMP has not been experimentally investigated,
but structural analysis suggests that it favors trimer-
ization. The most striking difference between MOMP
and OmpF/OmpC from E. coli is the presence of a
Ca®*-binding site in the constriction zone of MOMP.
The site clearly has a high affinity for calcium, since
the overexpressed protein had selectively bound the
ion from the culture and held onto it during purification.
The ion is bound to a number of key loops that form the
constriction zone, suggesting its structural role.
Addition of EDTA to isolated protein, which would
remove any calcium, has been previously shown to
destabilize the protein [20]. We see that EGTA
addition results in noisy conductance (Supplementary
Fig. 4) comparable to native protein, whereas the
addition of 10 mM CaCl, containing 1 M KCI gives
stable conductance traces (Fig. 3c). Addition of Mg?*
(Fig. 3d) or Zn®* (Supplementary Fig. 4b) did not
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result in a stable ion-current, suggesting that this is a
specific feature of Ca?*. MD analysis showed that in
the absence of calcium, the loops become unstable
and disrupted the order of the constriction zone. We
suggest that the binding of Ca®* anchors the loops,
thus ordering the eyelet, preventing them from
“flopping” into the pore, and hence eliminating the
spikes seen in ion-current in the absence of calcium
(Fig. 3a and b).

Comparison of MOMP sequences (one each) from
C. jejuni, Campylobacter coli, Campylobacter fetus,
Campylobacter lari, and Campylobacter upsaliensis
shows that three (Asp116, Glu288, and Asp289) of
the five amino acids involved in metal binding are
absolutely conserved. Asp120, which coordinates
the metal ion in C. jejuniis conserved in C. coli and
C. upsaliensis, but not in C. fetus or C. lari where
there is a deletion of 4 aa. GIn152, which coordinates
the metal ion with its side-chain oxygen, is fully
conserved in C. jejuni, C. coli, and C. upsaliensis but
is replaced by an asparagine in C. fetus and an
aspartic acid in C. lari (Supplementary Fig. 2).
MOMP, in the absence of Ca?*, is a cation-selective
intermediate between OmpC (most) and OmpF
(least). The calculated radius at the narrowest point
in the constriction zone of MOMP is 2.6 A, somewhat
larger than OmpC (2.2 A) and smaller than OmpF
(3.3 A). Liposome swelling studies [35] have shown
that MOMP is capable of transporting larger neutral
molecules (such as arabinose, glucose, mannose,
a-ketoglutarate, etc.) than OmpC, consistent with a
pore that is larger than that of OmpC.

The single-channel conductance for rMOMP and
NMOMP from the 85H strain of C. jejuniwas 0.7 + 0.2
for the monomeric and 2.2 + 0.2 nS for the trimeric
state in 1 M KCI. Previously, Dé and colleagues
reported lower conductances for the monomer
(0.51 £ 0.04 nS) and trimer (1.5 + 0.06 nS) [36].
Given that the different buffer condition (here at
pH 6.0, rather than pH 7.4, as reported by Dé et al.)
may reflect differences in experimental conditions,
both the rMOMP and nMOMP channels from C. jejuni
exhibit two distinct channel conductance values
related to the trimer and the monomer. We are unable
to determine if the monomer species represents a
trimer with two closed channels or a genuine monomer
arising from dissociation of the trimer. The trimer
exhibits a large single-channel conductance of 2.2 nS,
similar to the conductance of cyanobacterium species
Synechocystis sp. PCC 6714 [37] and comparable to
the E. coliOmpC (2.5 nS) [38]. The conductance of the
monomer is similar to the unitary conductance of
cation-selective monomeric channel P. aeruginosa
OccD3 (around 0.7 nS) [39] and E. coliOmpF (1 nS; all
in 1 M KCI) [40,41]. The monomeric value is also
comparable to the triton/EDTA-solubilized protein of
C. jejuni UA580 strain [42] and C. coli UA30 [35],
whose single-channel conductances are 0.82 and
0.53 nS, respectively. In KCI solution, the channel was

selective for cations, but after the addition of CaCls, the
channel switched its selectivity for anions. This
inversion of selectivity mirrors that seen for OmpF in
the presence of MgCl, LSO].

The presence of Ca®* (but once again not Mg?*)
also altered the behavior of MOMP with ciprofloxacin
in single-channel experiments (Fig. 4). The antibiotic
blocked the channel with frequent binding events of
short residence time (60 us). When Ca®* ions were
not present, ciprofloxacin reduced the current flow in
a concentration-dependent manner (Supplementary
Fig. 5a), but individual blocking events were not
seen. We conclude that in the absence of the Ca?",
antibiotic translocation occurs too rapidly to see
individual events under our experimental conditions.
Metal-ion-dependent blockages were observed
with imipenem added to OmpPst1 channel from
Providencia stuartii [28] in the presence of La®* and
with enrofloxacin added to OmpF channel in the
presence of Mg?* [30]. In both these cases, the ion
does not co-purify with the protein or seem to have
any role in stability.

The presence of a calcium ion at the constriction
zone partly neutralizes the negative charges and
thus in turn profoundly weakens the transverse
electric field at the eyelet. The transverse field is
known to play a key role in the translocation of polar
molecules [43]. MD shows that the presence of the
Ca?* increased the barrier to transport compared to
an artificial model without the ion; a prediction
entirely consistent with the experimental single-
channel data. A review of the antibiotic sensitivity
of C. jejuni showed that the organism is less
susceptible to singly or doubly anionic antibiotics
and to larger, dipolar ionic molecules [35]. The
increased resistance to the charged antibiotics is
consistent with a reduced transverse field, which
would increase the barrier to translocation.

Food poisoning by ingestion of Campylobacter is
common and, as resistant strains have emerged, is
causing concern. Unlike E. coli, Campylobacter
have evolved to possess only one MOMP; thus, it
cannot switch between OmpC and OmpF expres-
sion as E. colidoes to alter antibiotic entry to the cell.
In structural terms, MOMP is distinct from both
OmpC and OmpF; however, in terms of pore size, it
is intermediate. Uniquely, MOMP may rely on a
permanently bound Ca®* ion to modulate transloca-
tion across the outer membrane.

Materials and Methods

Molecular biology

A gene encoding MOMP from C. jejuni strain 85H (Uniprot
entry number: Q65915) was synthesized with codon optimi-
zation for E. coli by Eurofins MWG (Germany). The gene
carried an Ncol enzymatic cleavage site at the 5'-end and a
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stop codon followed by Hindlll site at the 3'-end. The momp
gene was cloned into a pTAMAHISTEV expression vector.
The pTAMAHISTEV vector was created by placing a TamA
signal peptide into the T7 promoter ampicillin resistance
pHISTEV vector [44]. Consequently, the pTAMAHISTEV
plasmid expressed a protein with a TAMA signal peptide at
the N terminus, followed by a histidine tag, then the TEV
recognition sequence ENLYFQG, and finally the N-terminus
of the target protein (here MOMP).

Protein expression

The plasmid pTAMAHISTEV harboring the MOMP gene
was transformed into C43(DE3) competent cells. A 250-mi
LB startup culture containing 100 pug mi~" ampicillin was
incubated at 37 °C and at 200 RPM. Then, 20 ml of startup
culture was transferred to 10 x 1 L LB containing the same
amount of ampicillin and was grown at 37 °C until an
ODggp 0f ~0.6. At this stage, cells were induced with 0.4 mM
IPTG, the temperature was dropped to 25 °C, and growth
continued for 16 h. Cells were harvested by centrifugation at
62009 (JLA8.1000 rotor, Beckman Coulter).

Cell pellets were resuspended in lysis buffer containing
20 mM Tris—HCI (pH 8.0), 300 mM NaCl, 10% glycerol,
20 ug mi~' DNAse, 100 ug mi~" lysozyme (both
Sigma-Aldrich), and EDTA-free protease inhibitor cocktail
(Roche). Cells were lysed by two passes through a chilled
cell disruptor at 30 kpsi. Cellular debris was removed by
centrifugation at 10,000g (JA 25.50 rotor, Beckman
Coulter). The membrane fraction was retained by ultra-
centrifugation at 100,000g (50.2 Ti rotor, Beckman
Coulter) at 4 °C for 1 h. A two-step process failed in our
hands, in which the inner membrane was with N-lauroyl
sarcosine and then discarded, followed by solubilization of
the outer membrane with SB3.14, N,N-dimethyldodecyla-
mine N-oxide (LDAO), n-octylpolyoxyethylene (Octyl--
POE), or other detergents; the MOMP remained
insoluble. Direct solubilization of total cell membrane with
either 1% SB3.14 or 5% Elugent™ gave much improved
extraction. As TEV protease was inactive in the presence
of SB3.14, extraction was carried out in 20 mM Tris—HCI
(pH 8.0), 150 mM NaCl, 5% (vol/vol) Elugent™ (Merck
Millipore), and EDTA-free protease inhibitor cocktail using a
tissue grinder and subsequent incubation at 4 °C overnight
with gentle rotation. Insoluble material was removed by
centrifugation (100,000g for 1 h). Elugent concentration was
reduced by dilution to a final concentration of 1.25% (vol/vol).
This protein solution was cycled over Ni-NTA column at 4 °C
overnight using a peristaltic pump to ensure binding. The
column was washed extensively with a buffer containing
20 mM Tris—HCI (pH 8.0), 30 mM imidazole, 150 mM NaCl,
and 0.25% (vol/vol) Elugent™. MOMP was eluted with 2
column volume (CV) of buffer containing 250 mM imidazole.
The eluent was supplemented with 1 mg Hisg-tagged TEV
protease and dialyzed in SnakeSkin tubing (Thermo
Scientific) against a buffer containing 10 mM imidazole at
room temperature overnight. The dialyzed sample was
passed through a 0.45-uym syringe filter to remove insoluble
particles before the sample was applied to 2-ml Ni-NTA
resin. Cleaved MOMP was collected from the flow-through
fraction. MOMP was further purified by gel filtration (16/60
Superdex 200 pg; GE Healthcare) on an Akta Express
purifier during which Elugent™ was exchanged for 0.45%
(wtivol) CgE4. MOMP was concentrated to 10 mg ml~" for

crystallization. Purity and integrity were monitored on
SDS-PAGE (NuPAGE, Invitrogen) and mass spectrometry.
SeMet-labeled MOMP was produced according to the
metabolic inhibition method [45] using SeMet media from
Molecular Dimensions and was purified as described above.

C. jejuni85H strain [46] was grown according to Bolla et al.
[11]. C. jejuni strain was spread onto a blood agar plate and
incubated for 24 h at 42 °C. Bacteria were recovered with
1 ml of 2YT medium. Four Columbia agar plates supple-
mented with the appropriate amount of Campylobacter
selective antibiotics supplement (Oxoid) were inoculated
with 150 pl of the recovered bacteria solution and incubated
for 48 h at 42 °C. 2YT medium was used to recover the
bacteria, which were subsequently inoculated on 40 plates
of Columbia agar and incubated for 48 h at 42 °C.
Subsequently, each plate was rinsed with 5 ml of 10 mM
Tris—EDTA buffer (pH 7.4) and agitated for 15 min at room
temperature; then, bacterial suspension was recovered and
the ODggoo checked. From this point, all the following steps
were performed at 4 °C. The bacteria were pelleted by
centrifugation at 10,000g for 30 min. The pellet was
resuspended in 200 ml of 200 mM Glycine-HCI (pH 2.2)
and agitated for 15 min. Bacteria were harvested by
centrifugation at 10,000g for 30 min and washed in
100 mM Tris—HCI (pH 7.4). Cells resuspended in Tris—HCI
10 mM (pH 7.4) were then lysed by using two passes at
30 Kpsi through a high-pressure cell disruption for micro
volumes (Constant System Ltd). Unbroken cells were
removed by spinning the cell lysate at 10,0009 for 30 min.
The supernatant was kept and spun down at 100,000g for
1 h. The pellet was then homogenized in 10 mM Tris—HCI
(pH 7.4) and 0.1% (wt/vol) of sodium lauryl sarcosinate
(Sigma) and was left rocking for 30 min. The outer
membrane was recovered by ultracentrifugation at
100,000g for 1 h. The supernatant containing the inner
membrane protein fraction was discarded, and the pellet
was homogenized with 20 mM sodium phosphate buffer
(pH 7.4) and 1% of Octyl-POE (Bachem AG) and was left
rocking at 4 °C for 30 min. Solubilized proteins were
recovered by ultracentrifugation at 100,000g for 1 h. Protein
was loaded onto a MonoQ HR ion exchange column (GE
Healthcare) and was equilibrated with 5 CV of buffer A
(30 mM NasHPQ4, 10 mM NaCl, and 0.6% Octyl-POE). The
bounded proteins were eluted stepwise with 5, 12, 20, 70,
and 100% of buffer A supplemented with 1 M NaCl. The
chromatography was performed on AKTA Explorer 10
system (GE Healthcare). Each fraction was examined with
SDS-PAGE and Western blot with specific antibodies.
Eluted fractions containing MOMP were collected and con-
centrated to 5 ml and injected onto a Superdex 200 16/60
GL (GE Healthcare) column equilibrated with 2 CV of 20 mM
Tris—HCI (pH 8.0), 150 mM NaCl, and 0.45% (wt/vol) CgE,.
Fractions containing MOMP were combined and concen-
trated to 10 mg mi~".

Crystallization

Recombinantly expressed MOMP crystallized in 50 mM
sodium citrate (pH 4.25), 35% (vol/vol) PEG 400, and
70 mM KCI in a hanging-drop vapor-diffusion experiment
at 20 °C with 500 pl reservoir solution and a crystallization
droplet of 2 ul protein and 1 pl precipitant. SeMet MOMP
crystallized under identical conditions. Crystals grew to full
size after 1 week and were hexagonal in shape.
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MOMP purified from Campylobactercrystallizedin 0.05 M
calcium chloride, 0.05 M barium chloride, 0.1 M Tris
(pH 7.5), and 30% (vol/vol) PEG 400. Crystals were
optimized using hanging-drop vapor-diffusion technique.
Crystals appeared after 3 days ina drop made of 1 ul protein
and 1 pl reservoir made of 0.05 M calcium chloride, 0.05 M
barium chloride, 0.1 M Tris (pH 8), and 32% (vol/vol) PEG
400. In all cases, crystals were flash cooled before data
collection, but no cryoprotectant was added.

Data collection, and structure determination and
refinement

X-ray data of recombinant SeMet crystals were collected at
beamline ID23-1 in ESRF, Grenoble, France and native data
at Diamond. Data were processed with Xia2 [47]. Both
belong to spacegroup P63 with one monomer per asymmet-
ric unit. The SeMet structure was solved by single-wave-
length anomalous dispersion to a 2.7-A resolution with
Autosolve program of Phenix [48]. Using this as search
model, the 2.1-A native structure was solved with the
PHASER MR from Phenix [49]. The model was built using
Arp/Warp [50]. X-ray data from a crystal of MOMP purified
from Campylobacter crystals were collected in house using a
Rigaku Micromax™-007HF Cu anode with VariMax optics
and a Rigaku Saturn 944 + CCD detector and processed with
Xia2 [47]. The structure was solved to a resolution of 2.9 A by
molecular replacement using the recombinant MOMP
structure as a search model with the program Phaser [49].
Crystals belong to spacegroup P24242; with three molecules
per asymmetric unit and a Matthew's coefficient of 45%.

The three models were manually completed in Coot [51]
and refined with REFMAC [52]. Structures were validated
with Molprobity [53]. Data collection and refinement
statistic are listed in Table 1. The webserver “Checkmy-
Metal” validates the identification as calcium [54]. Addi-
tionally, the difference electron density map showed a
residual elongated density that was modeled as an
ethylene glycol like the molecule (from PEG 400 or
C8E4) in the recombinant MOMP. This molecule sits
below the constriction zone underneath loop 3.

Single-channel conductance measurements

A planar lipid bilayer was formed using solvent-free lipid
bilayer technique [55]. In brief, the cuvettes used for our
bilayer experiments consist of cis and trans chambers
separated by a 25-uym thick teflon film (Goodfellow)
carrying an aperture with a diameter of 40-70 ym. The
spherical hole in the teflon film was made by a high-voltage
cathode discharge (Electrotechnic Products). In order to
form the lipid bilayer, the aperture is pre-painted with 1 pl
of 1% hexadecane in hexane. Due to its high mechanical
and chemical stability, 5% solution of diphytanoyl phos-
phatidylcholine (DPhPC, Avanti Polar Lipids) is commonly
used [56]. The bilayer it forms allows for the insertion of
transmembrane pores. The chambers are filled with
electrolyte solution, which usually consist of 1 M KCI and
10 mM Mes (pH 6.0) with a total solution volume of 2.5 ml.
MOMP was added to the cis side (which is the electrical
ground or reference potential) of the chamber at a final
concentration of 2 ng ml~"!, and the channel insertion was
facilitated by the rapid mixing of the contents of the chamber

while applying a transmembrane potential of —199 mV.
Electrical recordings were made through a pair of Ag/AgClI
electrodes (World Precision Instruments), attached to an
Axon Instruments 200B amplifier (Axon Instruments Inc.) in
the voltage clamp mode. Data were filtered by a low-pass
Bessel filter at 10 kHz and directly saved into the computer
memory with a sampling frequency of 50 kHz. Data analyses
were performed using Clampfit 10.0 software (Axon Instru-
ments Inc). As observed previously [35], multiple channel
events for MOMP were non-homogeneous and hence were
not analyzed further (Supplementary Fig. 3h).

lon-selectivity measurements

The ion selectivity of ~44-kDa MOMP was carried out by
measuring the zero-current membrane potential as described
elsewhere [27]. The Teflon cuvettes consist of two chambers,
with a pre-designed spherical hole having a diameter of
0.5-0.5 mm?2. In chloroform, 2% DPhPC serves as the
pre-painting solution, and 1% solution of DPhPC in n-decane
serves as the lipid for the formation of black lipid membranes.
After the formation of a stable membrane, 50—-100 ng/ml
of MOMP protein was added to both sides of the Teflon
chambers containing 0.1 M KCI solution. After the incorpo-
ration of 200-500 channels, a salt gradient was established
by adding 3 M solution of KCI on one side of the membrane,
and an equal volume of 0.1 M solution of KCl was added on
the other side with uniform stirring of the contents. The
resulting zero-current membrane potentials were measured
using the high-impedance electrometer (Keithley 617).

MD

The high-resolution X-ray structure of trimeric MOMP was
used as starting coordinates for MD simulations. Loop 2 from
Ala77 to Glu81 was missing in the crystal structure and was
modeled using MODELLER [57] that considered the optimal
structure among 100 generated models. Amino acid
residues were simulated in its ionization state at neutral
pH. The entire trimer was embedded in a pre-equilibrated
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine bilayer of
471 lipids and the system was oriented in order to center the
protein at the origin of the coordinate system and align the
channel along the z-axis (positive z: extracellular side;
negative z: periplasmic side). We added 53 sodium ions to
neutralize the system total charge. The system was solvated
with ~40,997 TIP3P water molecules (simulation box size:
13.72, 23.80, 10.71 nm; total number of atoms: ~204 k).
Simulations were performed with and without the calciumion
to evaluate its effect on the structure and dynamics of loops.

After 1 ps of energy minimization (conjugate gradients), a
slow heating from 10 to 300 K was carried out for 1 ns. During
this stage, positional restraints were applied on the protein
a-carbons (all three dimensions) and on the lipids' phospho-
rus atoms (along z only). After releasing the constraints on the
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine, an equili-
bration stage follows for 4 ns in the isothermal-isobaric (NPT)
ensemble at 1.0 bar and 300 K. Finally, 0.9-us MD simula-
tions were performed in the canonical (NVT) ensemble after
the elimination of the protein restraints.

The NPT equilibration was performed with the program
NAMD [58], with 1.0 fs time step, and by treating long-range
electrostatics with the soft particle mesh Ewald method (64
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grid points and order 4 with direct cutoff at 1.0 nmand 1.0 A
grid size). Pressure control was applied using the Nose—
Hoover method (extended Lagrangian) with isotropic cell,
integrated with the Langevin Dynamics (200 fs and 100 fs of
piston period and decay, respectively). The latter was also
applied for temperature control with 200-fs thermostat
damping time. Production run in the NVT ensemble was
performed with the ACEMD code [59] compiled for graphic
processing units (GPUs) by rescaling the hydrogen mass to
4 au and increasing the time step up to 4.0 fs [60]. The
Langevin thermostat was used with 1-ps damping time. Soft
particle mesh Ewald was used to treat the electrostatics as
for the equilibration stage. The Amber99SB-ILDN force field
[61] was used for the protein and lipids, and the TIP3P [62]
for waters.

The GAFF force field parameters [63] were used to
describe ciprofloxacin (DrugBank [64] n. DB00537). Partial
atomic charges were evaluated according to the restrained
electrostatic potential (RESP) approach [65]: the molecule
was first optimized at the HF/6-31G(d) level, up to a
convergence in energy of 107° au, using the Gaussian03
package [66]. Atomic RESP charges were derived from the
electrostatic potential using the antechamber module of the
AMBER package [67]. Parameters are freely available " [68].

Starting from the final configuration of the MOMP
simulation without the calcium ion described above, the
antibiotic was placed inside the lumen of the first
monomer. The difference between the z-coordinate of
the center of mass (com) of the antibiotic two-ring system
and the z-coordinate of the com of the protein monomer
was +32.9 A. A thousand steps of energy minimization
were performed. The equilibration stage followed for 1 ns
in the NVT ensemble at 300 K as described hereinbefore.
Well-tempered metadynamics simulation (500 ns) was
performed with the ACEMD code, until the first effective
translocation through the protein constriction region was
observed [69,70]. Then, four configurations were randomly
selected, two with the antibiotic located in the extracellular
vestibule and two in the periplasmic vestibule. Corre-
spondingly, four multiple walkers [71] were set to extend
the metadynamics reconstruction of the free energy sur-
face. Two biased collective variables were used, namely,
the antibiotic position and the projection of the dipole
moment of the antibiotic onto the x-axis of the channel. In
practice, the “position” Az was defined as the difference
of the z-coordinate between the com of the antibiotic
two-ring system and that of the porin first monomer. We
run 4 x 1 ps, arriving to a total simulation time of 4.5 ps.
During the metadynamics, energy biases were added
every 1.25 ps to each collective variable (initial height:
1.0 kcal mol™"; o 0.3 kcal mol™" and 5.0 degree for
position and dipole moment orientation, respectively).
Well-tempered AT was 5000 K.

Accession numbers

Coordinates and structure factors have been deposited
in the Protein Data Bank with the ID codes 5Idt and 5Idv.
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COMPUTATIONAL METHODS

The computational details of chapter 5 and 7 are described in this sec-
tion. For the rest of articles presented as part of this thesis dissertation
the computational details can be found in the original article in the
Compendium section.

A.1 FILTERING WITH THE ELECTRIC FIELD: THE CASE OF
e. coli porins

The experimental X-ray structure of OmpF (PDB Id: 20MF; 2.4A res-
olution), OmpC (PDB Id: 2J1N; 2.0A) and OmpCz20 (PDB Id: 2XEz2;
Z.SA) from E. coli were used as starting coordinates for molecular dy-
namics (MD) simulations. In the case of OmpC33, since only poor reso-
lution data are available (3.55A) 941 the X-ray coordinates of OmpC28
(PDB Id: 2XE3; 2.85A) were used, after the substitution Riz24H. All
the amino acid residues were simulated in the ionization state at neu-
tral pH except for the E296, which was protonated (net charge o) as
suggested for OmpF by Varma et al.['0
bedded in a pre-equilibrated POPC (1- palmitoyl-2-oleoyl-sn-glycero-
3-phosphocholine) bilayer of 259 lipids and the system was oriented
in order to center the protein at the origin of the coordinate system

51, The entire trimer was em-

and align the channel along the z-axis (positive z: extracellular side;
negative z: periplasmic side). A suitable number of sodium ions were
added to neutralize the system total charge. The system was solvated
with ~ 17000 water molecules (simulation box size: 11, 11, 9 nm; total
number of atoms: ~ 100k). After 1 ps of energy minimization (conju-
gate gradients), a slow heating from 10 to 300 K was carried out for 1
ns. During this stage, positional restraints were applied on the protein
a-carbons (all three dimensions) as well as on the lipids phosphorus
atoms (along z only). After releasing the constraints on the POPC, an
equilibration stage follows for 4 ns in the NPT ensemble at 1.0 bar and
300 K. Finally, 400 ns MD simulations were performed in the NVT
ensemble after the elimination of the protein restraints. Only the last
300 ns were used for the analysis.

The NPT equilibration was performed with the program NAMD [120]
with 1.0 fs time-step, and treating long-range electrostatics with the soft
particle mesh Ewald (SPME) method (64 grid points and order 4 with

159



160

COMPUTATIONAL METHODS

direct cutoff at 1.0 nm and 1.0 A grid-size). Pressure control was applied
using the Nose-Hoover method (extended Lagrangian) with isotropic
cell, integrated with the Langevin Dynamics (200 fs and 100 fs of pis-
ton period and decay, respectively). The latter was also applied for
temperature control with 200 fs thermostat damping time. Production
run in the NVT ensemble was performed through the ACEMD code 59
compiled for GPUs, by rescaling hydrogen mass to 4 au and increasing
the time-step up to 4.0 s[4 The Langevin thermostat was used with 1
ps damping time. SPME was used to treat the electrostatics as for the
equilibration stage. The AmberggSB-ILDN force field9? was used for
the protein and lipids, and the TIP3P [75] for waters. Structure align-
ment was performed within the software VMD 961371 Water analysis
was performed by dividing the channel in 12 adjacent windows along the
z-axis (z-windows). Each z-window has a height of 6 A and overlapped
the adjacent windows by 1 A. For all the waters found inside each
of the z-windows, the total electric dipole moment y; was calculated
for each frame along the MD trajectory. The y; was then normalized
by the number of waters Ny included in the z-window and then time
averaged. The three protein monomers were separately analyzed and
resulted to be absolutely comparable with each other. For the sake of
brevity, only the results pertaining to the first monomer are shown. The
GAFF force-field parameters 971 were used to describe cefepime (Drug-
Bank[®9 n. DBo1413) and cefotaxime (DrugBank n. DBoo4g3). Partial
atomic charges were evaluated according to the RESP approach!*2]: the
molecule was first optimized at the HF /6-31G (d) level, up to a conver-
gence in energy of 10-5 au, using the Gaussiano3 package 53], Atomic
RESP charges were derived from the electrostatic potential using the
antechamber module of the AMBER package!2%].

Starting from the final configuration of the OmpF simulation de-
scribed above, the antibiotic was placed inside the lumen of the first
monomer. The difference between the z-coordinate of the center of mass
(com) of the antibiotic two-ring system and the z-coordinate of the com
of the protein monomer was +12.5A. A thousand steps of energy min-
imization were performed. The equilibration stage followed for 1 ns in
the NVT ensemble at 300 K as described herein-before. Well-tempered
metadynamics!'®57 simulation (200-400 ns) was performed with the
ACEMD codel” I, until the first effective translocation through the pro-
tein constriction region (CR) was observed. Then, four configurations
were randomly selected, two with the antibiotic located in the extracel-
lular vestibule (EV), two in the periplasmic vestibule (PV). Correspond-
ingly, four multiple-walkers['34] were set to extend the metadynamics
reconstruction of the free-energy surface (FES). Two biased collective
variables were used, namely, the antibiotic position and orientation
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inside the channel. In practice, the ’position” A, was defined as the
difference of the z-coordinate between the com of the antibiotic two-
ring system and that of the porin first monomer. The ’orientation” was
defined on the basis of the orientation of the rigid two-ring system, as
the difference of the z-coordinate between the lactam carbonyl carbon
and the sulfur bonded carbon. 4x200 ns were run, arriving to a total
simulation time of 1.0-1.1 ps. During the metadynamics, energy biases
were added every 2.0 ps to each collective variable (height 0.2 au; 0 0.3
and o.05 au for position and orientation, respectively). Well-tempered
AT was 3000 K.

A.2 MODEL

The equilibrated structure in A.1 was used to perform metadynamics
of three antibiotics: ampicillin, benzylpenicillin and carbenicillin, the
parameters for the three molecules were obtained from the Antibiotics
database of our group, the parametrization protocol is described in the
database (http://www.dsf.unica.it /translocation/db/). For each antibi-
otic the difference between the z-coordinate of the center of mass (com)
of the antibiotic two-ring system and the z-coordinate of the com of the
protein monomer is reported in Table 1. A thousand steps of energy
minimization were performed. The equilibration stage followed for 1 ns
in the NVT ensemble at 300 K as described in A.1. Well-tempered meta-
dynamics[1°’87] simulation was performed with the ACEMD codel59,
until the first effective translocation through the protein constriction
region (CR) was observed (Table 1). Then, four configurations were
randomly selected, two with the antibiotic located in the extracellu-
lar vestibule (EV), two in the periplasmic vestibule (PV). Correspond-
ingly, four multiple-walkers[*34] were set to extend the metadynamics
reconstruction of the free-energy surface (FES). Two biased collective
variables were used, namely, the antibiotic position and the orienta-
tion of beta-lactamic ring. In practice, the ’position’ Az was defined
as the difference of the z-coordinate between the com of the antibiotic
two-ring system and that of the porin first monomer. In Table 1 the
simulation time for each Walker, as well as total simulation length are
displayed. During the metadynamics, energy biases were added every
1.25 ps to each collective variable. Well-tempered AT was 3000K for all
antibiotics but for ampicllin which was simulated at 5000K.
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Initial First effective Simulation time Total Gaussian height | 01 | Oco
z coordinate translocation per walker simulation time (kcal /mol)
(A) time (ns) (p s)
(ns)
Ampicillin 12.73 300 500 2.3 0.2 0.08 | 0.3
Benzylpenicillin 10.78 300 600 2.7 1.0 0.08 | 0.25
Carbenicillin 17.07 400 600 2.8 1.0 0.08 | 0.25

Table 1: Initial coordinate, simulation time for first effective translocation,
total simulation time and metadynamics gaussians specifications
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