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Notions, Notations and Abbreviations

Summary of notions, notations and abbreviations used in this thesis:

• Ω= {w1, w2, . . . , wc } - the set of class labels.

• c- The number of class labels.

• ℜn - The feature space.

• x = [x1, x2, . . . , xn]T or x ∈ℜn - an object x composed of n descriptive features.

• yi - the class label of xi .

• Z = {
~z1,~z2, . . . , ~zN

}
,~z j ∈ℜn - the training set.

• Z = {
(~x1, y1), (~x2, y2), . . . , ( ~xN , yN )

}
, ~x j ∈ℜn - A labelled training set.

• D : ℜn →Ω ∀x ∈ℜn s.t .D(x) ∈Ω - A classifier D.

• D = {D1,D2, . . . .DL} - A set of classifiers.

• Di (x) = [di ,1(x),di ,2(x), . . . ,di ,c (x)]T - A classifier Outputs.

• Di (x) = [µ1(x),µ2(x), . . . ,µc (x)]T - Combined classifiers c, outputs for an object x.

Diversity measures abbreviations:

• Q - The Q statistic.

• ρ - The correlation coefficient.

• D - Disagreement measure.

• DF - The double-fault measure.

• K W - The Kohavi-Wolpert measure.

• κ - The interrater agreement measure.

• Ent - The entropy measure.

• θ - the difficulty measure.

• GD - The generalized diversity.

• C F D - The coincidence failure diversity.

Multiple classifiers systems abbreviations:

• MCS - Multiple Classifiers Systems.

• E - Ensemble of classifiers.

• MV R - Majority Voting Rule.



• F /BS - Foreword/Backward Selection Ensemble Pruning.
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Chapter 1

Introduction

1.1 Thesis Abstract

Multiple Classifiers Systems (MCS) perform information fusion of classification decisions at
different levels overcoming limitations of traditional approaches based on single classifiers.
We address one of the main open issues about the use of Diversity in Multiple Classifier Sys-
tems: the effectiveness of the explicit use of diversity measures for creation of classifier en-
sembles. So far, diversity measures have been mostly used for ensemble pruning, namely, for
selecting a subset of classifiers out of an original, larger ensemble. Here we focus on pruning
techniques based on forward selection, since they allow a direct comparison with the sim-
ple estimation of accuracy of classifier ensemble. We empirically carry out this comparison
for several diversity measures and benchmark data sets, using bagging as the ensemble con-
struction technique, and majority voting as the fusion rule. Our results provide further and
more direct evidence to previous observations against the effectiveness of the use of diver-
sity measures for ensemble pruning, but also show that, combined with ensemble accuracy
estimated on a validation set, diversity can have a regularization effect when the validation
set size is small. Whereas several existing pruning methods use some combination of indi-
vidual classifiers accuracy and diversity, it is still unclear whether such an evaluation func-
tion is better than the bare estimate of ensemble accuracy. We empirically investigate this
issue by comparing two evaluation functions in the context of ensemble pruning: the es-
timate of ensemble accuracy, and its linear combination with several well-known diversity
measures. This can also be viewed as using diversity as a regularizer, as suggested by some
authors. To this aim we use a pruning method based on forward selection, since it allows
a direct comparison between different evaluation functions. Experiments on thirty-seven
benchmark data sets, four diversity measures and three base classifiers provide evidence
that using diversity measures for ensemble pruning can be advantageous over using only
ensemble accuracy, and that diversity measures can act as regularizers in this context. Fo-
cusing on ensemble creation technique well-known as Bagging, the computational power
and demand of Neural Networks (NNs) approved in both researches or in applications. The
weight connections of the NNs holds the real ability for the NNs model to efficient perfor-
mance. We aim to analyze the weight connections of the trained ensemble of NNs, as well as
investigating their statistical parametric distributions, we present a framework to estimate
the best-fit statistical distribution from a list of well-known statistical parametric distribu-
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2 CHAPTER 1. INTRODUCTION

tions. This work is the first attempt in the state-of-art to explore and analyze the weights
of a trained ensemble of 1000 neural networks. Consequently we aim in our future work to
employ the outcomes to withdraw the weight connections value from approximated best-fit
distribution instead of training the ensemble of NN classifiers from scratch.

1.2 Problem Statement

Several studies have shown that ensemble learning can outperform the single classifier ap-
proach [1, 2, 3, 4]. The rationale behind this methodology is that by combining different
and accurate models, we may improve the ensemble decision over each single classifier de-
cision. The Diversity plays the main rule in the success of ensemble learning techniques.
Despite many attempts in state-of-art [5, 6, 7, 8, 9, 10], till now there is still no agreement
on how to measure, define or even manage diversity for classifier ensembles. This lack of
a unifying approach differs from the parallel field of regression ensembles, where diversity
is a well known problem. There is no clear definition of Good and Bad diversity measure
[11, 12, 13, 14, 15]. Ensemble pruning has exponential complexity in the size of the original
ensemble [16, 17, 18, 1]. Discussing and investigating the ensemble performance through
the trade-off between the ensemble accuracy and diversity measures is a matter of first-
order importance, as it would provide us with a clear understanding of the conditions and
circumstances under which an ensemble succeeds over a single classifier approach and over-
all might result in building more efficient ensembles. Considering the high computational
cost of ensembles, many attempts aimed to analyse those concerned rules of ensemble con-
structions aiming to reduce the complexity of constructing efficient ensemble [19, 20, 21, 22].
There is no clear predefined method of how to reduce the ensemble creation computational
cost.

1.3 Thesis Objective

The main aims of thesis is:

• To present a comprehensive study of the diversity measures and the relationship be-
tween them.

• To compare the effectiveness of explicitly using existing diversity measures in ensem-
ble pruning, against the direct estimation of ensemble performance.

• To investigate the possible methods to improve the diversity measures use with en-
semble accuracy when combined together.

• To investigate the Diversity measures behaviour as a regularizer in the ensemble prun-
ing.

• To explore the trained ensembles of Neural Network weight connections distributions,
what is the first step to reduce their computational cost.
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1.4 Thesis Outlines

• Chapter 2: Presents a literature review on the concepts of pattern recognition, a de-
scription of classifiers and ensembles highlighting their creation techniques and char-
acteristics.

• Chapter 3: Introduce the diversity measures, relations between them and their use in
ensemble creation.

• Chapter 4: Presents a study of neural networks ensemble, statistical analysis of their
weight connections.

• Chapter 5: Conclusion and summary of thesis highlighting limitations and possible
future considerations.





Chapter 2

Literature Review on Multiple
Classifier Systems

Machine Learning (ML) is a branch of computer science that enables machines to act with-
out being explicitly programmed and make them deliver faster, more accurate results in or-
der to identify profitable outcomes or dangerous risks. Combining machine learning with
AI and cognitive technologies can make it even more effective in processing large volumes
of information [23]. Pattern recognition is a branch of machine learning that concentrate
on the recognition process of patterns and similarities/variations in data, although it is in
some cases considered to be nearly similar with machine learning [24]. Pattern recognition
systems are in most cases trained/learned from labeled data, what is known as supervised
learning strategy. When there is no available labeled data other algorithms/strategies can
be used to discover unknown patterns. This kind of strategies are known as unsupervised
learning strategy. Pattern recognition algorithms generally aim to find a reasonable answer
for all possible inputs and to perform matching of the inputs, considering their statistical
characteristics such as similarities and variations [25].
Using pattern recognition to solve any related problem includes some basic definitions such
as:

• A pattern object: composed as a vector of n descriptive features or attributes,
x = [x1, x2, . . . , xn]T , x ∈ℜn .

• The set of all classes labels, denoted as:
Ω= {w1, w2, . . . , wc }.

• Features of an object are its descriptive characteristics in a numerical form.

• Feature Space consists of all possible values of features generally denoted as ℜn .

• Training Se a set of objects described via numerical features denoted as
Z = {

~z1,~z2, . . . , ~zN
}

,~z j ∈ℜn .

5



6 CHAPTER 2. LITERATURE REVIEW ON MULTIPLE CLASSIFIER SYSTEMS

2.1 The Classifier

The Classifier: An algorithm that implements classification, sometimes also refers to the
mathematical function implemented by a classification algorithm, that maps input data into
a certain categories. A classifier is any mapping D which assign a class label to an object x,
i.e.,

D : ℜn →Ω ∀x ∈ℜn ,D(x) ∈Ω (2.1)

The classifier outcome for an object x suppose to be the corresponding class label Ω for the
object x. Classifiers can be designed in different ways, so they vary in the accuracy of cor-
rectly classifying an object x to its belonging class. A clear definition of classifier Accur ac y
on a set Z of N objects;

Accur ac y = NC

N
. (2.2)

Where NC is the number of objects correctly classified by the classifier D.

2.2 Bayes Decision

Assuming that ω is the class label taking values Ω= {ω1,ω2, . . . ,ωc } the posterior probability
for an object x to be classified to class ωi using the Bayes formula:

P (ωi |x) = p(ωi )P (x|ωi )

p(x)
= p(ωi )P (x|ωi )∑c

j=1 p(ω j )P (x|w j )
. (2.3)

Equation 2.3 defines the propability mass function regarding the object x to be classified
tothe class ω. The class with highest posterior probability is chosen tobethe correct class for
a given object x what what achieves the smallest possible error.

2.3 Parametric Classifiers

Parametric classifier rely on approximating the parameters of the probabilistic density func-
tion P (x|wi ) of the class conditional problem. from which we obtain the posterior probabil-
ity shown in equation 2.3 [26].

2.4 Linear Classifiers

A great number of methods for classification can be formed in terms of a linear function that
assigns a score to each possible category k by combining the features which is represented as
a vector of an object with a vector of weights, using the dot product. The predicted category is
the one with the highest score [27]. This type of score function is known as a linear predictor
function and has the following general form:

score(Xi ,k) =βk ·Xi , (2.4)

where Xi is the feature vector for instance i, βk is the vector of weights corresponding to cat-
egory k, and score(Xi ,k) is the score associated with assigning instance i to category k. In
discrete choice theory, where instances represent people and categories represent choices,
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the score is considered the utility associated with person i choosing category k. Algorithms
with this basic setup are known as linear classifiers. What distinguishes them is the proce-
dure for determining (training) the optimal weights/coefficients and the way that the score
is interpreted.
Examples of such algorithms are:

• The Perceptron Algorithm [28].

• Support Vector Machines [29].

• Linear Discriminant Analysis [30, 31].

2.4.1 Linear Discriminant Classifier

The Linear Discriminant Classifier (LDC) is one of the simplest forms of classifiers. LDC is
the preferable linear classifier because of it’s simplicity and good performance. Given a pat-
tern x∈ Rn aimed to be classified to a class c. Considering a vector of coefficient parameters
wi ∈ Rn with a wi 0 free term, a linear classification function per class gi (x) with the highest
tag defines the class label where:

gi (x) = wi 0 +WT
i x. (2.5)

2.4.2 Nearest Mean Classifier

Nearest Mean Classifier (NMC) simply varies from the LDC where it classifies a given pattern
x to its nearest mean. NMC discriminant functions is the negative square of the Euclidean
distance to the class means where:

gi (x) =−(µi −x)T (µi −x). (2.6)

=−µT
i µi +2µT

i x −xT x. (2.7)

Dropping the term −xT x because it does not depend on the class label, the NMC classifier
discriminant function can be rewritten as a linear form on x as follows:

gi (x) =−µT
i µi +2µT

i x = wi 0 +w T
i x. (2.8)

If the covariance matrices for all classes are the identity matrices this classifier defined in
equation 2.8 is identical to the LDC.

2.5 Quadratic Discriminant Classifier

The Quadratic Discriminant Classifier (QDC) is defined by a quadratic discriminant function
as follows:

gi (x) = wi 0 +W T
i x +xT Wi x, wher e x,Wi ∈Rn (2.9)

And Wi is an [n ∗m] matrix.
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2.6 Decision Tree

Decision Tree Classifier is a simple and widely used classification technique. It applies a
strait forward idea to solve the classification problem. Decision Tree Classifier poses a series
of carefully crafted questions about the attributes of the test record. Every-time time it re-
ceive a feed-back, a follow-up question is asked until a conclusion about the class label of
the record is reached. A Decision Tree is a decision support tool that uses a tree-like graph
or model of decisions and their possible consequences, including chance event outcomes,
resource costs, and utility, it is a one way to display an algorithm [32]. A Decision Tree is a
flowchart-like structure as shown in figure 2.1, in which each inner node represents an oper-
ation of testing on an attribute. E.g. whether a coin flip comes up heads or tails for example,
each branch represents the output of the test, and each leaf node represents the correspond-
ing class label, where the decision is taken after computing all attributes at hand. The paths
from root to leaf represent classification rules. In decision analysis, a Decision Tree and the
closely related influence diagram are used as a visual and analytical decision support tool,
where the expected values or expected utility of competing alternatives are computed. A De-
cision Tree have three types of nodes; Decision nodes, Chance nodes and End nodes.
Decision Trees are commonly used in operations research and operations management. If,

Figure 2.1: The Decision Tree classifier general diagram.

in practice, decisions have to be taken online with no recall under incomplete knowledge, a
Decision Tree should be paralleled by a probability model as a best choice model or online
selection model algorithm [33]. Another use of Decision Trees is as a descriptive means for
calculating conditional probabilities.
Types of Decision Tree is based on the type of target variable we have. It can be of two types:

• Categorical Variable Decision Tree: Decision Tree which has categorical target vari-
able then it called as categorical variable Decision Tree. Example:- In above scenario
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of student problem, where the target variable was ’Student will play cricket or not’ i.e.
YES or NO.

• Continuous Variable Decision Tree: Decision Tree has continuous target variable then
it is called as Continuous Variable Decision Tree.

Important Terminology related to Decision Trees [34]:

• Root Node: It represents entire population or sample and this further gets divided into
two or more homogeneous sets.

• Splitting: It is a process of dividing a node into two or more sub-nodes.

• Decision Node: When a sub-node splits into further sub-nodes, then it is called deci-
sion node.

• Leaf / Terminal Node: Nodes do not split is called Leaf or Terminal node.

• Pruning: When we remove sub-nodes of a decision node, this process is called prun-
ing. You can say opposite process of splitting.

• Branch / Sub-Tree: A sub section of entire tree is called branch or sub-tree.

• Parent and Child Node: A node, which is divided into sub-nodes is called parent node
of sub-nodes where as sub-nodes are the child of parent node.

Advantages [35]:

• Easy to Understand: Decision Tree output is very easy to understand even for people
from non-analytical background. It does not require any statistical knowledge to read
and interpret them. Its graphical representation is very intuitive and users can easily
relate their hypothesis.

• Useful in Data Exploration: Decision Tree is one of the fastest way to identify most
significant variables and relation between two or more variables. With the help of De-
cision Trees, we can create new variables / features that has better power to predict
target variable.

• Less Data Cleaning Required: It requires less data cleaning compared to some other
modeling techniques. It is not influenced by outliers and missing values to a fair de-
gree.

• Data Type is not a Constraint: It can handle both numerical and categorical variables.

• Non Parametric Method: Decision Tree is considered to be a non-parametric method.
Meaning that Decision Trees have no assumptions regarding the space distribution
and the classifier inner structure.

Disadvantages [36]:

• Over Fitting: Over fitting is one of the most practical difficulty for Decision Tree mod-
els. This problem gets solved by setting constraints on model parameters and pruning
criteria.
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• Continuous Variables: Decision Tree is not fit for continuous variables because it
looses information when it categorizes variables in different classes.

2.6.1 Applications of Decision Tree:

• Agriculture: Application of a range of machine learning methods (mainly Decision
Trees) to problems in agriculture and horticulture is described in [37].

• Astronomy: Use of Decision Trees for filtering noise from Hubble Space Telescope im-
ages was reported recently in [38]. Decision Trees have helped in star-galaxy classifi-
cation [39], determining galaxy counts [40] and discovering quasars [41] in the Second
Palomar Sky Survey. Use of neural trees for ultraviolet stellar spectral classification is
described in [41].

• Biomedical Engineering: Use of Decision Trees for identifying features to be used in
implantable devices are presented in [42].

• Control Systems: Automatic induction of Decision Trees was recently used for control
of nonlinear dynamical systems [43].

• Financial Analysis: Use of Classification and Regression Tree (CART) [34] for asserting
the attractiveness of buy-writes is reported in [44].

• Manufacturing and Production: Decision Trees have been recently used to non-destructively
test welding quality [45], for semiconductor manufacturing [46], for increasing pro-
ductivity [47], for material procurement method selection [48], to accelerate rotogravure
printing [49], for process optimization in electrochemical machining [50], to schedule
printed circuit board assembly lines [51], to uncover flaws in a Boeing manufacturing
process [52] and for quality control [53]. For a recent review of the use of machine
learning (Decision Trees and other techniques) in scheduling [54].

• Medicine: Medical research and practice have long been important areas of applica-
tion for Decision Tree techniques. Recent uses of automatic induction of Decision
Trees can be found in diagnosis [55], cardiology [56, 57, 58], psychiatry [59], gastroen-
terology [60], for detecting microcalcifications in mammography [10], to analyze Sud-
den Infant Death (SID) syndrome and for diagnosing thyroid disorders [61].

• Molecular Biology: Initiatives such as the Human Genome Project and the GenBank
database offer fascinating opportunities for machine learning and other data explo-
ration methods in molecular biology. Recent use of Decision Trees for analyzing amino
acid sequences can be found in [62, 63].

• Object Recognition: Tree based classification has been used recently for recognizing
three dimensional objects [64, 65] and for high level vision [66].

• Pharmacology: Use of tree based classification for drug analysis can be found in [67].

• Physics: Decision Trees have been used for the detection of physical particles [68].

• Plant Diseases: CART [34] was recently used to assess the hazard of mortality to pine
trees [69].
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• Power Systems: Power system security assessment [70] and power stability prediction
[71] are two areas in power systems maintenance for which Decision Trees were used.

• Remote Sensing: Remote sensing has been a strong application area for pattern recog-
nition work on Decision Trees [36, 72]. A recent use of tree-based classification in re-
mote sensing can be found in [73].

• Software Development: Regression trees (and backpropagation networks) were re-
cently used to estimate the development effort of a given software module in [74],
where it is argued that machine learning methods compare favorably with traditional
methods.

• Text Processing: A recent use of ID3 [75] for medical text classification can be found
in [76].

• Miscellaneous: Decision Trees have also been used recently for building personal learn-
ing assistants [77] and for classifying sleep signals [78].

2.7 k-Nearest Neighbour

The k-nearest neighbours classifier (k-NN) is a non parametric kind of classification and re-
gression algorithm [79]. It depends on a parameter k that represents the number of pattern
neighbours to be considered in the decision of classification. The parameter k is usually pre-
ferred to be selected as an odd number to avoid the decision ambiguity, The output depends
on whether k-NN is used for classification or regression:

• In classification kind of problems it’s output is the class label of the pattern considering
the pattern k-Neighbours.

• The average property value for the object of its k-Nearest Neighbours.

k-NN is a type of instance based learning, where the decision function is only estimated
locally and all computation is deferred until classification is done, a common weighting
scheme consists in giving each neighbour a weight of 1

d , where d is the distance to the neigh-
bour.

2.7.1 The 1-Nearest Neighbour Classifier

The prime k-NN classifier is the one presented in figure 2.2, it assigns an object x to the class
of its nearest neighbour where:

C 1nn
n (x) = Y(1). (2.10)

Given that the training set size almost infinite, the one nearest neighbour classifier ensures
an error rate twice less than the Bayes error.
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Figure 2.2: 1-Nearest Neighbour classification.

2.8 Artificial Neural Network

The idea of ANNs is based on the belief that working of human brain by making the right
connections, can be imitated using silicon and wires as living neurons and dendrites. The
human brain is composed of 100 billion nerve cells called neurons. They are connected to
other thousand cells by Axons. Stimuli from external environment or inputs from sensory
organs are accepted by dendrites [80]. These inputs generate electric spikes, which quickly
travel through the connections of the neural network. A neuron can then send the message

Figure 2.3: Biological neuron in a nervous system.

to other neuron to handle the issue or does not send it forward. Figure 2.3 describes the
components of a biological neuron in a nervous system1. ANNs are composed of multiple
nodes (see figure 2.4), which imitate biological neurons of human brain. The neurons are
connected by links and they interact with each other. The nodes can take input data and
perform simple operations on the data. The result of these operations is passed to other
neurons. The output at each node is called its activation or node value [81]. Each link is
associated with weight. ANNs are capable of learning, which takes place by altering weight

1Figure source: MAREK REI Thoughts on Machine Learning and Natural Language Processing.
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Figure 2.4: A simple ANN structure diagram.

values. Typically, neurons are organized in layers. Different layers may perform various types
of transformations on their inputs. Signals travel from the first layer known as the input layer,
to the last layer known as the output layer, possibly after traversing the layers multiple times.
The original goal of the neural network approach was to solve problems in the same way
that a human brain would. Over time, attention focused on matching specific mental abil-
ities, leading to deviations from biology such as back-propagation, or passing information
in the reverse direction and adjusting the network to reflect that information. Neural net-
works have been used on a variety of tasks, including computer vision, speech recognition,
machine translation, social network filtering, playing board and video games, medical diag-
nosis and in many other domains.

2.8.1 History of ANNs

McCulloch et. al. [82] created a computational model for neural networks based on mathe-
matics and algorithms called threshold logic. This model paved the way for neural network
research to divide into two categories. An approach that is relevant to biological processes
in the brain while the other focused on the application of neural networks to artificial in-
telligence. This mentioned study led to work on nerve neural networks and their link to
finite automate. Widrow et. al. [83] developed a mathematical method for adapting the
weights. Assuming that a desired response existed, a gradient search method was imple-
mented, which was based on minimizing the error squared. This algorithm would later be-
come known Least Mean Squares (LMS). LMS, and its variations, has been used extensively
in a variety of applications, especially in the last few years. This gradient search method
provided a mathematical method for finding an answer that minimized the error. The learn-
ing process was not a trial and error process. Although the computational time decreased
with Selfridge’s work, the LMS method decreased the amount of computational time even
more, which made use of perceptrons feasible. The back propagation algorithm changes the
schematic of the perceptron by using a sigmoidal function as the squashing function. Earlier
versions of the perceptron used a signum function. The advantage of the sigmoidal function
over the signum function is that the sigmoidal function is differentiable [84].
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2.8.2 Components of an Artificial Neural Network

• Connections and weights: The network consists of connections, each connection trans-
ferring the output of a neuron i to the input of a neuron i . In this sense i is the prede-
cessor of j and j is the successor of i . Each connection is assigned a weight wi j [85].

• Output function: The propagation function computes the input p j to the neuron j
from the outputs oi of predecessor neurons and typically has the form :

f j =
∑

i
oi wi j . (2.11)

• Activation Function: A mathematical function defines the final output of the neurons
[86]. There is various kinds of activation function (see figure 2.5):

– The Threshold Activation function:

Θ(ζ) =
{

1, ζ≥ 1
0, other wi se.

(2.12)

– The Sigmoid function:

Θ(ζ) = 1

1+exp(−ζ)
(2.13)

– The identity function

Figure 2.5: Three kinds of activation, Threshold, Sigmoid and Identity function.

• Learning rule: The learning rule is a rule or an algorithm which modifies the param-
eters of the neural network, in order for a given input to the network to produce a
favoured output. This learning process typically amounts to modifying the weights
and thresholds [85].
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2.8.3 Applications of neural networks

They can perform tasks that are easy for a human but difficult for a machine such as:

• Aerospace: Autopilot air-crafts [87], aircraft fault detection [88].

• Automotive: Automobile guidance systems [89].

• Military: Weapon orientation and steering [90], target tracking [91], object discrimi-
nation, facial recognition, signal/image identification.

• Electronics: Code sequence prediction, IC chip layout, chip failure analysis, machine
vision, voice synthesis [92].

• Financial: Real estate appraisal, loan advisor, mortgage screening, corporate bond rat-
ing, portfolio trading program, corporate financial analysis, currency value prediction,
document readers, credit application evaluators [93].

• Industrial: Manufacturing process control, product design and analysis, quality in-
spection systems, welding quality analysis, paper quality prediction, chemical prod-
uct design analysis, dynamic modeling of chemical process systems, machine mainte-
nance analysis, project bidding, planning, and management [94].

• Medical: Cancer cell analysis, EEG and ECG analysis, prosthetic design, transplant
time optimizer [95].

• Speech: Speech recognition, speech classification, text to speech conversion [96].

• Telecommunications: Image and data compression, automated information services,
real-time spoken language translation [97].

• Transportation: Truck Brake system diagnosis, vehicle scheduling, routing systems[98].

• Software: Pattern Recognition in facial recognition, optical character recognition, etc[99].

• Time Series Prediction: ANNs are used to make predictions on stocks and natural
calamities [100].

• Signal Processing: Neural networks can be trained to process an audio signal and filter
it appropriately in the hearing aids [92].

• Control: ANNs are often used to make steering decisions of physical vehicles [101].

• Anomaly Detection: As ANNs are expert at recognizing patterns, they can also be
trained to generate an output when something unusual occurs that misfits the pattern
[102].
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2.9 Classifiers Outputs Types

Given an ensemble L composed of D classifiers where: D = {D1,D2, . . . ,DL}, with a set of
classesΩ= {ω1,ω2, . . . ,ωc }.
We can categorize the classifiers individual outputs as four categories [103, 86]:

• Class labels: Considered as the basic or universal level of classifier output representa-
tion. Each classifier Di produce a class label si ∈Ω, i = 1,2, . . . ,L; for any object x ∈Rn .

• Ranked class labels: Each classifier Di output is a subset of the class labels Ω, ranked
in a plausibility order [104, 105]. This type is prefered to use with classification prob-
lems with many classes, such as biometrics , text recognition and classification.

• Numerical support for the classes: Each classifier Di produces a c-dimensional vec-
tor [di ,1,di ,2, . . . ,di ,c ]T .The value di , j represents the support for the hypothesis that the
vector x submitted for classification comes from class ω j .The outputs are functions of
the input x, but to simplify the notation we will use just di , j instead of di , j (x).Without
loss of generality, we can assume that the outputs contain values between 0 and 1,
spanning the space [0,1]c .

• Oracle: The output of classifier Di for a given x is only known to be either correct or
wrong. We deliberately disregard the information as to which class label has been as-
signed. The oracle output is artificial because we can only apply it to a labeled data set.
For a given data set Z, classifier Di produces an output vector yi such that:

yi j =
{

1, I f Di classifies object z j correctly.
0, Other wi se.

(2.14)

2.10 Pattern Recognition Applications

In medical science, pattern recognition is considered the basis for computer-aided diagnosis
(CAD) systems. CAD describes a strategy that supports the doctor’s decisions. Pattern Shape
Recognition Technology (SRT) in a people counter system Other typical applications of pat-
tern recognition techniques are automatic speech recognition, classification of text into sev-
eral categories (e.g., spam/non-spam email messages), the automatic recognition of hand-
written postal codes on postal envelopes, automatic recognition of images of human faces,
or handwriting image extraction from medical forms [106]. The last two examples form the
subtopic image analysis of pattern recognition that deals with digital images as input to pat-
tern recognition systems [107] [108]. Optical character recognition is a classic example of
the application of a pattern classifier [109]. The method of signing one’s name was captured
with stylus and overlay starting in 1990 [110]. The strokes, speed, relative min, relative max,
acceleration and pressure is used to uniquely identify and confirm identity [111]. Banks were
first offered this technology, but were content to collect from the FDIC2 for any bank fraud
and did not want to inconvenience customers.
Artificial neural networks (neural net classifiers) and deep learning have many real-world
applications in image processing, a few examples:

2The Federal Deposit Insurance Corporation



2.11. COMBINING CLASSIFIERS 17

• Identification and authentication: e.g., license plate recognition [112], fingerprint
analysis and face detection/verification [113].

• Medical diagnosis: e.g., screening for cervical cancer (Papnet) [114] or breast tumours.

• Defence: various navigation and guidance systems, target recognition systems, shape
recognition technology [115].

2.11 Combining Classifiers

Recently in the area of machine learning the concept of combining classifiers is proposed
as a new direction for the improvement of the performance of individual classifiers. These
classifiers could be based on a variety of classification methodologies, and could achieve dif-
ferent rate of correctly classified individuals. The goal of classification result integration al-
gorithms is to generate more certain, precise and accurate system results. Dietterich (2001)
provides an accessible and informal reasoning, from statistical, computational and repre-
sentational viewpoints, of why ensembles can improve results[86]. Ensemble individual
classifiers must be accurate and different from each other in order to efficiently contribute in
the ensemble final decision [116]. Numerous methods have been suggested for the creation
of ensemble of classifiers, for example:

• Using different subset of training data with a single learning method.

• Using different training parameters with a single training method (e.g. using different
initial weights for each neural network in an ensemble).

• Using different learning methods.

2.11.1 Weakness of Classifier Ensembles

• Increased Storage: The first weakness, increased storage, is a direct consequence of
the requirement that all component classifiers, instead of a single classifier, need to
be stored after training. The total storage depends on the size of each component
classifier itself and the size of the ensemble (number of classifiers in the ensemble)
[117, 13].

• Increased Computation: The second weakness is increased computation: to classify
an input query, all component classifiers (instead of a single classifier) must be pro-
cessed, and thus it requires more execution time.

• Decreased Comprehensibility: The last weakness is decreased comprehensibility. With
involvement of multiple classifiers in decision-making, it is more difficult for users to
perceive the underlying reasoning process leading to a decision [86, 11].

2.11.2 Ensemble Size

While the number of component classifiers of an ensemble has a great impact on the ac-
curacy of prediction, there is a limited number of studies addressing this problem. A priori
determining of ensemble size and the volume and velocity of big data streams make this even
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more crucial for online ensemble classifiers. Mostly statistical tests was used for determining
the proper number of components [4, 118, 119]. More recently, a theoretical framework sug-
gested that there is an ideal number of component classifiers for an ensemble which having
more or less than this number of classifiers would deteriorate the accuracy. It is called "the
law of diminishing returns in ensemble construction". Their theoretical framework shows
that using the same number of independent component classifiers as class labels gives the
highest accuracy [120].

2.11.3 Majority Voting Rule (MVR)

There are several theoretical and experimental analysis of how to combine the outputs of
individual classifiers [121, 122, 123, 14, 124, 125, 6, 126, 127, 128, 129], also some reviews
[130, 118]. Assuming a c-dimensional binary vectors classifiers outputs
Di = [di ,1,di ,2, . . . ,di ,c ]T ∈ {0,1}c , i = 1,2, . . . ,L, where di , j =1 if the classifier Di classified the
object x as it belongs to the class ω j ,and 0, otherwise. The class ωk will be returned by the
plurality vote if:

L∑
i=1

di ,k = c
max

j=1

L∑
i=1

di , j (2.15)

This rule is quite known as Majority Voting Rure (MVR)

Algorithm 1 Describes the Majority Voting rule as an ensemble decision combiner.

Training Phase: None.
Classification Phase: For each new object x Do:

1. Find the class labels s1, s2, . . . , sL , assigned to this object by the L base classifiers.

2. Calculate the number of votes for each class ωk ,k = 1,2, . . . ,c.

P (k) =
L∑

i=1
I (si ,ωk ),

where I (a,b)=1 if a = b and 0 otherwise.

3. Assign label k∗=arg maxc
k=1 P (k).

Return the ensemble label of the object x.

2.12 Bagging Ensemble Creation Technique

Ensembles tend to yield better results when there is a significant diversity among the models
[11, 131]. Many ensemble methods, therefore, seek to promote diversity among the mod-
els they combine. Although perhaps non-intuitive, [7] [132] more random algorithms (like
random decision trees) can be utilized to obtain a stronger ensemble than very deliberate
techniques such as entropy-reducing decision trees. [133] Using a variety of strong learn-
ing algorithms, however, has been shown to be more effective than using techniques that
attempt to dumb-down the models in order to promote diversity [134]. Bagging is a method
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Figure 2.6: Describes the diagram of Bagging model aggregation for ensemble creation.

Algorithm 2 Describes the Bagging ensemble creation technique.

Training Phase:

1. Initialize the ensemble: D =φ.

2. L , the number of classifiers to train. For k=1,. . . ,L Do:

a) Take a bootstrap sample Sk from original training set Z.

b) Build a classifier Dk using Sk as the training set.

c) Add the classifier to the current ensemble D = D
⋃

Dk .

Classification Phase

1. Run D1, . . . ,DL on the input x.

2. The class with the maximum number of votes is chosen as the label for x.

of the first category (Breiman, 1996 [135]). Considering a training set of size t, it is possible
to withdraw t random samples from the training set with replacement, these t samples can
be learned, and this process can be repeated many times. Since the withdraw include re-
placement, usually the patterns drawn will include some duplicates and some omissions as
compared to the original training set. Each iteration through the withdraw operation results
in an individual classifier. After the building of several individual classifiers, taking a vote
of the predictions of each classifier for the aimed to be classified instances performs the fi-
nal prediction. Later, bagging is a smoothing operation which turns out to be advantageous
when aiming to improve the predictive performance of regression or classification trees. In
case of decision trees, the theory in [136] ensures the Breiman intuition that bagging can
be described as a variance reduction technique. The figure 2.6 describes the bagging model
aggregation.
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The Algorithm 2 describes the steps of creating an ensemble of base classifiers via bag-
ging aggregation and using the ensemble to classify an input pattern x [86]. Considering an
independent classifier outputs, all classifiers scored same individual accuracy p, the major-
ity voting rule is guaranteed to outperform individual performance [137]. Bagging aims at
developing independent classifiers by taking bootstrap replicates as the training sets. The
samples are pseudo-independent because they are taken from the same Z. However, even if
they were drawn independently from the distribution of the problem, the classifiers built on
these training sets might not give independent outputs.

2.13 Diversity Measures

Generally there is no completely perfect classifier that can solve all classification problems,
that’s why ensembles of classifiers work. In the same time if the ensemble members are
identical there will be no value to combine them. Diversity measures plays an important
rule in building ensembles of diverse classifiers. Considering the classifiers outputs types
presented in section 2.9 equation 2.14, For a given dataset Z, a classifier Di gives an output
vector yi , The diversity measures describe how diverse are the classifiers from each measure
point of view[11]. The diversity measures are calculated using the contingency behaviour of
two classifiers di and d j across a dataset (see Table 2.1). Let a denotes the number of exam-
ples in the dataset correctly classified by both di and d j ; b denotes the number of examples
correctly classified by di and misclassified by d j ; c denotes the number of examples misclas-
sified by di , correctly classified by d j ; and d denotes the number of examples misclassified
by both classifiers. The letter m denotes the total number of samples where, m = a+b+c+d .
Let Z={z1, . . . , zn}, be a labelled data set, z j ∈ ℜn coming from a classification problem. Let
Y=

{
y1, . . . , yn

}
; be the data assigned label by a classifier, y j ∈ℜn . The diversity measures can

be considered as a one of two types:

• Measures looking for diversity: the higher the value the more diverse (↑).

• Measures looking for similarity: the higher the value the less diverse (↓).

2.13.1 Pairwise Diversity Measures

The pairwise diversity measures require the consideration of a pair of classifiers and then we
can average the value for a set of classifiers.

Table 2.1: The 2x2 Relationship table with probabilities

D j cor r ect (1) D j wr ong (0)
Di cor r ect (1) a b
Di wr ong (0) c d

Total=a+b+c+d

1. The Q-Statistic (Q ↓) [138]
Yule’s Q statistic for two classifiers di , d j is:

Qi j = ad −bc

ad +bc
. (2.16)
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2. The Correlation Coefficient (ρ ↓) [139]
A well-known in mainstream statistics. The correlation between two classifiers di , d j

is:

ρi j = ad −bcp
(a +b)(a + c)(c +d)(b +d)

. (2.17)

3. The Disagreement measure (D ↑) [133, 140]
The disagreement measure (D) between di , d j , describes the samples classified to dif-
ferent classes by both classifiers it is given by:

Di j = b + c

m
. (2.18)

4. The Double Fault (DF ↓) [141]
The double-fault (D) of di , d j , describes the samples wrongly classified by both classi-
fiers is given by:

DFi j = d

m
. (2.19)

2.13.2 Non-Pairwise Diversity Measures

The non-pairwise measures for a set of L classifiers:

1. The Kohavi-Wolpert variance (K W ↑) [142]
The Kohavi-Wolpert measure of diversity for

K W = 1

N L2

N∑
j=1

l (z j )(L− l (z j )). (2.20)

2. The Interrater Agreement (κ ↓) [143]
Let p̄ to be the average individual classification accuracy over all classifiers in the en-
semble. the κ is given by:

κ= 1− 1

2p̄(1− p̄)
Di j . (2.21)

3. The Entropy measure (Ent ↑) [13]
The diversity measure based on the concept of entropy is given by:

Ent = 1

N (L−bL/2c−1)

N∑
j=1

mi n
{
l (z j ),L− l (z j )

}
. (2.22)

4. The measure of Difficulty (θ ↓) [144]
Let’s define a discrete random variable X which values defined to be in

{ 0
L , 1

L , . . . ,1
}
, the

measure of difficulty θ is defined as:

θ =V ar (X ). (2.23)
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5. The Generalized Diversity (GD ↑) [145]
Let’s define a random variable Y expressing the proportion of classifiers (out of L) that
are incorrect on a randomly object drawn from x ∈ ℜn , let pi be the probability that i
randomly chosen classifiers are incorrect for randomly chosen x, i.e., p(Y = i

L ), if we
denote,

p(1) =
L∑

i=1

i

L
pi , (2.24)

and

p(2) =
L∑

i=1

i

L

(i −1)

(L−1)
pi . (2.25)

Then the generalised diversity measure, GD , is calculated as:

GD = 1− p(2)

p(1)
. (2.26)

6. The Coincident Failure Diversity (C F D ↑), [145] The coincident failure diversity, CFD
is a modification of GD proposed by [145]:

C F D =
{

0, p0 = 1
1

1−p0

∑L
i=1

L−i
L−1 p0 < 1

(2.27)

The table 2.2 summarize the pairwise and non-pairwise diversity measures names,
abbreviations, description, formulas and references.

Table 2.2: Summary of diversity measures names, abbreviations, description, formulas and
references.

Measure (Abbreviation) Description Formula Reference
(1) Q-statistic (Q) Pair-wise, require the true label. Qi j = ad−bc

ad+bc Yule, 1919 [138]

(2) Correlation (ρ) Pair-wise, require the true label. ρi j = ad−bcp
(a+b)(a+c)(c+d)(b+d)

Sneath , Sokal, 1973 [139]

(3) Disagreement (Dis) Pair-wise, do not use the true label. Di si j = b+c
m Ho, 1998; Skalak, 1996 [140]

(4) Double Fault (DF) Pair-wise, require the true label. DFi j = d
m Giacinto , Roli, 2001 [141]

(5) Entropy (E) Non pair-wise , do not use the true label. Ent = 1
N (L−bL/2c−1)

∑N
j=1 mi n

{
l (z j ),L− l (z j )

}
Cunningham, Carney, 2000 [9]

(6) Kohavi-Wolpert (KW) Non pair-wise , use the true label. KW=L/1-L . (Disi j ) Kohavi , Wolpert, 1996 [142]

(7) Interrater Agreement (κ) Non pair-wise , use the true label. κ= 1− 1
2p(1−p) Di si j Dietterich, 2000b[6]; Fleiss, 1981 [143]

(8) Difficulty (Theta:θ) Non pair-wise , use the true label. θ =V ar (Di si j ) Hansen , Salamon, 1990 [146]

(9) Generalized Diversity (GD) Non pair-wise , use the true label. GD=1-p(2)/p(1). Partridge , Krzanowski, 1997 [145]

(10) Coincident Failure Diversity (CFD) Non pair-wise , use the true label. CFD=

{
0, p0 = 1

1
1−p0

∑L
i=1

L−i
L−1 p0 < 1

Partridge, Krzanowski, 1997[145]

After about twenty years of active research in the classifier ensemble field, understanding
the notion of diversity remains one of the main open problems [119, 86]. On the one hand,
there is a general agreement on the qualitative definition of diversity and on its role, e.g.: “it
is desired that the individual learners should be accurate and diverse” [119]; “Common sense
suggests that the classifiers in the ensemble should be as accurate as possible and should not
make coincident errors” [86] (ch. 8). On the other hand, measuring diversity and explicitly
using it for ensemble construction exhibits several open issues.
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A number of diversity measures have been proposed over the years [11, 119, 86]. Most
of diversity measures have been derived intuitively, as attempts to formally characterize the
pattern of individual classifiers’ errors (e.g., the Double-Fault and Disagreement measures
[86]). In particular, it has been clearly pointed out that diversity measures alone can not be
monotonically related to ensemble accuracy, since the latter depends instead on a trade-off
between diversity and individual classifiers’ performance [147, 86]; quoting from [86] (ch. 8),
A few other measures have been inspired by exact error decompositions derived in the re-
gression field, despite the lack of a direct analogy with regression problems was pointed out
in [7]: the Kohavi-Wolpert Variance [11] (and our attempt in [2]) was inspired by the bias-
variance-covariance error decomposition [148], and the measure derived in [149] (which we
extended in [2]) by the ambiguity decomposition [150]. The rationale of such measures is
to look for exact, additive decompositions of the ensemble error into terms accounting for
individual classifiers’ performance, and terms hopefully interpretable as diversity; the re-
sults of [149] provided useful insights, leading to the concept of “good” and “bad” diversity.
Several authors also analyzed, empirically or analytically, the connection between ensemble
performance on one side, and the pattern of individual classifiers’ performance and existing
diversity measures on the other side (e.g., [147, 117]). Such a relationship turned out to be
far from clear-cut, and no “right” diversity measure has emerged so far.

2.14 Previous Work on Using Diversity for Ensem-
ble Design

Since this problem has exponential complexity in the size of the original ensemble, many
heuristics have been presented. In this context, diversity measures have been used as an
objective function of the pruning algorithms, to look for a trade-off between individual clas-
sifiers’ performance and diversity. The usefulness of such an approach has however been
doubted by many researchers, based also on empirical evidences [147], [86] (chapter 8.3).
In particular, its real advantage over directly evaluating ensemble performance (estimated,
e.g., from validation data) is not crystal yet. On the other hand, it is well known that famous
and effective ensemble building techniques like bagging and boosting do not use any kind
of diversity measure. Didaci et. al. [2] focused on the derivation of exact decomposition’s of
the ensemble error, and outlined several research directions. One of them, which we start
addressing in this thesis, consists of comparing the effectiveness of explicitly using diversity
measures in ensemble pruning, with the simple estimation of ensemble performance. Al-
though many pruning methods have been proposed so far, the above comparison has been
carried out by only a few authors, and with a limited scope. This work focus on pruning
methods based on forward selection (FS) algorithms, which are the easiest ones on which
such a comparison can be made, and carry out an empirical investigation on 23 benchmark
data sets, using the popular bagging as the ensemble construction technique, and majority
voting as the fusion rule. We evaluate ten well known diversity measures analyzed in [11],
and one measure specifically defined for ensemble pruning [151]. In particular, we specifi-
cally evaluate the effect of the validation set size on ensemble pruning effectiveness. During
twenty years of research in the classifier ensemble field, understanding the notion of diver-
sity has been one of the main goals [118, 86]. A general agreement exists on the qualitative
definition of diversity and on its role in classifier ensembles; basically, to obtain an effective
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(accurate) ensemble, its members should be as accurate and diverse as possible, where “di-
verse” means that they should not make coincident errors [118, 86]. Individual accuracy and
diversity are well-known to be contrasting goals, which means that a trade-off between them
has to be achieved. On the other hand, formally defining and measuring diversity, as well as
explicitly using it for ensemble construction, turned out to be not straighforward. Most mea-
sures have been derived intuitively, as attempts to formally characterize the pattern of error
of individual classifiers (e.g., the Double-Fault and Disagreement measures) [86]. In partic-
ular, it has been clearly pointed out that diversity measures alone can not be monotonically
related to ensemble accuracy, since the latter depends on a trade-off between diversity and
individual classifiers’ performance [147, 86]. A few other measures have been inspired by ex-
act error decompositions derived in the regression field, despite the lack of a direct analogy
to classification problems [7]. The Kohavi-Wolpert Variance [11] (and our attempt in [152]
was inspired by the bias-variance-covariance error decomposition of [153]. The measure
derived in [149] (which we extended in [152]) was inspired by the ambiguity decomposition
of [154], and provided useful insights, leading to the concept of “good” and “bad” patterns of
diversity. Such measures were motivated by the goal of obtaining exact, additive decompo-
sition’s of the ensemble error into terms accounting for individual classifiers’ performance,
and terms hopefully interpretable as diversity. Several authors also analyzed, empirically
or analytically, the connection between ensemble performance on one side, and the pat-
tern of individual classifiers’ performance and existing diversity measures on the other side
(e.g., [147, 12]). Such a relationship turned out to be far from clear-cut, and no “right” diver-
sity measure has emerged so far.

Beside theoretical investigations on defining diversity and using this concept to explain
ensemble performance, a considerable research effort has been spent toward the practical
goal of explicitly using diversity measures for ensemble construction. Among existing meth-
ods, almost all follow the overproduce and choose approach. It consists of first generating a
large ensemble (e.g., using Bagging) and then selecting the most accurate subset of classi-
fiers. The overproduce and choose approach is also known as ensemble pruning, selection
or thinning. It is supported by theoretical and empirical evidence showing that a (suitable)
subset of the available classifiers could outperform the original ensemble [16, 155, 156].

Since ensemble pruning has exponential complexity in the size of the original ensemble,
several heuristics have been proposed. In this context, diversity measures have been used
in the objective function of pruning methods, to attain a trade-off between individual classi-
fiers’ performance and diversity. The effectiveness of using diversity measures to this aim has
however been questioned by several authors, based also on empirical evidence [156, 147, 11],
and [86] (ch. 8.3). In particular, its actual advantage over directly evaluating ensemble per-
formance (estimated, e.g., from validation data) is not clear yet. It is also well known that
popular and effective ensemble construction techniques like Bagging and Boosting do not
use any explicit diversity measure. Nevertheless, despite the questionable effectiveness of
heuristic pruning approaches, a theoretically grounded analysis in [5] related to ensembles
of binary classifiers combined by majority voting has shown that (a suitable measure of)
diversity can have a regularization effect in ensemble pruning.

Based on the above premises, the aim of this work is to compare the effectiveness of ex-
plicitly using existing diversity measures in ensemble pruning, against the direct estimation
of ensemble performance. This is a follow-up of our preliminary work [1]. In particular,
inspired by [5], we evaluate whether several well-known diversity measures can have a reg-
ularization effect to the (estimate of) ensemble accuracy. To this aim we consider a pruning
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method based on the forward selection (FS) algorithm, since it allows a direct comparison
between evaluation functions. We then compare the estimated ensemble accuracy against
its linear combination with a given diversity measure, using the latter as a regularizer. We
carry out experiments on 37 benchmark data sets. We use the popular Bagging as the en-
semble construction technique and majority voting as the fusion rule, and evaluate a subset
of the ten well-known diversity measures analyzed in [11]. Our results show that using di-
versity measures for ensemble pruning can be advantageous over using only ensemble ac-
curacy, and that diversity measures can act as regularizers in this context. As pointed out
in Sect. 2.14, diversity measures have been explicitly used so far for ensemble construction
only in pruning methods. The only exception is [157], where a diversity measure was used in
an ensemble learning algorithm.

2.15 Other Ensemble Creation Techniques

There are several approaches to create an ensemble of classifiers, rather than the popular
creation techniques such as bagging, boosting,. . . ,etc. Genetic Algorithm is widely used to
involve in ensemble creation[158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 170,
171, 172]. Genetic algorithm is used in [173] to wight each classifier contribution in the en-
semble decision, also presented a framework for ensemble thinning. Feature selection for
ensemble creation using genetic algorithm search approach presented by [174], a compari-
son between bagging and boosting is presented to show that their approach produces a more
reliable ensemble and up to 80% in memory reduction. A neural network ensemble creation
using genetic programming is presented in [175], they independently train a fixed number of
neural networks, then the genetic programming is applied to combine the trained NNs into
an ensemble. Several mathematical frameworks are presented to construct classifiers en-
sembles [176, 177, 178, 179, 180, 181, 182, 183, 184]. A proposal to improve microaneurysm
detection [176] using ensemble-based framework, they propose a combination of the inter-
nal microaneurysm components, their approach assumed to ranked the first by this time.

2.16 Ensemble Pruning

Given a set of trained individual learners, rather than combining all of them, ensemble prun-
ing tries to select a subset of individual learners to comprise the ensemble. An apparent
advantage of ensemble pruning is to obtain ensembles with smaller sizes; this reduces the
storage resources required for storing the ensembles and the computational resources re-
quired for calculating outputs of individual learners, and thus improves efficiency. There is
another bene- fit, that is, the generalization performance of the pruned ensemble may be
even better than the ensemble consisting of all the given individual learners[86]. In [185]
ensemble pruning methods have been categorized as follows:

• Ranking-based: individual classifiers are first ranked according to some criterion, and
then the top-L ones are selected as the final ensemble.

• Clustering-based: individual classifiers are first clustered based on the similarity of
their predictions; each cluster is then pruned to remove redundant classifiers, and the
remaining ones in each cluster are finally combined.
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• Optimization-based methods search for a subset of the original ensemble that opti-
mizes a given objective function, which can include a diversity measure. To avoid ex-
haustive search, three main heuristic search strategies have been proposed: hill climb-
ing, genetic algorithms, and semi-definite programming.

In particular, several optimization-based pruning methods use the forward or backward
search (FS/BS) strategy [186, 17, 187, 188, 151]. Given an initial ensemble, FS picks the best
individual classifier and iteratively selects among the remaining classifiers the one that max-
imizes a given objective function. It stops either when a predefined ensemble size is reached,
or when all the classifiers from the original ensemble have been selected; in the latter case,
FS returns the best ensemble among the ones obtained at each iteration. The BS algorithm
works similarly, iteratively removing from E one classifier at a time. More refined versions
of FS/BS have also been proposed, which include a back-fitting step [17]. In the context of
optimization-based pruning, three kinds of objective functions have been proposed so far:

• The ensemble accuracy [17, 189], combined with a diversity measure in [5].

• A given diversity measure (disregarding the performance of individual classifiers and
of the ensemble) [17, 188].

• Ad hoc measures specifically devised for ensemble pruning, which combine into a sin-
gle scalar the individual classifiers’ performance and the complementarity (diversity)
between their errors [186, 187, 151, 188].

A different and theoretically grounded view on the role of diversity in ensemble pruning was
proposed in [5], in the context of ensembles of binary classifiers combined by majority vot-
ing: using a suitable diversity measure it was shown that promoting diversity can be seen
as a regularization technique. A pruning method was also proposed based on these results,
which exploits a strategy similar to FS: it starts with the most accurate classifier from the orig-
inal ensemble, then iteratively sorts the remaining classifiers based on their diversity (eval-
uated using the proposed measure) with the current sub-ensemble, and among the most
diverse ones it selects the classifier which leads to the next most accurate sub-ensemble. It is
also worth mentioning two ensemble construction techniques [190, 8] which are not prun-
ing techniques, but are related to the pruning criteria considered in this work. They consist
of building individual classifiers from different subsets of the available features, analogously
to the well known Random Subspace Method [191]. The difference with respect to RSM is
that they use a feature selection criterion analogous to the optimization-based pruning cri-
terion mentioned above (including FS in [8]), and evaluate the individual classifiers on the
basis of a trade-off between individual classifiers’ accuracy and diversity. In particular, in [8]
a linear combination of these two quantities was used as the objective function, and five
different measures of diversity were considered.

2.16.1 Ordering Based

Order the individual learners according to some criterion, and only the learners in the front-
part will be put into the final ensemble.Ordering-based pruning originated from Margineantu
and Dietterich et. al. [17] work on boosting pruning. Later, most efforts were devoted to
pruning ensembles generated by parallel ensemble methods. Given N individual learners
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h1, . . . ,hN , suppose they are combined sequentially in a random order, the generalization er-
ror of the ensemble generally decreases monotonically as the ensemble size increases, and
approaches an asymptotic constant error. It has been found that, however, if an appropri-
ate ordering is devised, the ensemble error generally reaches a minimum with intermediate
ensemble size and this minimum is often lower than the asymptotic error. Hence, ensemble
pruning can be realized by ordering the N individual learners and then putting the front T
individual learners into the final ensemble. It is generally hard to decide the best T value,
but fortunately there are usually many T values that will lead to better performance than the
allmember ensemble, and at least the T value can be tuned on trainin more crucial problem
is how to order the individual learners appropriately. During the past decade, many order-
ing strategies have been proposed. Most of them consider both the accuracy and diversity of
individual learners, and a validation data set V with size |V | is usually used (when there are
not sufficient data, the training data set V or its sub-samples can be used as validation data).
In the following we introduce some representative ordering-based pruning methods[16].

2.16.2 Clustering Based

Identify a number of representative prototype individual learners to constitute the final en-
semble. Usually, a clustering process is employed to partition the individual learners into
a number of groups, where individual learners in the same group behave similarly while
different groups have large diversity. Then, the prototypes of clusters are put into the final
ensemble. An intuitive idea to ensemble pruning is to identify some prototype individual
learners that are representative yet diverse among the given individual learners, and then
use only these prototypes to constitute the ensemble. This category of methods is called as
clustering-based pruning because the most straightforward way to identify the prototypes is
to use clustering techniques. first step, the individual learners are grouped into a number of
clusters. Different clustering techniques have been exploited for this purpose. For example,
Giacinto et. al. [192] used hierarchical agglomerative clustering and regarded the probability
that the individual learners do not make coincident validation errors as the distance; Lazare-
vic and Obradovic [193] used k−means clustering based on Euclidean distance; Bakker and
Heskes [194] used deterministic annealing for clustering; etc.

2.16.3 Optimization Based

Formulate the ensemble pruning problem as an optimization problem which aims to find
the subset of individual learners that maximizes or minimizes an objective related to the gen-
eralization ability of the final ensemble. Many optimization techniques have been used, e.g.,
heuristic optimization methods, mathematical programming. Optimization-based prun-
ing originated from [4] which employs a genetic algorithm[195] to select individual learners
for the pruned ensemble. Later, many other optimization techniques, including heuristic
optimization, mathematical programming and probabilistic methods have been exploited.
Bhatnagar et. al. [196] presented an ensemble pruning approach that takes into account
both the ensemble accuracy and pair-wise diversity between pruned ensemble members,
they aimed to achieve the smallest pruned ensemble size meanwhile keeping the final accu-
racy reasonable.





Chapter 3

Diversity Measures For Ensemble
Creation

Almost all the existing methods that explicitly use diversity for ensemble construction fol-
low the overproduce and choose approach (except for [197], where a diversity measure is
used in an ensemble learning algorithm). It consists of first generating a large ensemble
(e.g., using bagging) and then selecting the most accurate subset of classifiers (usually with a
predefined size). This is known as ensemble pruning, selection or thinning. Since this prob-
lem has exponential complexity in the size of the original ensemble, several heuristics have
been proposed. In this context, diversity measures have been used in the objective function
of pruning methods, to look for a trade-off between individual classifiers’ performance and
diversity. The effectiveness of such an approach has however been questioned by several
authors, based also on empirical evidences [147], [86] (chapter 8.3). In particular, its actual
advantage over directly evaluating ensemble performance (estimated, e.g., from validation
data) is not clear yet. On the other hand, it is well known that popular and effective ensemble
construction techniques like bagging and boosting do not use any explicit diversity measure.

3.1 Using Diversity for Classifier Ensemble Prun-
ing: An Empirical Investigation

In [2] we discussed the above issues, focusing on the derivation of exact decompositions of
the ensemble error, and outlined several research directions. One of them, which we start
addressing in this work, consists of comparing the effectiveness of explicitly using diversity
measures in ensemble pruning, with the simple estimation of ensemble performance. Al-
though many pruning methods have been proposed so far, the above comparison has been
carried out by only a few authors, and with a limited scope. In this work we focus on pruning
methods based on forwardselection (FS) algorithms, which are the easiest ones on which
such a comparison can be made, and carry out an empirical investigation on 23 benchmark
data sets, using the popular bagging as the ensemble construction technique, and majority
voting as the fusion rule. We evaluate ten well known diversity measures analyzed in [11],
and one measure specifically defined for ensemble pruning [151]. In particular, we specifi-
cally evaluate the effect of the validation set size on ensemble pruning effectiveness.

29
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Algorithm 3 Forward Selection algorithm for ensemble pruning

Input: An ensemble E of N classifiers; a desired ensemble size L < N ; a validation set V ;
an objective function m (to be computed on V )
Output: A subset of L classifiers from E .

C ← the most accurate individual classifier from E .
S ← {C } .

FOR k = 2, . . . ,L C∗ ← argmaxC∈E\S m(S
⋃

{C }).
S ← S

⋃
{C∗}.

END FOR
RETURN S

The following kinds of objective functions have been proposed:

• The ensemble performance, [17] (reduce-error pruning technique), [198, 5].

• Diversity measures, disregarding the performance of individual classifiers, [17] (Kullback-
Leibler Divergence pruning), [18] and [16] (kappa-thinning).

• Measures combining into a single scalar the individual classifiers’ performance and
the complementarity between their errors [199, 187, 151] and [188] (AID thinning and
Concurrency thinning).

Among the latter measures we focus on the followings:
- A measure aimed at minimizing the number of coincident errors between ensemble

members, when majority voting is used, proposed in [199] to be used in the FS algorithm. It
selects the classifier that correctly labels the highest number of validation samples, among
the ones misclassified by the majority of classifiers in the current ensemble, i.e., the one
which minimizes: ∑

(x,y)∈V I
[
C∗(x) 6= y ∧ I

[∑
C∈S C (x) 6= y > d |S|2 e

]]
−I

[
C∗(x) = y ∧ I

[∑
C∈S C (x) 6= y > d |S|2 e

]]
,

(3.1)

where I [A] = 1 if A =True, and I [A] = 0 otherwise.
- Two measures proposed in [187] to be used in the FS algorithm, with the majority voting

rule: Complementariness (the sum of validation samples which are wrongly classified by the
current ensemble, but not by the candidate classifier, to be maximized: it is a variant of
Eq. 3.1), and Margin Distance (to be minimized), respectively defined as:

∑
(x,y)∈V

I

[
C∗(x) = y ∧ I

[ ∑
C∈S

C (x) 6= y > d|S|
2
e
]]

, (3.2)

∥∥∥∥∥o− 1

|E |

(
cC∗ + ∑

C∈S
cC

)∥∥∥∥∥
2

2

, (3.3)

where cC is a |V |-dimensional vector whose i -th element is defined as 2I [C (xi ) = yi ]− 1 ∈
{−1,+1} and the objective point o is defined as a constant vector with equal components
oi = p, 0 < p < 1.
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-Two measures proposed also in [188], related to their Accuracy In Diversity (AID) thin-
ning and Concurrency thinning techniques, based on BS. The former removes the east ac-
curate classifier on validation samples that are correctly classified by a fraction from L to
U of the classifiers in S, where L and U are constant values set as functions of the average
accuracy of individual classifiers and the number of classes (see [188] for the details). The
latter removes the classifier that minimizes the following measure, aimed at penalizing the
agreement on correctly classified samples (again a variant of Eq. 3.1):∑

(x,y)∈V I
[
C∗(x) = y ∧S(x) = y

] +2I
[
C∗(x) = y ∧S(x) 6= y

]
−2I

[
C∗(x) = y ∧S(x) = y

]
.

(3.4)

- The Uncertainty Weighted Accuracy (UWA), proposed in [151], as a variant of the Con-
currency measure of Eq. (3.4):∑

(x,y)∈V N F (x)× I
[
C∗(x) = y ∧S(x) = y

]
+ N T (x)× I

[
C∗(x) = y ∧S(x) 6= y

]
− N F (x)× I

[
C∗(x) 6= y ∧S(x) = y

]
− N T (x)× I

[
C∗(x) 6= y ∧S(x) 6= y

]
,

(3.5)

where N T (x) and N F (x) are the number of classifiers in S that classify x respectively correctly
and wrongly.

A comparison between the effectiveness of directly using ensemble performance as the
objective function, and using measures involving diversity, has been carried out by a few au-
thors [188, 151, 5], often limited to the specific evaluation measure they were proposing, and
using different and incomparable experimental setups (different data sets, base classifiers,
ensemble construction methods, etc.). We also point out that only in [151, 5] the use of diver-
sity provided a statistically significant improvement over the use of ensemble performance.

3.2 Experimental (1) Settings

Our aim is thus to carry out an extensive experimental investigation of FS-based ensemble
pruning methods, focused on the comparison between the use of ensemble performance as
the objective function, and the use of measures involving diversity. To this aim, we focus on
the basic FS algorithm without back-fitting, and consider three kinds of objective functions:

1. Ensemble accuracy.

2. A generic diversity measure, focusing on well known ones analyzed in [11]. Although
diversity alone is deemed to be not effective for ensemble pruning [147, 86], we con-
sider it to provide more direct evidence to these findings.

3. Measures that combine individual classifiers’ performance and complementarity: we
consider the UWA measure of Eq. (3.5) [151].

We also consider another way to combine ensemble performance and diversity. Since di-
versity measures are not homogeneous to classification accuracy, to avoid combining them
with individual classifiers’ accuracy in a arbitrary ways (e.g., by a linear combination), we
use a two-stage FS/BS: first we select M < N classifiers using either ensemble accuracy or di-
versity; then we further select L < M classifiers using the other measure. Algorithm 4 shows
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Algorithm 4 Two-stage Forward Selection algorithm for ensemble pruning
Input: a classifier ensemble E of size N ; a desired ensemble size L < N ; an intermediate ensemble

size M , with L < M < N ; a validation set V ; a diversity measure d

Output: a subset of L classifiers from E

step 1 (accuracy-based pruning): select from E an ensemble E ′ of size M using Algorithm 3, and

using classification accuracy as the objective function m

step 2 (diversity-based pruning): select from E ′ an ensemble S of size L using Algorithm 3, and

using d as the objective function m

RETURN S

the version in which ensemble accuracy is used at the first stage. In our experiments we
considered both versions.

We chose 23 benchmark data sets from the UCI Machine Learning Repository Database,1

with at least 350 samples, only numerical attributes, and without missing values (see Ta-
ble 3.1). We used bagging to construct the original ensemble, majority voting as the combin-
ing rule, and two different base classifiers: multi-layer perceptron neural networks (MLP-
NN) with one hidden layer containing ten units, and decision trees (DT). For MLP-NN we
used the standard Matlab implementation2, learning rate η = 0.05, and maximum number
of training epochs equal to 300. For DTs we used the code of [86] (par. 2.A.2.1), with the
Gini impurity criterion, χ2 stopping criterion, and the default threshold equal to 1 for the
pre-pruning stopping criterion. We set the size of the original ensemble to N = 100, and
considered four different sizes of the pruned ensembles: L = 5,15,25 and 35.

We used only FS-based pruning. In the two-stage Algorithm 4 we set the size M of the
first-stage pruned ensemble to M = L +b(N −L)/2c. Since FS-based pruning starts from the
best individual classifier, to better appreciate its effectiveness we chose the training set size
of each data set in preliminary experiments, by maximizing the difference between the ac-
curacy of an ensemble of 100 classifiers (constructed by bagging) and of the best individual
classifier (see the right-most column of Table 3.1). The size of the validation set is one third
of the training set, whilst remaining patterns form the testing set. We also considered a small
validation set (one sixth of the training set) to evaluate its effect on the performance of en-
semble pruning. We evaluated all the diversity measures analyzed in [11] (see Table 3.2), and
the UWA measure of Eq. (3.5).

We carried out 20 runs of the experiments. At each run we selected the training, valida-
tion and testing sets by stratified random sampling (no data set was originally subdivided
into a training and a testing set). We applied bagging to the training set, to construct the
original ensemble of N = 100 classifiers. We then run Algorithm 3 separately using as the
objective function the ensemble accuracy, each diversity measure, and the UWA measure.
We also run the two-stage Algorithm 4 in both versions (using accuracy either at the first or
at the second stage), for each diversity measure. We finally computed, separately for each
data set, pruning method, base classifier, ensemble size L and validation set size, the aver-
age accuracy and its standard deviation on testing samples, over the 20 runs. Due to space
limits, we make these results available only from our web site,3 and only report the results of

1http://www.ics.uci.edu/~mlearn/MLRepository.html
2http://it.mathworks.com/help/nnet/ref/patternnet.html
3http://pralab.diee.unica.it/en/MCS2015Appendix1

http://www.ics.uci.edu/~mlearn/MLRepository.html
http://it.mathworks.com/help/nnet/ref/patternnet.html
http://pralab.diee.unica.it/en/MCS2015Appendix1
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Tr. set size
Dataset Samples Classes Features MLP-NN DT
Australian 690 2 14 0.42 0.42
Balance Scale 625 3 4 0.18 0.42
Blood Transfusion 748 2 4 0.48 0.60
Breast Cancer 699 2 9 0.30 0.12
Bupa 345 2 6 0.54 0.06
Checker Board 1000 2 2 0.36 0.30
Coil 2000 9822 2 85 0.06 0.18
Cone tours 2000 3 2 0.06 0.24
Contraceptive 1473 3 9 0.36 0.60
ILPD 583 2 9 0.50 0.06
Laryngeal 2 692 2 16 0.06 0.48
Monk2 432 2 6 0.48 0.06
Page Blocks 5473 5 10 0.06 0.42
Phoneme 5404 2 5 0.36 0.30
Pima Indians 768 2 8 0.54 0.30
Pop Failures 540 2 20 0.42 0.30
Ring 7400 2 20 0.42 0.30
SaHeart 462 2 4 0.54 0.18
Sata Log Image Seg 2310 7 19 0.44 0.30
Landsat Satellite 6435 7 36 0.60 0.48
Spam Base 4601 2 57 0.42 0.30
Townorm 7400 2 20 0.12 0.30
Wine Quality 4898 7 11 0.18 0.30

Table 3.1: Characteristics of the data sets. The two rightmost columns report the size of the
training set for the two base classifiers, as a fraction of the whole data set.

Diversity measure Abbreviation
Entropy E
Kohavi-Wolpert KW
Coincidence Failure Diversity CFD
Generalized Diversity GD
Interrater Agreement Kappa
Difficulty Theta
Q Statistic Q
Correlation Rho
Disagreement D
Double Fault DF
Uncertainity Weighted Accuracy UWA
Partridge and Yates’ measure PYM
Complementariness Cs
Margin Distance MD
CONCURRENCY Cy

Table 3.2: Diversity measures used in the experiments.

the statistical significance test. We compared the accuracy of pruned ensembles attained by
Algorithm 3 using ensemble accuracy as the objective function, and using each of the other
measures (both by Algorithm 3 and Algorithm 4). To this aim we used the Wilcoxon signed-
rank test, which is recommended in [200] for comparing two algorithms over multiple data
sets. Our goal was to assess whether the difference was significant, and, if so, whether us-
ing ensemble accuracy as the objective function was the best or the worst option. Accord-
ingly, we made two one-sided tests (at theα= 0.05 level), evaluating the null hypotheses that
FS-based pruning using ensemble accuracy (or a measure involving diversity) is not better
than using a given measure involving diversity (or ensemble accuracy). Only if both null hy-
potheses are rejected, it can be concluded that there is no statistically significant difference
between the two options.
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3.3 Experimental (1) Results

For each pruned ensemble size L, base classifier, and validation set size. Tables 3.3–3.8 report
the comparison between FS-based pruning (Algorithm 3) using ensemble accuracy, and FS-
based pruning implemented by Algorithm 3 using either a diversity measure or UWA, and by
Algorithm 4 combining ensemble accuracy and diversity.

Tables 3.3 and 3.4 clearly show that using ensemble accuracy often provides a better or
comparable pruned ensemble than using any diversity measure alone, or UWA. The only
exception is the GD measure, using DT as the base classifier, L = 15, and a small validation
set (see Table 3.3). Interestingly, most of the cases when using diversity attained comparable
results occur for three only measures: Entropy, Generalized Diversity and Kappa.

Tables 3.5–3.8, which refer to the two-stage FS algorithm combining ensemble perfor-
mance and diversity, show a different pattern, instead. When a larger validation set is used,
ensemble accuracy still produces often a better or comparable pruned ensemble; however,
for ensembles of DTs it never outperforms the combination of ensemble performance and
diversity; moreover, it almost always performs worse with respect to the Double Fault (DF)
measure. When a smaller validation set is used, instead (in this case only the results for
DTs are available), combining ensemble accuracy and diversity is often better, or at least not
worse, than using only ensemble accuracy (four right-most columns of Tables 3.5 and 3.7, vs
the same columns of Table 3.3). Remarkably, this happens for most diversity measures.

These results seem to suggest that estimating the ensemble performance is the best op-
tion for FS-based pruning, provided that a sufficiently large validation set is available. Oth-
erwise, a combination of ensemble performance and diversity can be advantageous, at least
for some types of base classifiers. One possible explanation is that diversity measures have
a regularization effect capable of preventing over-fitting, to some extent, as already argued
in [5]. This is an interesting and non-straightforward property, which is worth investigating
more throughly.

We empirically investigated the effectiveness of explicitly using diversity measures for
FS-based ensemble pruning, vs the simple estimation of ensemble accuracy. On the one
hand, our results provide a more direct evidence in support of previous findings that using
diversity measures alone is not effective for ensemble pruning [147, 86], and in particular
are in agreement with the well-established fact that diversity is not monotonically related
to ensemble accuracy [86]. On the other hand, they suggest that, combined with the en-
semble performance, diversity can be useful to FS-based pruning when a small validation
set is available. It seems therefore that diversity has a regularization effect. This possible
effect has already been argued through the derivation of generalization bounds in [197], in
the context of constructing ensembles of support vector machines, as well as in [5], in the
context of FS-based ensemble pruning. However, in [5] the effect of different validation set
sizes was not assessed, and only one diverstity and two complmentarity measures were con-
sidered for comparison. An apparently opposite issue was raised in [147], where one of the
drawback of existing diversity measures was claimed to be the lack of a regularization term:
this was however referred to ensemble construction approaches based on maximizing only
diversity, and thus it is not in contradiction of the findings of [5] and of ours. To sum up, what
our results provide is not a sharp conclusion either in favour or against the effectiveness of
explicitly using diversity measures for ensemble pruning. Instead, and perhaps more inter-
estingly, they provide some hints on the conditions under which diversity can be useful, and
clearly suggest as a future research direction a more thorough investigation of the effect of
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Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E - - - - - - - -
KW A A A A A A A A
CFD A A A A A A A A
GD - - - - - D - -
Kappa - - - - - - - -
Theta - A - A A - - -
Q - A - A A - - -
Rho A A A A - A A A
D A A A A A A - -
DF A A A A A A A A
UWA A A A A - - - D
PYM - - - - - - - -
Cs A A A A A A A A
MD - - - - - - - -
Cy - - - - - - - -

Table 3.3: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs. us-
ing each diversity measure and UWA, PYM, Cs, MD and Cy measures for different ensemble
sizes L and validation set sizes. Base classifier: DT. ‘A’: using accuracy is statistically signifi-
cantly better than using the corresponding diversity/other measures, over the 23 data sets;
‘D’: using the corresponding diversity/UWA measure is better than ensemble accuracy; ‘-’:
there is no statistically significant difference between the two measures.

Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E - - - - A - - -
KW A A A A - - - -
CFD A A A A - - - -
GD - - - - - - - -
Kappa - - - - - - - -
Theta A A A A - - - -
Q A A A A - - - -
Rho A A A A - - - -
D A A A A - - - -
DF A A A A - - - -
UWA - - - - - - - -
PYM - - - - - - - -
Cs A A A A A A A A
MD - - - - - - - -
Cy - - - - - - - -

Table 3.4: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs. using
each diversity measure and UWA, PYM, Cs, MD and Cy for a validation set size equal to 1/3
and 1/6 of the training set size. Base classifier: MLP-NN. See caption of Table 3.3 for the
meaning of table entries.

validation set size. Our analysis can also be extended to other pruning methods categorized
in [185] as optimization-based, which use genetic algorithms [4, 150] or a kind of best-first
search [201], where ensemble accuracy can also be used as the objective function. Finally,
this investigation can be extended to regression problems, in which the exact Ambiguity de-
composition includes a diversity term which does not depend on ground truth, contrary to
most diversity measures for classification problems, including all the ones in [11] considered
in this work, and the one in [149] derived from an exact Ambiguity-like decomposition; this
allows it to be computed also on a set of unlabeled samples, thus potentially reducing the



36 CHAPTER 3. DIVERSITY MEASURES FOR ENSEMBLE CREATION

Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E - - - - D D D D
KW - - - - D D D D
CFD - - - D D D D D
GD - - - D D D D -
Kappa - - - - D D D -
Theta - - - - D D D -
Q - - - - - D D -
Rho - - - - D D D -
D - - - - D D D -
DF - D D D D D D D

Table 3.5: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs Algo-
rithm 4 using ensemble accuracy at the first stage and each diversity measure at the second
stage. Base classifier: DT. See caption of Table 3.3 for the meaning of table entries.

Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E A A A A A A A A
KW A A A A A A A A
CFD - - - - A - D -
GD - - - - A - - -
Kappa A A - - A A A A
Theta A - - - A - - -
Q A - - A A A A A
Rho A A A - A A A A
D A A A A A A A A
DF D D D D - - - -

Table 3.6: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs Algo-
rithm 4 using ensemble accuracy at the first step and each diversity measure at the second
stage, for a validation set size equal to 1/3 and 1/6 of the training set size. Base classifier:
MLP-NN. See caption of Table 3.3 for the meaning of table entries.

Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E - - - - D D D -
KW - - - - D D - -
CFD - - - - D D - D
GD - - D D - D D D
Kappa - - - - - D D -
Theta - - - - - D D -
Q - - - - - D - -
Rho - - - - D D D -
D - - - - D D - -
DF - - D D - D D D

Table 3.7: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs Algo-
rithm 4 using each diversity measure at the first stage and ensemble accuracy at the second
stage. Base classifier: DT. See caption of Table 3.3 for the meaning of table entries.
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Ensemble size L
Diversity Val. size: 1/3 Tr. size Val. size: 1/6 Tr. size
Measure 5 15 25 35 5 15 25 35
E - A A A - - - -
KW - A A A A A - A
CFD - - - - A D D -
GD - D - - - D D -
Kappa - A A - A A - -
Theta - A A - A A - -
Q A A A A A - A A
Rho - A A A A A - A
D A A A A A - - A
DF - - - - - - - -

Table 3.8: Comparison of FS-based pruning (Algorithm 3) using ensemble accuracy vs Algo-
rithm 4 using each diversity measuree at the first stage and ensemble accuracy at the second
stage, for a validation set size equal to 1/3 and 1/6 of the training set size. Base classifier:
MLP-NN. See caption of Table 3.3 for the meaning of table entries.

Table 3.9: The correlation value between each pair of diversity measures.

Diversity ρ Dis DF KW κ E θ GD CFD
Q 0.9945 -0.9840 0.5578 -0.9840 -0.9840 0.9943 0.9352 -0.8210 -0.8396
ρ -0.9710 0.5491 -0.9710 -0.9710 0.9998 0.9546 -0.8256 -0.8463

Dis -0.5648 1.000 1.000 -0.9713 -0.8619 0.7978 0.8258
DF -0.5648 -0.5648 0.5490 0.4922 -0.8879 -0.8951
KW 1.000 -0.9713 -0.8619 0.7978 0.8258
κ -0.9713 -0.8619 0.7978 0.8258
E 0.9548 -0.8257 -0.8462
θ -0.7970 -0.8002

GD 0.9927

effect of over-fitting when a small set of (labelled) validation samples is available.

3.4 Approach to Study Diversity Measures

In our previous work we used a set a set of measures as a decision functions in ensemble
pruning. In order to limit the number of diversity measures to be used we could find those
that are equivalent and obtain a reduced set of measures. For the sake of this purpose we
studied diversity measures theoretically and experimentally. After taking note of some re-
search papers in this state of the art, specially in the paper [11] , there is a direct pairwise
comparison between each pair of diversity measures, this comparison shows directly how
is the similarity between each pair of measures as shown in the figure 3.1. We also per-
formed some experiments to hold a comparison between each pair of measures. We used
a randomly generated binary classifiers with 1000 pattern in each run and we compute the
diversity value between the classifiers for the ten diversity measures. After repeating this ex-
periment with different tuned agreement and disagreement between the classifiers in both
true and false classification. In each run with a different adjusted classifier votes we com-
pute the correlation between each pair of measures and consider the mean and standard
deviation as shown in the table 3.9.



38 CHAPTER 3. DIVERSITY MEASURES FOR ENSEMBLE CREATION

For the sake of reduce the set of diversity measures, we set a threshold for the correlation
value to select the least correlated measures, the figure 3.1 shows the study results made by
[11], meanwhile the table 3.10 shows the selected examples from our study of the diversity
measures representing the correlation value between each pair of diversity measures and a
scatter plot that represents the correlation relation between them. Obviously there is agree-
ment between our results and results presented by [11].

Figure 3.1: Pairwise scatterplots of 10 diversity measures.
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Table 3.10: The selected pairwise correlation between diversity measures.

Measures Correlation Figure

DF-θ 0.4922

DF-Entropy 0.5490

ρ-DF 0.5491
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Q-DF 0.5578

Dis-DF 0.5648

DF-KW 0.5648
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DF-κ 0.5648

θ-GD 0.7970

Dis-GD 0.7978
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KW-GD 0.7978

κ-GD 0.7978

θ-CFD 0.8002
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κ-CFD 0.8258

Q-CFD 0.8396

Dis-θ 0.8619
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E-θ 0.9548

GD-CFD 0.9927

KW-κ 1.000

Considering those pairs of measures that satisfies our threshold value of 0.8, One solution
is ranking the measures according to their non similarity to other measures we have the
following relationship: DF is the most uncorrelated measure with 7 measures, then GD with
4 measures, then theta with 3 measures, kappa, KW with 2 measures and finally Entropy,
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CFD and Q with 1 measure. Due to considering the use of unlabeled data we must include
Entropy and Disagreement. So Our subset of measures will be: Disagreement, Entropy, DF,
GD and Theta as basic optionality, or adding Kappa, KW, CFD and Q as secondary considered
measures.

Also we can select only one of the measures that use unlabeled data (Entropy or Disagree-
ment) and after we rank the measures according to their non-similarity with this selected
measures. Entropy is our first choice so we can find that the most uncorrelated measures to
Entropy are DF, GD, CFD. DF is the most un correlated measure with 7 measures so we must
include it. GD is in general non correlated with 4 other measures while entropy is not one
of them so GD is the best second candidate. CFD is almost 0.8 correlated to Entropy and in
general is correlated to most measures so according to our selection conditions we discard
it. Theta in general is non correlated with three measures 2 of them are DF and GD that we
include and one is CFD that we discard. So one option is Entropy, DF, GD and theta. If we
choose to use Disagreement we will have the same result because Entropy and Disagreement
are mostly correlated.

3.5 Approach to Combine Accuracy and Diversity

Many existing ensemble pruning methods use heuristic evaluation functions that combine
the performance of individual classifiers and some measure of their diversity. It is then in-
teresting to understand whether and under what conditions such evaluation functions are
more effective (in terms of the performance of the resulting ensemble) than directly evalu-
ating the performance of the considered ensembles (estimated, e.g., from validation data)
during the pruning procedure. Quite surprisingly, so far such a comparison has been carried
out by only a few authors [17, 187, 188, 151, 5], and only with a limited scope. In particular,
it was often limited to the proposed evaluation measure, and using different and incompa-
rable experimental set-up (i.e., different data sets, base classifiers, ensemble construction
methods, etc.). We also point out that, among these works, only in [151, 5] the use of the
proposed evaluation functions provided a statistically significant improvement over a direct
estimation of ensemble performance.

To sum up, so far no clear evidence has been provided about the effectiveness of using
diversity measures for ensemble pruning. A notable exception is the work of [5], where an
original view of the role of diversity as a regularizer in ensemble design was proposed and
theoretically investigated, in the case of binary classifiers combined by majority voting, and
with a specific diversity measure. Their theoretical results showed that promoting diversity
during ensemble design can actually have a regularization effect. Based on these results, a
specific ensemble pruning method was then proposed in [5].

Based on the above premises, and inspired by [5], the aim of this work is to investigate
whether also existing diversity measures can have a regularization effect in ensemble prun-
ing, with respect to the (estimate of) ensemble accuracy. More precisely, we consider two
evaluation functions: ensemble accuracy A alone, and its linear combination with a given
diversity measure D , given by A +λD (with λ> 0), which is the usual form of regularization
terms.

To carry out a direct comparison between such evaluation functions we consider a prun-
ing method based on the forward selection (FS) algorithm. We first build an ensemble of N
classifiers using a given ensemble construction technique, then we use FS to obtain a subset
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of L < N classifiers, for a given L. We consider the basic version of FS: it starts with the best
(estimated) individual classifier of the original ensemble, then it iteratively selects from the
remaining classifiers the one that provides the best evaluation function (either A or A+λD)
on the new candidate ensemble. The pseudo code is shown in Algorithm 3.

3.6 Experimental (2) Setting

The aim of our experiments is to compare two ensemble evaluation functions for ensemble
pruning, using the basic FS pruning strategy described in Algorithm 3: the ensemble per-
formance, evaluated as the classification accuracy A estimated from validation data, and its
linear combination with a given diversity measure D evaluated on the same validation set,
A+λD , with λ> 0.

To this aim we create an initial ensemble E composed of N = 100 classifiers, and prune it
to an ensemble of L classifiers, with L = 5,15,25,35, using the FS algorithm. We used Bagging
to obtain E , as it is a well-known ensemble creation technique, and has already been used to
this aim for ensemble pruning, e.g. [16, 202]. We used majority voting as the combining rule,
since it is the standard choice for Bagging [135].

In our experiments we used three different base classifiers: Multi-Layer Perceptron Neu-
ral Networks (NN), Decision Trees (DT) and K -Nearest Neighbors (K -NN). We used their
standard Matlab implementation (Neural Networks and Statistics and Machine Learning
Toolboxes). In particular, for NNs we used the patternnet function with a learning rate
η = 0.05, gradient descent with momentum as the learning algorithm, and a maximum of
1000 epochs as a stop criterion. For DT we used the Gi ni impurity criterion, the χ2 stopping
criterion, and the default threshold equal to 1 for the pre-pruning stopping criterion. For
K -NN we used K = 1.

In the evaluation function A +λD we used several values of λ: 0.2,0.5, and 0.7. We also
considered the four diversity: DF , θ, Di s and GD .

We carried out our experiments on 37 benchmark data sets from the UCI Machine Learn-
ing Repository Database,4 containing only numerical attributes and no missing values (see
Table 3.11). They represent a remarkable range of classification problems: the number of
patterns ranges from 160 to 10992, the number of classes from 2 to 10, and feature set size
from 2 to 85. We randomly subdivided each data set, using stratified sampling, into a train-
ing set, a validation set and a test set. The size of the training set is defined as explained in
Sec. 3.7. The size of the validation set was chosen as 1/3 of the training set, and the remaining
instances were used as the testing set. We repeated this procedure for 20 runs, and evaluated
the resulting average accuracy on testing samples.

3.7 Choice of the Training Set Size

For each data set we chose the training set size that maximizes the (estimated) difference
between the highest and lowest accuracy attained by different ensembles of a given size L.
The rationale is that, if all ensembles of L classifiers obtained from the initial ensemble E
exhibit a similar accuracy, it becomes difficult to evaluate the difference (if any) between

4http://www.ics.uci.edu/~mlearn/MLRepository.html
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Table 3.11: Characteristics of the data sets.

Dataset Classes Instances Features
Bank Note 2 1372 4
Banana 2 5300 2
Blood Transfusion 2 748 4
Cardiotocography 3 2126 22
Pop Failures 2 540 20
SatLogLandSetSat 6 6435 36
SataLogImageSeg 7 2310 19
Spam Base 2 4601 57
Thyroid 3 7200 21
Wine Quality 7 4898 11
Australian 2 690 14
Balance Scale 3 625 4
Bands 2 365 19
Breast Cancer 2 699 9
Bupa 2 345 6
Checker Board 2 1000 2
Cleveland 5 297 13
Coil2000 2 1286 85
Contours 3 2000 2
Contraceptive 3 1473 9
Dermatology 6 358 34
Hayes Roth 3 160 4
ILPD 2 583 9
Laryngeal 2 2 692 16
Marketing 9 6876 13
Monk 2 2 432 6
Page Plocks 5 5473 10
Pen based 10 10992 16
Phoneme 2 3186 5
Pima 2 768 8
Ring 2 7400 20
Saheart 2 462 4
Segment 7 2310 19
Spectfheart 2 267 44
Vehicle 4 846 18
WDBC 2 569 30
Yeast 10 1484 8

different pruning methods (in our case, different evaluation functions used in the same pri-
uning method). Fig. 3.2 illustrates the idea.

To this aim we carried out preliminary esperiments, considering training sets sizes rang-
ing from 1% to 70% of the whole data set. For NNs, we also considered different numbers of
hidden units, between 3 and 20. Since considering different ensemble sizes L is computa-
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Figure 3.2: Qualitative illustration of the criterion used for choosing the training set size and
the number of hidden units in NN classifiers (X axis): maximizing the accuracy gap between
the best and the worst ensemble of a given size (see text for the details).

tionally costly, and obviously considering all possible subsets of size L of a given ensemble is
infeasible, we only considered ensembles of size L = N

2 = 50, and estimated the performance
of the best and worst such ensembles with the ones of ensembles made up of the L best and
by the L worst individual classifiers. The resulting training set sizes used in the rest of our
experiments are shown in Table 3.12. For NNs also the number of hidden units is shown.

3.8 Statistical Evaluation of the Results

To compare the two considered ensemble pruning evaluation functions we carried out a test
of statistical significance between the corresponding average testing set accuracy over the
different runs of our experiments. To this aim we chose the Wilcoxon signed-rank test, as it
is recommended in [203] for comparing two algorithms over multiple data sets, which is the
setting considered in our experiments. This is a non-parametric statistical hypothesis test
that can be used to determine whether two dependent samples were drawn from popula-
tions having the same distribution. This test is used to evaluate the statistical significance of
the obtained results, i.e., whether it is possible to reject the null hypothesis that the observed
values – in our case, the accuracies obtained by different ensembles – are different only by
chance.

3.9 Experimental (2) Results

For each pruned ensemble size L, base classifier, diversity measure and value of λ, Table 3.13
shows the results of our experiments in terms of the statistical significance of the difference
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in testing set accuracy of the FS pruning method implemented using the two considered
evaluation functions. More precisely, the null hypothesis is that there is no difference be-
tween these evaluation functions. In Table 3.13 entries marked with ’A’ mean that for the
corresponding pruned ensemble size, base classifier, diversity measure and value of λ, using
only ensemble accuracy (estimated from validation data) as the evaluation function is sig-
nificantly better (according to Wilcoxon signed-rank test) than using its linear combination
with the diversity measure. Entries marked with ’D’ mean the opposite (the latter evaluation
function is significantly better than the former). We point out that the null hypothesis has
always been rejected; therefore, every entry of Table 3.13 is marked with either ’A’ or ’D’.

These results provide a quite strong evidence that a linear combination of ensemble ac-
curacy and of a diversity measure between ensemble members outperforms the use of en-
semble accuracy alone as the pruning evaluation function, to a statistically significant ex-
tent. The table 3.13 clearly shows that using A +λD as the evaluation function in the FS
algorithm provides a statistically significantly better pruned ensembles than using accuracy
alone, in almost all the considered cases. The only exceptions can be observed for the largest
considered ensembles (L = 35) of DT classifiers, when DF and θ were used as diversity mea-
sures, and the λ coefficient was 0.2 and 0.5; and for ensembles of various sizes of NN classi-
fiers, when the other two diversity measures (Di s and GD) were used and the λ coefficient
was 0.5 and 0.7. It is also worth noting that the A +λD evaluation function always outper-
fomed its counterpart A for ensembles of K -NN classifiers, and with the only exception of
the largest ensembles (L = 35) for the DT classifier. With regard to the diversity measures,
using DF , θ and GD in the A +λD evaluation function turned out to be worse than using
A alone only for 2 out of the 108 combinations of pruned ensemble size, base classifier and
value of λ (3 diversity measures, 4 ensemble sizes, 3 base classifiers and 3 values of λ); using
Di s, this happened for 4 out of the 36 combinations.

As far as our experiments are concerned, we can conclude that well-known, “generic”
ensemble diversity measures (i.e., not specifically devised for ensemble pruning) seem to
be useful when used together with ensemble accuracy as the pruning evaluation function.
In particular, such diversity measures seem to act as regularizers of the estimated ensemble
accuracy, which is in agreement with the more specific results of [5].

3.10 Combining Accuracy and Diversity Using Un-
labeled data

The above experiments results provided an evidence that diversity have a regular behaviour
when combined with ensemble accuracy as an objective function of the FS ensemble prun-
ing method. At least for diversity measures those use the instance true label as DF, Theta
and GD, thus it outperforms the ensemble accuracy when used alone as an objective func-
tion in same algorithm. The diversity measures that don’t use the pattern true label such as
Disagreement and Entropy, when combined with accuracy as an objective function shows
a regular behavior to outperforms ensemble accuracy for value of λ = 0.2. This behaviour
of the diversity measures that don’t use the instance true label motivated us to extend our
experiments in order to investigate the rule of those diversity measures in the case of small
λ. In this section of experiments, we investigate the case of having a few labelled instances
that can be exploit by the objective functions that require the instance true label such as the
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ensemble accuracy and the three diversity measures DF, Theta and GD, meanwhile growing
up the amount of unlabeled data that can be exploit by Disagreement and Entropy diversity
measures. The aim of this experiments is to investigate the behaviour of diversity measures
that don’t use the instance true label while growing the amount of instances that this two
diversity measures can exploit.

3.11 Experimental (3) Settings

Real datasets: In order to carry out this section of experiments, we picked a 10 large size real
datasets from those already reported in table 3.11. The chosen datasets have a large enough
number of instances which after division intro training/validation/testing. We focus on the
size of the validation set hence it aims to satisfy the growing up rate of the unlabeled in-
stances portion of the validation set. The number of classes in the selected datasets varies
from 2 up to 9 class.
Synthetic datasets: We use 10 synthetic datasets were generated as a 2 class problems with

10k instances. Each class is a Gaussian mixture in [0,1]12, with equal probability and a co-
variance matrix that is proportional to the identity matrix

∑=σ2I .
For both synthetic and large size datasets. The training set size is determined using the

initial setting algorithm. The full validation set size is fixed to satisfy the growing of unlabeled
portion size requirement. The rest of the dataset was used as a test set. In this experiments
we investigate the ensemble pruning FS algorithm using an objective function m()= Ensem-
ble Accuracy+λ· Diversity, λ= 0.2. This objective function is applied on a fixed size labelled
validation set plus a growing amount of unlabeled data. The diversity measures that use la-
bels (DF, Theta and GD) are applied only to the small labelled validation set. The Diversity
measures that don’t use labels (Disagreement and Entropy) can exploit all the patterns. The
fixed labelled portion of the validation set has a 10 patterns per class. The unlabeled portion
of the validation set grows as 10, 25, 40, 75 and 100 patterns per class.

3.12 Initial Settings Estimation

Applying same initial settings estimation algorithm presented in section 3.7 to the datasets,
we obtain results used in this section of experiments.To evaluate this section of experiments,
we proceed with the selected parameters using the initial settings algorithm. The first stage
of this experiments we use a validation set with 10 labeled instances that can be exploit by
ensemble accuracy alone or the proposed linear combination of ensemble accuracy and di-
versity measure with a combination coefficient λ= 0.2. In the second stage we grow up the
unlabeled portion of the validation set in order to investigate the advantage that the diversity
measures that can exploit the unlabeled portion of the validation set.

3.13 Experimental (3) Results and Conclusion

We use an objective function described as a linear combination of ensemble accuracy plus
weighted diversity in the FS ensemble pruning technique. The selected final pruned ensem-
ble members using our objective function aimed to be accurate and diverse. The results
analysis presented in this paper shows the fact how is our results statistically significantly
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better than using the ensemble accuracy. It is believed that diverse ensembles outperform
non-diverse ones this is why our results fit to the state of the art. It combines the benchmark
principle of the ensemble accuracy objective function ability to select accurate final pruned
ensemble members, with the role of diversity measures to produce diverse final pruned en-
semble. The DF, Theta and GD measures when combined with ensemble accuracy outper-
form the ensemble accuracy alone. The diversity measures that don’t use the pattern true
label show a better performance when weighted with accuracy with a small value. We used
only three values of lambda to weightily combine diversity with diversity, even the results ob-
tained are hopeful it is possible to explore different values of lambda. The experiments using
different size divisions of unlabeled validation set shows good results with measures use the
true label but not with the measures don’t use the label. Meanwhile the diversity measures
that don’t use the label still the only solution when we have no label. It is recommended to
explore different unlabeled validation set size even different values of the diversity accuracy
combination parameter values.
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Table 3.12: For each data set, the number of hidden units for the NN base classifiers (sec-
ond column) and the training set size for the three base classifiers (NNs, DTs and k-NNs) is
shown.

Dataset hidden units NN DT K -NN
Bank Note 12 0.1 0.6 0.6
Banana 3 0.7 0.7 0.7
Blood Transfusion 3 0.5 0.4 0.1
Cardiotocography 7 0.1 0.6 0.2
Pop Failures 3 0.5 0.6 0.6
SatLogLandSetSat 12 0.6 0.5 0.1
SataLogImageSeg 20 0.6 0.5 0.1
Spam Base 3 0.4 0.4 0.4
Thyroid 3 0.1 0.3 0.3
Wine Quality 7 0.4 0.6 0.5
Australian 12 0.4 0.5 0.5
Balance Scale 12 0.5 0.6 0.2
Bands 3 0.1 0.6 0.3
Breast Cancer 20 0.4 0.6 0.2
Bupa 12 0.4 0.5 0.6
Checker Board 12 0.6 0.6 0.1
Cleveland 7 0.6 0.5 0.6
Coil2000 3 0.1 0.6 0.6
Contours 20 0.5 0.6 0.3
Contraceptive 3 0.6 0.6 0.6
Dermatology 7 0.4 0.3 0.3
Hayes Roth 12 0.6 0.4 0.6
ILPD 3 0.1 0.5 0.1
aryngeal 2 3 0.2 0.5 0.1
Marketing 7 0.6 0.6 0.6
Monk 2 12 0.6 0.5 0.2
Page Plocks 7 0.4 0.5 0.6
Pen based 8 0.7 0.3 0.7
Phoneme 7 0.1 0.6 0.6
Pima 12 0.6 0.6 0.1
Ring 20 0.5 0.5 0.6
Saheart 12 0.4 0.4 0.6
Segment 20 0.5 0.6 0.3
Spectfheart 20 0.2 0.4 0.6
Vehicle 12 0.6 0.5 0.6
WDBC 3 0.6 0.3 0.1
Yeast 7 0.3 0.6 0.1
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Table 3.13: Outcome of the statistical significance test for the comparison between the use of
the evaluation functions A and A+λD (see text) for ensemble pruning, for several ensemble
sizes L, values of λ, base classifiers and diversity measures. ‘A’ means that the evaluation
function A is statistically significantly better than A +λD , ‘D’ means the opposite (see text
for the details).

L=5 L=15 L=25 L=35

Base Diversity λ λ λ λ

classifier 0.2 0.5 0.7 0.2 0.5 0.7 0.2 0.5 0.7 0.2 0.5 0.7

DT DF D D D D D D D D D A A D
Theta D D D D D D D D D A A D
DIS D D D D D D D D D D D D
GD D D D D D D D D D D D D

KNN DF D D D D D D D D D D D D
Theta D D D D D D D D D D D D
DIS D D D D D D D D D D D D
GD D D D D D D D D D D D D

NN DF D D D D D D D D D D D D
Theta D D D D D D D D D D D D
DIS D A A D D A D D A D D D
GD D A A D D D D D D D D D

Table 3.14: Comparison of FS-based pruning presented in section 3.1 shows a comparison
of FS-based pruning using ensemble accuracy vs. using each diversity measure combined
with the ensemble accuracy via a parameter λ, for different ensemble sizes L. Base classifier:
DT using 10 per class labelled patterns and same patterns used as unlabeled. See caption of
table 3.13 for the meaning of table entries.

Diversity Real Datasets Synthetic Datasets
L=5 L=15 L=25 L=35 L=5 L=15 L=25 L=35

DF D D D D - A A A
Theta D D D D - A A A
Dis* - - - - - - - -

Entropy* - - - - - - - -
GD D A D A D D D A
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Table 3.15: Comparison of FS-based pruning presented in section 3.1 shows a comparison
of FS-based pruning using ensemble accuracy vs. using each diversity measure combined
with the ensemble accuracy via a parameter λ, for different ensemble sizes L. Base classi-
fier: K-Nearest Neighbor,k=1; using 10 per class labelled patterns and same patterns used as
unlabeled. See caption of table 3.13 for the meaning of table entries.

Diversity Real Datasets Synthetic Datasets
L=5 L=15 L=25 L=35 L=5 L=15 L=25 L=35

DF A A D D A D A D
Theta A A D D A D A D
Dis* - - - - - - - -

Entropy* - - - - - - - -
GD A A D D A D D A

Table 3.16: Comparison of FS-based pruning presented in section 3.1 shows a comparison
of FS-based pruning using ensemble accuracy vs. using each diversity measure combined
with the ensemble accuracy via a parameter λ, for different ensemble sizes L. Base classifier:
Neural Networks; using 10 per class labelled patterns and same patterns used as unlabeled.
See caption of table 3.13 for the meaning of table entries.

Diversity Real Datasets Synthetic Datasets
L=5 L=15 L=25 L=35 L=5 L=15 L=25 L=35

DF D D A A A A A A
Theta D D A A A A A A
Dis* - - - - - - - -
Entropy* - - - - - - - -
GD D D A D D D D A



Chapter 4

Trained Neural Networks Ensemble
Weight Analysis

Bellid et. al. [204], due to the lack of data and mathematical approaches to describe the in-
side of NN have to resort the assumption that the weight connection of a trained neural net-
work to be like a Normal distribution. They presented an extensive empirical study of weight
distribution in a back-propagation NN and test formally if the weight of trained NN has in-
deed a normal distribution. Even they considered a very small invalid probability of rejection
of 0.005, the majority of weight distributions investigated were described as NOT Normal. In
case of using a simple NN model with no hidden layers, the neural network weight distribu-
tion passes the normality test with more than 90% in the case of Gene Promotion dataset.
Barbour et. al. [205], presented a review of theoretical and experimental techniques for
analysing the distribution of synaptic weights. Comparing different approaches to analyze
the distribution of synaptic weights, Barbour clearly described the obtained distributions
from different approaches, as all have a similar shape. They summarise that theoretical anal-
ysis through optimality principles show various features of the weight distributions. One of
the amazing approaches they highlighted is "Obtaining weight distributions from optimality
principles". Considering a Perceptron with 1 binary neuron, we aim the Perceptron to learn
N random input-output associations (input patterns) by modifying the weight connections.

Considering that the Perceptron has a large number of weight connections
−→
W , Gardner et.

al. [206] considered
−→
W -dimensional space representing all possible configurations of

−→
W .

Only a weight vector subspace of
−→
W will satisfy all input-output association. As the number

N increases, the subspace of
−→
W that satisfy all N input-output associations decreases. They

recommend estimating the distribution of weights of NN model below or at maximum ca-
pacity. Brunel et. al. [207] presented an interesting study to compare the Perceptron and
purkinje cell from optimal capacity and the weight connections distribution. Summary of
their comparison is that below maximum capacity, the non-negative weight distribution has
2 components, about 50% at least are zero weights meanwhile Gaussian distribution found
to be fit to the positive connections.

55
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4.1 Problem Overview

Multiple Classifier Systems (MCSs) is a simple system which provides a promising outcome
for most of the machine learning problems; hence it train many different models on same
data and consider the average of their predictions [15]. The creation of MCS is computa-
tionally expensive, however, because it requires the training of multiple learners. Snapshot
Ensembles 2017 [19] recently presented to create ensemble of NN with no additional training
cost. They exploit local minima of the error function; Producing N different NN (connection
weights) by running the learning algorithm only once, instead of running it for N different
times starting from different initial weights. Delphine et. al. [208] proposed a mathematical
framework presenting a new alternative formalism for Training A special class of NN called
Spiking NN. They train 1 SNN on a given input/signal I and stop. After training they con-
sider the obtained weight distribution; corresponding to the used training signal/input WI ;
for New Ji ; i = 1 : n; Inputs/signals/patterns they formalized The convergence of the found
weight WI to the desired WJi without rerunning the training algorithm. Santucci et. al. [21]
proposed a new approach for defining randomization techniques, inspired by the fact that
existing ones can be seen as implicitly inducing a probability distribution on the parame-
ters of a base classifier. Accordingly, that new randomization techniques can be obtained by
directly defining a suitable parameter distribution for a given classifier, as a function of the
training set at hand. An ensemble can therefore be built by directly sampling the parameter
values of its members from such a distribution, without actually manipulating the available
training data nor running the learning algorithm. In this way, an ensemble can be obtained
even without having access to the training set but having access only to a pre-trained classi-
fier. The constructed ensemble is built using a simulation of bagging. The proposed simu-
lated ensemble achieved a classification performance very close to bagging when NMC used
as a base classifier. For the base classifier LDC there is only a partial agreement between the
proposed randomization technique and the original bagging. In the case of QDC, the dif-
ference in performance was not significant due to the p-value of the statistical test, which is
used to compare the proposed randomization approach and the original bagging. Authors
clearly highlighted that in the case of non-parametric classifiers such as neural networks,
the number of parameters (weight connections) can be very high and at the same time they
cannot be related to statistics of the data. MAO et. al. [1] presented the effectiveness and use
of various diversity measures to construct ensembles of different base classifiers. Most of the
contributions aim to improve, accelerate and make easier the concepts related to machine
learning strategies. In this work we produce a detailed analysis to the weight connections
of a trained ensemble of 1000 NN created and trained using bagging. The main aim of this
work, is to explore the distribution of weight connections aiming to investigate highlight
these unexplored informations about the nature of trained NN weight connections. This is
the first step towards reaching a learning free ensemble of NN’s; via estimating the correct
distribution of trained weight connections what leads to not train the ensemble anymore but
directly creating it via withdrawing the correct weight values from those found from the dis-
tributions. These theories can be applied to both the feed-forward and recurrent networks.
Experimental testing of the link between optimal learning and the distribution of synaptic
weights Analysis of synaptic weight distributions can test learning theories and offer access
to difficult-to-obtain information, such as the storage capacity of a neuron. However, these
analyses would obviously be strengthened by a direct demonstration that the distribution
shape was indeed linked to (optimal) learning. The most promising approach would be to
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compare distributions when different quantities of information have been stored. One ob-
vious idea is to compare distributions from immature and mature animals, although this
might be confounded by concurrent developmental processes. Another possibility would be
to compare distributions from animals raised in feature-poor and -enriched environments;
presumably, the latter would have learned more. Finally, chronic pharmacological or genetic
interventions might allow manipulation of specific model parameters (e.g. activity or noise
levels) and testing of their expected effects on distribution shape.

4.2 Weight Connections Distribution Approximation

The aim is to find the best fit well-known statistical distributions mentioned in Section 4.2 to
the weight connection values in a trained ensemble of NN’s created using Bagging. The NN’s
initial state has a remarkable influence on the classifier performance. A reasonable choice is
to randomly initialize the NN weights. Analyzing the NN’s weight distributions is our goal.
The proposed aim to approximate the best-fit well-known parametric distribution to weight
connections values of a trained NN ensemble created using bagging. The Algorithm 5 de-
scribes the approach by mike; it attempts to fit the weight values to a list of continuous and
discrete distributions, the following list shows the considered distribution’s names, nota-
tions and parameters:

• Beta (β): α,β

• Birnbaum-Saunders (BS): γ,µ,β,φ .

• Exponential (Exp): λ

• Extreme value (Ev): a,b

• Gamma (Γ): α,β

• Generalized Extreme value (GEv) : s,ξ

• Generalized Pareto (Pareto) : α

• Gaussian (Gauss): µ,σ2

• Logistic (Log): µ, s .

• Log-logistic (Llog): α,β

• Lognormal(logNorm): µ,σ

• Nakagami (Nakg): m,Ω

• Normal(N): µ,σ

• Rayleigh (Rlh) : σ

• Rician (Rc): ν,σ

• T location-scale (TLS): ν,µ,σ



58 CHAPTER 4. TRAINED NEURAL NETWORKS ENSEMBLE WEIGHT ANALYSIS

• Weibull (Wb) : λ,k

The test returns a list of valid distributions sorted by:

• NLogL: Negative of the log likelihood.

• BIC: Bayesian information criterion (default).

• AIC: Akaike information criterion.

• AICc: AIC with a correction for finite sample sizes.

The Li kel i hood L (θ|x) of a parameter value, θ (or vector of parameter values), given
outcomes x, is equal to the probability (density) assumed for those observed outcomes given
those parameter values. Let X be a random variable with a discrete probability distribution
p depending on a parameter θ. Then the function:

L (θ|x) = pθ(x) = Pθ(X = x), (4.1)

considered as a function of θ, is called the l i kel i hood f uncti on (of θ, given the outcome x
of the random variable X). The Negative of Log Likelihood :

N Log L =−l ogL (θ|x) =−log pθ(x) =−log Pθ(X = x). (4.2)

Let X be a random variable following an absolutely continuous probability distribution with
density function f depending on a parameter Î̧ . Then the function:

L (θ|x) = fθ(x), (4.3)

considered as a function of θ, is called the l i kel i hood f uncti on (of Î̧ , given the outcome x
of X). The Negative of Log Likelihood (NLogL):

N Log L =−l ogL (θ|x) =−log fθ(x). (4.4)

Suppose that we have a statistical model M of some data x. Let k be the number of estimated
parameters in the model. Let L̂ be the maximized value of the likelihood function for the
model; i.e.L̂ = P (x|θ̂,M ) are the parameter values that maximize the likelihood function.
The Akaike information criterion is defined in equation 4.5:

AIC = 2k −2ln(L̂ ). (4.5)

The Akaike information criterion with a correction for finite sample sizes (AICc) is defined in
equation 4.6:

AIC c =−2L (θ|x)+2k(k +1)/(n −k −1). (4.6)

These values of AIC and AICc can be used to compare various models for the same data set
to determine the best-fitting model. The model having the smallest value, as discussed in
Akaike (1974) [209], is usually the preferred model. The BIC [210] was developed by Gideon
E. Schwarz, who gave a Bayesian argument for adopting it. It is closely related to the Akaike
information criterion (AIC). In fact, Akaike was so impressed with Schwarz’s Bayesian for-
malism that he developed his own Bayesian formalism, now often referred to as the ABIC
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Algorithm 5 Best-fit valid parametric distribution approximation.
Input: A data X.
Output: Best-Fit parametric probability distribution to data X.

For Every Distribution in Section 4.2; do:
Compute the distribution parameters (µ, σ ,etc).
Compute the NLogL, AIC, AICc,BIC.
End for
Sort Distributions ascending according to each of NLogL, AIC, AICc,BIC.
Return Best-fit Distribution with NLogL, AIC, AICc,BIC value.

for "a Bayesian Information Criterion" or more casually "Akaike’s Bayesian Information Cri-
terion". The corrected Akaike’s Information Criterion (AICc) and the Bayesian Information
Criterion (BIC) are information-based criteria that assess model fit. Both are based on Neg-
ative Log Likelihood. The Bayesian Information Criterion (BIC) is defined in equation 4.7:

B IC =−2L (θ|x)+k ln(n). (4.7)

When comparing the B IC values for two models, the model with the smaller BIC value is
considered better. Burnham et. al. [211], clarify that that AIC can be derived from the BIC
approximation to the Bayes factor. Due to the model selection literature, it is wrong to con-
sider that AIC and BIC selection are directly comparable as if they had the same objective
target model, but they are not.

4.3 Experimental Setup

In this this section, we describe the used approach to approximate the best-fit distribution to
data X , as in Algorithm 5. Highlighting a selected example of our experiments performed on
the well-known two class problems named Breast Cancer dataset, using only the first two
features due to the simplicity of the used neural network structure in order to restrict our
investigation on a fixed small number of weight connections. Starting with a simple structure
multi-layer feedforward NN with 2 neurons in the input layer (only 2 features per instance
used) 3 neurons in the hidden layer and 1 neuron in the output layer; considering the weight
connections of 9 neurons per each NN classifier. Using bagging ensemble creation method,
we create an ensemble E of size E = 1000 NN classifier. The weight connection vectors of

each neuron of the trained 1000 NN classifiers;
−→
W i =

{
wiC1 , wiC2 , . . . , wiCN

}
where N=1000

is the number of ensemble members; where i is the number of neurons per NN classifier
i = [1,2, . . . ,9].

4.4 Results and Discussion

The used Breast Cancer dataset is divided into training set of size 0.4 a validation set and test
set of size 0.3. We trained a 1k NN classifier on 1k bootstrap replica of the training set. A
validation check is one of the stop criteria for training the NN classifier. The scored accuracy
on the test set of the trained single classifier and the ensemble is reasonable. We analyze the
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Figure 4.1: Weight vectors of trained 1000 NN classifier using Bootstrap
sampling; an example of results analysis on Breast Cancer dataset.

single neuron weight values over the trained 1000 classifier created using bagging. Applying
Algorithm 5 using NLogL equations 4.2, 4.4 as sort index to select the best-fit distribution,
on the weight connections of a trained ensemble using the dataset breast cancer; the weight
best-fit distribution results are shown in Tables 4.1,4.2. The Algorithm 5 decision is that all
weight connections approximately fit the t Location Scale distribution. Generalizing this
approach to artificial and real datasets, the summary of the datasets characteristics and the
approximately best fit parametric distribution to the weight connections values are reported
in Table4.3. The results conclusion is that the t Location Scale is approximately the best fit
distribution to most of the considered weight connections of each single neuron.
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Figure 4.2: Histogram of best-fit parametric distributions to the weight connections of
trained ensemble of NN perdataset

Figure 4.3: Summary of the histogram of best-fit parametric distributions over 39 datasets; 9
neurons per dataset.
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Table 4.1: Weight Connection from Input:Hidden Layer, Best-Fit distribution estimation,
Breast cancer Dataset.
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Table 4.2: Weight Connection from Hidden:Output Layer, Best-Fit distribution estimation,
Breast cancer Dataset.



64 CHAPTER 4. TRAINED NEURAL NETWORKS ENSEMBLE WEIGHT ANALYSIS

Table 4.3: The wight connections of a trained ensemble of 1k NN classifier created using bag-
ging; Estimating the best-fit distribution for each single weight connection and for the full
weight connections matrix between layers. The header "C" denotes the number of classes
in the dataset; the header "F" denotes the number of features per instance; the header "F

′
"

denotes that regarding the single neuron weight analysis the table reports only the weight
connections between the first 2 input neurons and the rest of the network.

N Name C F F’ N1In:N1H N2In:N1H N1In:N2H N2In:N2H N1In:N3H N2In:N3H N1H:N1O N1H:N2O N1H:N3O
1 2Gaussians1 2 2 2 Extreme value G Extreme value G Extreme value rayleigh Extreme value Logistic tLS tLS Logistic
2 2Gaussians2 2 2 2 tLS tLS tLS tLS G Extreme value tLS Extreme value G Extreme value tLS
3 2Gaussians3 2 2 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
4 2Gaussians4 2 2 2 tLS tLS Normal Normal tLS tLS tLS tLS tLS
5 2Gaussians5 2 2 2 Extreme value tLS tLS tLS tLS tLS tLS tLS tLS
6 2Gaussians6 2 2 2 Extreme value tLS G pareto Logistic Extreme value tLS tLS tLS Logistic
7 BankNote 2 4 2 tLS tLS G pareto G Extreme value tLS tLS Extreme value tLS G Extreme value
8 BloodTransfusion 2 4 2 tLS tLS tLS tLS G Extreme value tLS tLS tLS tLS
9 Cardiotocography 3 22 2 tLS tLS tLS tLS tLS tLS Extreme value tLS tLS
10 PopFailures 2 20 2 tLS Logistic tLS tLS tLS tLS tLS tLS tLS
11 SatLoglandand 6 36 2 tLS tLS tLS Logistic tLS tLS tLS tLS tLS
12 SpamBase 2 57 2 tLS tLS tLS tLS tLS Logistic G Extreme value tLS tLS
13 Thyroid 3 21 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
14 WineQuality 7 11 2 tLS tLS tLS tLS Extreme value tLS tLS tLS tLS
15 australian 2 14 2 tLS Logistic tLS tLS tLS tLS G Extreme value Logistic tLS
16 balanceScale 3 4 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
17 banana 2 2 2 tLS tLS tLS G Extreme value tLS tLS tLS tLS G Extreme value
18 bands 2 19 2 Extreme value tLS Extreme value tLS Extreme value tLS G Extreme value Extreme value rayleigh
19 breastCancer 2 9 2 tLS tLS tLS tLS tLS tLS G Extreme value G Extreme value tLS
20 checkerBoard 2 2 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
21 cleveland 5 13 2 tLS tLS tLS tLS tLS tLS G Extreme value G Extreme value Logistic
22 conetours 3 2 2 tLS tLS tLS Logistic tLS tLS tLS tLS tLS
23 contraceptive 3 9 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
24 dermatology 6 34 2 tLS tLS tLS tLS tLS tLS G Extreme value G Extreme value tLS
25 hayes-roth 3 4 2 tLS tLS Extreme value tLS Extreme value tLS Extreme value Extreme value rayleigh
26 ilpd 2 9 2 tLS tLS Extreme value tLS tLS tLS Extreme value G Extreme value tLS
27 laryngeal_2 2 16 2 tLS tLS tLS tLS tLS Extreme value tLS tLS Logistic
28 marketing 9 13 2 tLS tLS tLS tLS tLS tLS tLS tLS Extreme value
29 monk2 2 6 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
30 pagePlocks 5 10 2 tLS tLS tLS tLS tLS tLS tLS tLS tLS
31 penbased 10 16 2 Extreme value Extreme value tLS tLS tLS tLS tLS tLS tLS
32 phoneme 2 5 2 tLS tLS tLS tLS tLS Logistic tLS G pareto tLS
33 pima 2 8 2 tLS tLS tLS tLS tLS tLS tLS G Extreme value tLS
34 ring 2 20 2 tLS tLS G Extreme value rayleigh tLS tLS tLS tLS G pareto
35 saheart 2 4 2 tLS tLS tLS tLS tLS tLS Extreme value tLS tLS
36 spectfheart 2 44 2 tLS Normal tLS tLS Extreme value tLS tLS G Extreme value Normal
37 vehicle 4 18 2 tLS tLS tLS tLS tLS tLS G Extreme value G Extreme value tLS
38 wdbc 2 30 2 Extreme value tLS tLS tLS tLS tLS tLS tLS G Extreme value
39 yeast 10 8 2 tLS tLS tLS tLS tLS tLS G Extreme value G Extreme value rayleigh



Chapter 5

Summary and Conclusion

5.1 Summary

• Chapter 1: Presents Thesis abstract, problem statement thesis outlines.

• Chapter 2: Presents a brief introduction to the research field of Pattern Recognition,
describing various types of classifiers. Starting with simple classifiers such as Linear
Discriminant Classifiers (LDC), Nearest Mean Classifiers (NMC) and Quadratic Dis-
criminant Classifiers (QDC). Decision Tree, K-Nearest Neighbours and Artificial Neu-
ral Networks (ANN) are mainly presented, highlighting their applications limits and
characteristics. Introduce the concepts of Multiple Classifier Systems (MCS), their cre-
ation, size, limits and weakness. Majority Voting rule as an ensemble decision rule is
presented. Diversity measures are presented, discussed in details. Ending with differ-
ent ensemble pruning strategies.

• Chapter 3: Presents the main contributions to study diversity measures highlighting
the relation between them.we focus on pruning techniques based on forward/backward
selection, since they allow a direct comparison with the simple estimation of accuracy
of classifier ensemble. Presenting a comparison for several diversity measures and
benchmark data sets, using bagging as the ensemble construction technique, and ma-
jority voting as the fusion rule. Obtained results provide further and more direct ev-
idence to previous observations against the effectiveness of the use of diversity mea-
sures for ensemble pruning, but also show that, combined with ensemble accuracy
estimated on a validation set, diversity can have a regularization effect when the vali-
dation set size is small. Then presenting an empirical investigation of a linear combi-
nation of ensemble accuracy with diversity measures. This can also be viewed as using
diversity as a regularizer, as suggested by some authors. The summary of experiments
on thirty-seven benchmark data sets, four diversity measures and three base classifiers
provide evidence that using diversity measures for ensemble pruning can be advanta-
geous over using only ensemble accuracy, and that diversity measures can act as reg-
ularizers in this context. The results provided an evidence that diversity have a regular
behaviour when combined with ensemble accuracy as an objective function of the FS
ensemble pruning method. At least for diversity measures those use the instance true
label as DF, Theta and GD, thus it outperforms the ensemble accuracy when used alone
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as an objective function in same algorithm. The diversity measures that don’t use the
pattern true label such as Disagreement and Entropy, when combined with accuracy as
an objective function shows a regular behavior to outperforms ensemble accuracy for
value of λ = 0.2. This behaviour of the diversity measures that don’t use the instance
true label motivated us to extend our experiments in order to investigate the rule of
those diversity measures in the case of small λ. We investigated the case of having a
few labelled instances that can be exploit by the objective functions that require the
instance true label such as the ensemble accuracy and the three diversity measures
DF, Theta and GD, meanwhile growing up the amount of unlabeled data that can be
exploit by Disagreement and Entropy diversity measures. The aim of this experiments
is to investigate the behaviour of diversity measures that don’t use the instance true la-
bel while growing the amount of instances that this two diversity measures can exploit.
Whereas the usefulness of diversity measures for ensemble construction has been ques-
tioned by some authors, their specific role as regularizers has been recently pointed
out in [5] based on theoretical results as well as on empirical evidence in the context
of ensemble pruning, although in a specific setting (binary classifiers, and an ad hoc
diversity measure). As a follow-up of our preliminary work [1], we investigated the ef-
fectiveness of well-known, generic diversity measures in ensemble pruning. In partic-
ular, we considered their use in the ensemble evaluation function of pruning methods
based on the forward search strategy, by linearly combining them with ensemble accu-
racy (estimated from validation data). This can be viewed as using diversity measures
as regularizers, in the spirit of [5]. As far as our experiments are concerned, our em-
pirical results provided evidence that also generic ensemble diversity measures can be
useful when used together with ensemble accuracy as the pruning evaluation function.
This is in agreement with the results we obtained in [1], related to ad hoc evaluation
functions proposed by other authors for ensemble pruning, that combine individual
classifiers’ (not ensemble) accuracy and diversity (more precisely, complementarity
between their errors). Our results also show that also generic diversity measures can
have a regularization effect on the estimated ensemble accuracy, in the context of en-
semble pruning. This provides some evidence that the results of [5], related to a spe-
cific diversity measure, could be extended to generic diversity measures.

• Chapter 4: Presents a detailed approach to analyse the weight connections of a trained
ensemble of neural networks. Presenting a framework to estimate the best-fit statisti-
cal distribution to the weight connections of the trained ensemble of neural networks.
The analysis results votes for the T-location scale statistical distribution to be the best
fit to the weights of the trained NN ensemble.Starting from an existing ensemble cre-
ation randomization technique known as Bagging, the aim is to analyze the distribu-
tion of the weight connections of the trained ensemble of Neural Networks. We present
a framework to estimate the best-fit statistical distribution from a list of well-known
statistical parametric distributions. This work is the first attempt in the state-of-art to
explore and analyze the weights of a trained ensemble of 1000 neural networks. The
analysis results votes for the T-location scale statistical distribution to be the best fit
to the weights of the trained NN ensemble.We investigated the weight distribution of
a trained ensemble of NN’s created using Bagging. The used approach to estimate
the best-fit parametric distribution to the weight value of a single neuron of each NN
classifier in the ensemble uses maximum likelihood to compute the parameters of the
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attempt to fit distribution. Considering the weight distribution of each neuron in the
NN classifier for each dataset, this is our future scope to use the estimated best-fit dis-
tribution to not train the classifier on new bootstrap replicas of the training set, but
automatically assign the weight value of the neuron from already estimated as a best-
fit distribution. Considering the optimality principle to investigate the weight distri-
bution highlighted by some references, we aim to re-investigate the weight distribu-
tion of a trained ensemble of neural networks created using bagging when we raise the
number of instances in the training set, until the classifier becomes about to reach its
maximum capacity.

5.2 Limitations of Thesis and Possible Future Con-
siderations

In this thesis we focus only on Bagging ensemble creation techniques, using only three base
classifiers and foreward selection as ensemble pruning technique. Ensemble accuracy and a
set of ten diversity measures are deeply investigated to be used separately or combined via a
combination coefficient of only three values, as an objective function for the foreward selec-
tion ensemble pruning algorithm. We held our main experiments on a 37 datasets only. It is
possible to extend this investigation using other diversity measures or even combining them
in different ways. Also the work on estimating the distribution of trained neural networks
ensembles can be extended to other base classifiers, it is promising that a clear definition of
the weight connections distribution of trained ensembles of neural network classifiers can
save the training cost and directly withdraw the weight connections values from those dis-
tributions.
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