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Abstract

This thesis deals with the optimization techniques for the improvement of the microwave

devices performance. In particular, the technique proposed considers the Particle Swarm Op-

timization algorithm and applies such an algorithm to di�erent devices. Di�erent techniques

are developed to connect the optimization with an electromagnetic analysis tool. In the �rst

method the algorithm has been connected to a numerical technique for the evaluation of the

device performance (FDFD). The second technique consists on the integration of the algo-

rithm with a 3D Simulation CAD (HFSS, CST). The microwave devices under test are a ridge

waveguide (in di�erent con�gurations), a resonant cavity, a waveguide impedance transformer

and an electromagnetic band gap structure. Both the approaches result to be e�ective for the

purpose even in the event that a constraint between con�icting requirements is requested.

2



Contents

I Particle Swarm Optimization 11

1 Classic PSO 13

2 Modi�cations to standard algorithm 15

2.1 Inertia weights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Velocity clamping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Constriction factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Cauchy mutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 PSO in Electromagnetics 19

4 PSO and electromagnetic analysis 21

II Ridge waveguide optimization 23

5 Finite-di�erence frequency-domain method 25

5.1 Approximation of the fourth order . . . . . . . . . . . . . . . . . . . . . . . . 29

5.1.1 Cartesian case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.1.2 Elliptic case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6 Techniques of �eld computation 39

7 Power evaluation 41

8 Attenuation 46

9 Optimization 47

9.1 Convergence test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

10 Rectangular waveguide 50

10.1 Convergence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

10.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3



11 Sectoral elliptic waveguide 67

12 Discussion of the results and conclusions 69

III End-Launcher transitions 70

13 General design 71

14 Coaxial-cable 72

15 Microstrip 75

16 Optimization 78

IV Resonant Cavity 80

17 Cavity Design 83

18 Optimization 85

V Metaferrites 86

19 Design 89

20 Optimization 93

VI Conclusions 94

VII List of Publications 96

VIII Bibliography 98

IX Acknowledgements 113

4



List of Tables

1 R-WG: con�guration a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2 R-WG: con�guration b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3 R-WG: con�guration c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 R-WG: con�guration d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Rectangular double ridge : PHC-BW optimization . . . . . . . . . . . . . . . 60

6 Rectangular double ridge : α-BW optimization . . . . . . . . . . . . . . . . . 60

7 Trapezoidal double ridge - symmetric: power - BW optimization . . . . . . . 61

8 Trapezoidal double ridge - symmetric: α−BW optimization . . . . . . . . . 61

9 Trapezoidal double ridge - asymmetric: power - BW optimization . . . . . . . 61

10 Trapezoidal double ridge - asymmetric: α - BW optimization . . . . . . . . . 61

11 Constraints of staircase geometry . . . . . . . . . . . . . . . . . . . . . . . . . 62

12 Single staircase ridge - PHC - BW optimization . . . . . . . . . . . . . . . . . 63

13 Single staircase ridge - α - BW optimization . . . . . . . . . . . . . . . . . . . 63

14 Double staircase - symmetric ridge - PHC - BW optimization . . . . . . . . . 63

15 Double staircase - symmetric ridge ridge - α - BW optimization . . . . . . . . 63

16 Double staircase - asymmetric ridge - PHC-BW optimization . . . . . . . . . 64

17 Double staircase - asymmetric ridge - α-BW optimization . . . . . . . . . . . 64

18 Depressed ridge constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

19 Depressed rectangular ridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

20 Depressed trapezoidal ridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

21 Constraints of SEW geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

22 Results for SEW optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

23 Parameters of the optimized structure . . . . . . . . . . . . . . . . . . . . . . 94

5



List of Figures

1 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Optimization scheme : integration between PSO and electromagnetic analysis 21

3 Combination of the optimization algorithm with a software for the simulation

of electromagnetic �elds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 TE (left) and TM (right) grid for a rectangular waveguide . . . . . . . . . . . 25

5 Discretization grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

6 TE grid on the edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

7 TE grid on a corner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

8 FDFD grid - internal point . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

9 Boundary point for TE grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

10 Boundary point for TM grid (1) . . . . . . . . . . . . . . . . . . . . . . . . . . 33

11 Boundary point for TM grid (2) . . . . . . . . . . . . . . . . . . . . . . . . . . 34

12 Elliptic grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

13 Boundary points on elliptic ridge . . . . . . . . . . . . . . . . . . . . . . . . . 37

14 TE grid for FDFD analysis of ridge waveguides . . . . . . . . . . . . . . . . . 39

15 Double ridge waveguide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

16 Six ridges waveguide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

17 Transmission line model for a 6 ridge waveguide . . . . . . . . . . . . . . . . . 43

18 Power evaluation with Hopfer's (red) and numerical (blue) tecniques for a dou-

ble rectangular ridge waveguide with dimension (axb) 0 (5x2) cm for h=1mm

(a), h=3mm (b), h=5mm (c) h=7mm (d), h=9mm (e) . . . . . . . . . . . . . 45

19 Optimization scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

20 Singularities and forbidden geometries . . . . . . . . . . . . . . . . . . . . . . 48

21 R-WG con�guration optimized in [5] . . . . . . . . . . . . . . . . . . . . . . . 51

22 Geometries and variables of the analysed con�gurations . . . . . . . . . . . . 55

23 Graphs of the objective functions for simple requests: bandwidth . . . . . . . 56

24 Graphs of the objective functions for simple requests: power handling . . . . . 56

25 Graphs of the objective functions for single requests: attenuation . . . . . . . 56

26 Objective functions for PHC-BW trade-o� . . . . . . . . . . . . . . . . . . . . 57

27 Objective functions for α-BW trade-o� . . . . . . . . . . . . . . . . . . . . . . 57

28 Fitness convergence for case "1/2 PHC optimization" . . . . . . . . . . . . . . 58

6



29 Power convergence for case "1/2 PHC optimization" . . . . . . . . . . . . . . 58

30 Bandwidth convergence for case "1/2 PHC optimization" . . . . . . . . . . . 59

31 Rectangular ridge in rectangular waveguide . . . . . . . . . . . . . . . . . . . 60

32 Trapezoidal ridge in rectangular waveguide . . . . . . . . . . . . . . . . . . . . 61

33 Single and double staircase ridge in rectangular waveguide . . . . . . . . . . . 62

34 Single and double depressed ridge in rectangular waveguide . . . . . . . . . . 65

35 Elliptic ridged waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

36 Transverse section of a sectoral elliptic waveguide . . . . . . . . . . . . . . . . 67

37 Coaxial cable end launcher: side and top view . . . . . . . . . . . . . . . . . . 72

38 Coaxial cable end launcher: simulation results . . . . . . . . . . . . . . . . . . 73

39 Coaxial cable end launcher: short between the coaxial cable and the ridge . . 73

40 Coaxial cable end launcher: simulation results of the modi�ed geometry . . . 74

41 Microstrip end launcher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

42 Microstrip end launcher: side view . . . . . . . . . . . . . . . . . . . . . . . . 75

43 Microstrip end launcher: simulation results . . . . . . . . . . . . . . . . . . . 76

44 Microstrip end launcher: �nal geometry . . . . . . . . . . . . . . . . . . . . . 76

45 Microstrip end launcher: �nal geometry return loss . . . . . . . . . . . . . . . 77

46 Side view of the impedance transformator . . . . . . . . . . . . . . . . . . . . 78

47 Return loss of the Chebychev impedance transformer . . . . . . . . . . . . . . 79

48 Top and side view of the cavity . . . . . . . . . . . . . . . . . . . . . . . . . . 83

49 Return loss with probe length Lc = 28.4 mm . . . . . . . . . . . . . . . . . . 85

50 Longitudinal electric �eld inside the cavity at 2.45 GHz . . . . . . . . . . . . 86

51 Transverse electric �eld inside the cavity at 2.45 GHz . . . . . . . . . . . . . . 86

52 Top view of the metaferrite unit cell . . . . . . . . . . . . . . . . . . . . . . . 90

53 Top view of the metaferrite unit cell . . . . . . . . . . . . . . . . . . . . . . . 90

54 Permeability of the metaferitte under test . . . . . . . . . . . . . . . . . . . . 91

55 Permeability as a function of the angle of incidence . . . . . . . . . . . . . . . 91

56 Geometry of the optimized cell . . . . . . . . . . . . . . . . . . . . . . . . . . 93

57 Phase diagram of the optimized cell . . . . . . . . . . . . . . . . . . . . . . . . 94

7



Introduction

As it is well known, the propagation performance of a microwave device is strongly linked

to its geometry. The design of complex structures, whose performance depends from several

variables, has requested the introduction of techniques which allow to obtain the best solution

(that is, the optimal geometry of the structure according to the requests) when the large

number of parameters inhibits a direct design or when it's di�cult to de�ne an analytic

model of the device response. This problem has been overcome with the development of the

optimization algorithms. Optimization algorithms allow to de�ne an automatic tool to obtain

the best con�guration bound to a certain constraint, even if a trade-o� between con�icting

requests is requested. Among the various classes of algorithms present in literature, the

evolutionary computation is one othe most studied and developed, a family of algorithm which

allow the parallel computation of several potential solutions. In evolutionary computation,

the basic idea is to modify a population of potential solutions to reach the best con�guration

according the design speci�cations, which represents the best solution to a problem subjected

to a set of constraints. Several optimization algorithms have been realized by the scienti�c

communities, and applied to electromagnetics, like genetic algorithms, evolutionary algorithm

or swarm intelligence algorithms. The aim of the optimization is very important in a large

variety of �elds, like engineering, physics or economy and it is often represented by the search

of a global minimum of a proper objective function f de�ned in the search space W

f : W → R

f(x̂) ≤ f(x) ∀x ∈W

f is a �tness function that describe the problem, whose values f(x0) represent the perfor-

mance evaluation of any potential solution x0. To compute this value, a technique of analysis

is requested. The basic integration of this two topics (geometry optimization and em analysis)

is shown in �g. 1: a optimization tool modify iteratively the population following a set of

mathematical formula, the �tness evaluation contains the electromagnetic analysis.

The optimization requests several evaluations of the problem, so the computational load

is a crucial issue when it must be chosen the algorithm to adopt, moreover it could �nd the

optimal solution in the fewest number of iterations. Moreover, a suitable parallelization allows
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Figure 1: Optimization

to evaluate the �tness of all particles (that is, all the potential solutions of the problem to

be optimized) simultaneously. A set of parallel clusters which performs the optimization can

signi�cantly reduce the computational time: the slave calculators evaluate the �tness values

by implementing and by solving the electromagnetic problem, while the master collects the

results relative to all the swarm and implements the optimization algorithm by calculating

the parameters required to de�ne the next iteration.

The �tness evaluation is strongly linked to the electromagnetic analysis. To do this,

the optimization loop must be integrated with a numerical techniques to solve the Maxwell

equations or suitable eigenvalue problems (the most used techniques are FDTD, FDFD, FEM,

MoM, etc.) or with a 3D simulation CAD like HFSS, Comsol, CST in order to realize an

electromagnetic model of the device to be optimized. The �rst case is a faster solution respect

to the CADS, whereas the CAD allows a higher precision. Some of them, like FDFD, are

very e�cient in �eld evaluation. It has a simple implementation and a very easy and fast

computation compared to the CAD simulations. Moreover, FDFD technique has been shown

to be well suitable to the studied device (ridge waveguide) through proper approximations

of the Helmholtz equation and the boundary conditions. By representing the equation in
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the di�erent coordinate reference systems according to the geometry under test, the FDFD

consists on the direct discretization of the di�erential eigenvalue problem, which is probably

the simplest and most e�ective strategy to solve such eigenvalue problems.

In this thesis the attention has been addressed of the optimization of microwave devices

through the Particle Swarm Optimization. Particle Swarm Optimization is an algorithm with

a very simple implementation, which modify its population according to elementary operations

and it allows to develop a parallel evaluation of the solutions represented by all the particles

of the swarm. The algorithm has been implemented in Matlab and it has been linked to

di�erent scripts and CADS to achieve the electromagnetic analysis. In the part 1, the general

description of the PSO and some its versions is presented. Moreover, it has been made a view

of di�erent applications of the PSO to electromagnetic problems.

In part 2 the optimization of ridge waveguide with contrasting requirements has been faced.

The evaluation of the waveguide performance has been achieved through the implementation

of a FDFD technique linked to the objective function of the algorithm. Moreover, a 4th-

order FDFD method has been designed to evaluate the potential on the transverse section of

the waveguide. The method has been implemented for both cartesian and elliptic reference

systems, in order to optimized di�erent ridge waveguide geometries.

In part 3, two di�erent solutions of end-launcher for rectangular waveguide have been

design. In this project, it has been necessary to apply the optimization to the sizing of

a multistep Chebychev transformation trough a combined operation of the PSO written in

Matlab and the HFSS software, the two software communicate each other through Visual

Basic commands.

In part 4, it has been optimized a resonant cavity for chemical application to obtain the

desired �eld distribution on the samples placed inside the cavity in order to apply certain

chemical reactions. The optimization system is similar to that presented in the previous part,

but in this case CST microwave Studio has been used for the device simulation.

Finally, the part 5 describes the optimization of an AMC-EBG structure to realize partic-

ular structures usable as absorber or as substrate for antenna application. The optimization

has been achieved with the same technique described in part 3.
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Part I

Particle Swarm Optimization

The global optimization methods can be divided in deterministic (like the gradient-based

algorithms ) and stochastic methods. Most of the optimization techniques evaluates the

derivatives of the function to individuate the optima in the searching space. This method

results di�cult when the �rst derivative evaluation is made complex by rough or discontinuous

domains. Swarm intelligence is a term conied in 1989 by Beni [7] to describes the collective

behaviour of self-organized systems, taking inspiration by the colonies of animals in nature,

such as �ocks of birds, schools of �shes or swarms of bees. The studies on the beaviour of

these group of animals led to the de�nition of several algorithms for the solutions of complex

problems, like Ant colony optimizations (ACO) or Particle Swarm optimization (PSO)

The PSO is an iterative algorithm developed by Kennedy and Eberhart in the 90s [8], [9]

for continuous non-linear functions, designed to �nd out the solution of optimization problems,

very e�cient in solving multidimensional problems in a large variety of applications. As the

other similar algorithms, it takes inspiration from the animal kingdom, in particular from the

group movement in search of a common objective, as in a bees group: the movement of each

individual is based on its own instinct, on the memory of its path and on the iterations with

all other individuals.

It has many similarities with other evolutionary algorithm, like the most popular one,

the Genetic Algorithm (GA). Both algorithms are inizialized with a random population, and

both use a �tness function to assign a value to each individual of the population, and update

it to reach the optimum solution with randomic processes. However, both don't guarantee

a success. Basically, the PSO is based on the social movement whereas the GA is based

on genetic enconding and �ttest's selection. This detail requires that the particles of PSO

have a memory, which is not present in the GAs: di�erent from the genetic algorithms, the

social behaviour of the individuals evolution is based on the "cooperation" with the other

individuals instead of by means genetic operators. The main advantage of PSO respect to

GA is its easier implementation: GA requires 3 main operations, that are selection, crossover

and mutation, PSO has only a simple operation that is the velocity calculation. The particles

update themselves through their velocity inside the solution space. Moreover, it doesn't

require a conversion of the parameters to be optimize from real values to binary. The only
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information the particles share each other is the coordinate of the best position reached by the

particles in their evolution. PSO often converges to the optimal solution with fewer objective

function evaluations than are required by GAs.
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1 Classic PSO

First versions have been proposed in 1995[8] showing an optimization ability. In [9] di�erent

versions of the algorithm have been proposed, one model of global optimization and two for

the local one. PSO optimizes a problem by having a population of candidate solutions and

moving them around in the search-space according to simple mathematical formulae over the

particle's position and velocity.

In the following, let's give a de�nition of the main keywords to understand how the algo-

rithm works.

• Particle - An individual of the population. It represent a potential solution to a problem

• Solution space - It represents the set of admissible solutions and it's de�ned by the range

in which to search for the optimal solution.This requires speci�cations of a maximum

and minimum value for each dimension (N-dimensional optimization)

• Swarm - The group of particles which move inside the solution space

• Agent/Particle - An individual of the swarm, it moves iteratively according to general

principles. It's described by the variables of the problem to be optimized (which con-

stitute its coordinates in the solution space) and represents a solution of the problem.

• Position x - Each position inside the solution space represents a potential solution of

the problem and it is described by a vector x. The vector x consists of the coordinates

of the solution space where the particle is in that particular step.

• Fitness function f(x) - All swarm-intelligence algorithms need a method to evaluate the

goodness of every position in the solution space. The �tness function associates a single

number to each position in the solution space, establishing a link between the physical

problem and the optimization algorithm.

• Personal best (pbest) - The position with the highest �tness value (best solution) en-

countered by the single agent along its path.

• Global best (gbest) - The location with the highest �tness value (best solution) encoun-

tered by the whole swarm.

• Velocity v - It determinates the direction in which the particle will move in the next

iteration

13



The swarm is randomly initialized and its particles move iteratively inside a predetermined

solution space, trying to reach the best position, de�ned by the best value of the �tness

function associated to the optimization problem. Swarm position vary in�uenced by velocity:

the particle of the swarm �y through the space leaded by the memory of their own best

position and the knowledge oh the global best position. The algorithm proceeds iteratively,

in the i-th iteration each particles is characterized by its position and velocity. Next position

(1), direction and velocity (2) of each particle are updated according its position and velocity

at the previous step, the pbest and the gbest. Considering a problem with p variables optimized

by using q particles, for the i-th particle at the j-th step the next position is computed as

xi,j = xi,j−1 + vi,j (1)

As regards the velocity the �rst version has been presented in [9]

vi,j = vi,j−1 + c1 ∗ r1 ∗ (pbest,i − xi,j−1) + c2 ∗ r2 ∗ (gbest − xi,j−1) (2)

where x,v, r1, r2 ∈ R(q×p). Note that the matrices are multiplied element-by-element.

The presence of the �rst term determines the ability to explore the search space, this cor-

rection is e�ective for optimizing a wide range of functions: if the �rst term is removed, the

algorithm can �nd a global minimum only when it's within the initial search space. r1, r2 are

two random real numbers between 0.0 and 1.0 which simulate the random component of the

swarm behaviour. The acceleration constant c1, c2 are respectively named "self-con�dence"

and "swarm con�dence" and provide a weight between the pull of pbest and pbest. c1 deter-

mines how much the velocity of the particle is in�uenced by his personal best, c2 determines

the in�uence of the whole swarm. Hence, c1 encourages each particle to the research in the

solution space around its personal best, c2 pushes the exploration toward the global maxi-

mum: in general, low values allow particle to roam far from the target before being attracted

to, whereas an high values provides a movement strongly oriented to the target.

Velocity consists of three contributes. The �rst (v) is the inertial component, its role is to

keep the particle moving in the same direction it has in the previous step. The second term

(c1 ∗ r1 ∗ (pbest,i − xi,j−1)) is the cognitive component, it makes the particle to tend to return

to the area of the search space in which it has found is highest �tness value. The third term

(c2 ∗ r2 ∗ (gbest−xi,j−1)) is the social component and causes the particles to move toward the

best region found by the whole swarm.
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The update of the personal and global best positions are described by the equations

pbest,j =


pbest,j−1 f(xj) > f(pbest,j−1)

xj f(xj) < f(pbest,j−1)

(3)

gbest,j = min
i=1...np

pbest,i,j (4)

In general, velocity is applied to position updating for a time-step ∆t which is set to 1 in

this work. The algorithm main steps are:

1. De�nition of the solution space

2. De�nition of the size of the swarm

3. Initialization of swarm position inside the solution space and velocity

4. Systematic particles movement in the solution space. For each particle:

• Objective function evaluation (gbest, pbest update)

• Velocity update

• Position update (swarm movement)

5. Iteration of point 2 until a convergence criterion is reached

It applies the concept of social interaction to problem solving and does not use the gra-

dient of the problem being optimized, so it does not require the optimization problem to be

di�erential, as it is required in some classic optimization methods. PSO has a very simple im-

plementation compared to GA or other algorithms and it has been applied in several di�erent

�elds.

PSO has several advantages: it has no overlapping or mutation calculation ad genetic

algorithm. Only the best particle has to transmit its information to the rest of the swarm,

and adopt real numbers. On the other hand this algorithm su�ers the local optima.

2 Modi�cations to standard algorithm

2.1 Inertia weights

In order to establish ad additional trade-o� between the global and the local search, a new

parameter named inertia weight w has been introduced in [10]

vi,j = w ∗ vi,j−1 + c1 ∗ r1 ∗ (pbest,i − xi,j−1) + c2 ∗ r2 ∗ (gbest − xi,j−1)

15



In particular, as regards the n-th component of velocity

vn = w ∗ vn,j−1 + c1 ∗ r1 ∗ (pbest,n − xn,j−1) + c2 ∗ r2 ∗ (gbest,n − xn,j−1)

where xn, pbest,n, gbest,n are the n-th coordinate of the position, the personal best and the

global best.

The �rst term of the velocity represents the inertial velocity of the particle: the inertia

weight w controls the velocity component of the particle in the same direction of the previous

step. It has a role in balancing between global search and local search: it adds a tendency to

expand the search space, improving the ability to explore new areas and giving the particles

a better global search ability. If w << 1 only a little component in preserved and rapid

changes of direction are possible. On other side, if w is high and c1, c2 are low, the particle

di�culty change their direction: this imply a large exploration of the space but a hard con-

vergence to the best position (inertia weight): a large inertia weight favours the global search

(exploration) while small inertia weight favours local search (exploitation). In [11] Shi and

Eberhart showed how a linear decreasing inertia weight provides a quick convergence: named

wmin, wmin the maximum and minimum valued assigned for w, and max_iter the maximum

number of iterations of the algorithm, the inertia weight at the i-th step is

w = wmax −
wmax − wmin
max_iter

∗ iteri

Other kinds of decreasing inertia weight have been proposed, like an exponential decreasing

weight by Li[12]

w = (winitial − wend − d1)e

1

1 + d2
iteri

max_iter

where d1, d2 are two factors introduced to control w, or non-linear solutions like the following

proposed by Chongpeng[13]

w = wend + (wstart − wend)

(
1−

(
iteri

itermax

)k1
)k2

where k1, k2 ∈ N. However, the Shi solution is the most used in typical applications.

2.2 Velocity clamping

The velocity clamping limits the maximum velocity of each particle. If the velocity is higher

than a maximum allowed value, it is set to a maximum value vmax(j) that represent the
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maximum speed in the j − th direction. Hence, the j-th component of the velocity of the i-th

particle is de�ned as

vij =


v′ij(t+ 1) vij(t+ 1) < vmax(j)

vmax(j) otherwise

where

vmax,j = α(xmax,j − xmin,j)

with α ∈ (0, 1) and xmin,j , xmax,j are the boundaries of the solution space in the j-th di-

mension. This allows to control the global exploration of the swarm. High values of vmax

encourage global explorations, low one the local exploration.

2.3 Constriction factor

Another technique to balance exploration and exploitation to insure convergence of the PSO

is the constriction factor K, proposed by Clerc (1999). A simpli�ed formula of this PSO

version is

vi,j = K [vi,j−1 + c1 ∗ r1 ∗ (pbest,i − xi,j−1) + c2 ∗ r2 ∗ (gbest − xi,j−1)]

with

K =
2k

‖2− φ−
√
φ(φ− 4)‖

with φ = c1r1 + c2r2

2.4 Boundary conditions

Velocity clamping, inertia and constriction factors cannot always con�ne the particle inside

the solution space. To solve this problem, di�erent solutions have been adopted by the authors

• Absorbing walls : if a particle reaches the boundary in one dimension, the velocity in

that dimension is reset (zero)

• Re�ecting walls : the sign of the velocity in the dimension in which the particle has hit

the boundary is changed

• Invisible walls: particles can �y with no restrictions, if they are outside the solution

space they are not evaluated for �tness
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2.5 Cauchy mutation

In general, PSO can't guarantee to �nd the global minimal value of a function, but sometimes

it converges to a local minimum. Di�erent variants of PSO have been proposed to overcome

this problem and improve the performance. Some mutate the global best particle and some

mutate the local best particle with di�erent techniques to prevent the PSO for stagnation in

local minima

The Cauchy mutation is one of the techniques introduced into PSO algorithm to overcome

this problem, proposed by Wang. The principle is to mutate the global best particle, compare

its �tness with its original one, and chose the best one. The mutated position is computed as

gCauchy = g(i) +W (i) ∗N(xmax, xmin)

where g is the original global best and N is a Cauchy distributed function. W is the Cauchy

mutation operator and it's a weight vector

W (i) =

∑np
j=1 vij

np
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3 PSO in Electromagnetics

PSO has been introduced in microwave research by Robinson and Rahmat Samii[15] in 2004.

They proposed the design of a pro�led corrugated horn antenna, and the used the PSO to

modify the geometric characteristics to obtains the desired peak cross-polarization, beamwidth

and return loss. Its e�ectiveness with performance similar to GAs, the simple implementation

and the easy integration with the numerical techniques allowed a rapid spread in the scienti�c

community.

It has been applied to di�erent application like pattern synthesis of array antennas: in

[16], a log periodic dipole arrays has been designed to optimize the performances in terms of

mean directive gain of the antenna at the broadside direction, front-back ratio, mean SWR

and bandwidth. The Rahmat-Samii's research on the �exibility of PSO covers a wide range

of topics. In [17], Jin and Rahmat-Samii proposed an hybrid real-binary PSO applied to sev-

eral devices as antenna arrays (a low SLL optimization in terms of element location in a non

uniform antenna array, or in term of on/o� state in a thinned array), planar radar absorbing

material arrays (a minimum radar cross section optimization in terms of the material and

thickness of each layer) and dual-band patch antennas, in [18] an optimization of rectangular

and E-shaped patch antennas through an integration of the PSO with a FDTD analysis is

presented. Other applications presented by Rahmat-Samii's group involve re�ector antenna

shaping and EBG structures. In [19], a three-feed single-o�set re�ector antenna for simulta-

neous reception from multiple satellites was designed. The shape of the re�ection surface and

the other antenna parameter such as the positions, orientations, and excitations of feeds, are

optimized by means a parallel PSO. In [20] an EBG unit cell is optimized by determining the

metal/dielectric state of each pixel, so that the EBG structure has a π/2 re�ection phase at

a desired frequency.

Several researchers proposed the application of the PSO to the design of di�erent devices:

wideband antennas, frequency selective surfaces, dielectric �lters, microwave multilayer planar

absorbers. The algorithm turns out to be very e�cient as regards the optimization of the

geometrical dimensions or the dielectric properties of the materials. In [23] a CPW-fed antenna

with a complex geometric structure is optimized by modifying its geometrical parameters

by evaluating the performance through an interface between Matlab and HFSS. In [24] the

optimization of a FSS is developed by incorporating real and binary numbers in the same

algorithm to describe and optimize the unit cell. In [25],[26] the PSO is used to optimize
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multilayer devices. In [25] a dielectric �lter consisting of 7 layers is optimized by optimized

the permittivity (with only a dataset of 15 available permittivity values) and the thickness

(continuously variable) of each layer. In [26] the optimization of a multilayer microwave

absorber for a desired range of frequency and angles of incidence is presented.
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4 PSO and electromagnetic analysis

As explained above, each set of values assumed by each particle during its �ight represent

a potential solution of the problem, that is, a con�guration of the device to be optimized.

The �tness computation requests a em analysis program connected ot the objective function.

Basically, two kinds of em analysis have been used in this work: a numerical technique directly

developed in the same informatic language of the optimization tool (that is, Matlab) or a link

between the algorithm and a CAD full wave software.

In the �rst case, the electromagnetic analysis is implemented through a set of Matlab

scripts which are called by the objective function of the algorithm: the variables of the PSO

that describe the particle are the input of such functions. This set of functions build a

discretization of the device, solve an eigenvalue problem and evaluate the performance. The

results are combined in a proper �tness function to obtain a value that will guide the next

iterations to the optimal con�guration.

Figure 2: Optimization scheme : integration between PSO and electromagnetic analysis
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The combined operation with a CAD requests the introduction of proper �les that allow

the exchange of information between the two softwares, as shown in �gure 3. To do this, the

objective function creates a Visual Basic script which send to the CAD (like CST or HFSS)

the information obout the geometry of the device to be evaluated (that are, the variables to

be optimized), the parameters of the simulation and which type results to be plotted. The

CAD software run the simulation and send back to the objective function some text �les

which contains the results requested to compute the �tness.

Figure 3: Combination of the optimization algorithm with a software for the simulation of

electromagnetic �elds
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Part II

Ridge waveguide optimization

The propagation of intense microwave �elds is required in several applications, ranging from

radar to industrial heating. This propagation must be supported by a structure with low

losses, high power handling capability (PHC) and able to con�ne the �eld to prevent com-

patibility problems. The most e�ective structures which ful�l these requests are the metallic

hollow waveguides (WG). However, as it is well known, WG propagation displays a modal

structure, and the propagation of each mode is high-pass and dispersive. WGs can be used

only as long as sigle�mode propagation takes place, therefore, the useful bandwidth of a stan-

dard WG (rectangular or circular) is relatively narrow. Di�erent WG shapes have therefore

been proposed to increase the WG bandwidth. However, all of them a�ect negatively the

PHC and the losses. So, the main goal is to increase the bandwidth without reducing too

much the PHC and increasing the losses.

The most popular approach to increase signi�cantly the bandwidth with a small negative

e�ect on PHC and losses is the use of ridge waveguides (R-WG): since a suitable designed

ridge WG has a smaller cut�o� frequency f0 of the fundamental mode, and a larger cut�o�

frequency f1 of the �rst higher�order mode than a standard WG. The proposal of R-WGs

dates back to the 40's, showing how rectangular R-WGs have a lower cuto� frequency and a

greater dominant mode bandwidth compared to a standard rectangular WG with the same

dimensions. However, in it is shown that a ridge structure provides a larger bandwidth but,

on the other hand, it has a reduced power handling capability.

The opposite behaviour of bandwidth and PHC can limit the use of R-WGs. Moreover,

the increase in the length of the boundary in R-WG can increase also the WG power losses. In

order to get an e�ective trade-o� between these con�icting requirements, a suitable optimiza-

tion procedure should be devised, starting from an optimization algorithm able to explore, in

an e�ective way, the solution space. However, the algorithm must work in tandem with an EM

analysis program. Since the latter is the main determinant factor of the total computational

time, its selection requires a careful evaluation. Though several numerical techniques exist for

electromagnetic analysis of R-WGs, an e�ective in-house Finite-di�erence frequency-domain

method (FDFD) has been realized to compute eigenvalues and mode distribution, whereas

the optimization has been obtained by using the PSO algorithm. Di�erent ridge WGs con-
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�gurations have been e�ectively optimized through a synergic use of PSO and the in-house

FDFD, according to di�erent requests of bandwidth, power handling and attenuation.
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5 Finite-di�erence frequency-domain method

In microwave, the knowledge of the mode functions is useful in analysis of junction using mode

matching or in the method of moment applied to to waveguide aperture. Both TE and TM

modes in a guiding structure can be obtained from the solutions of the eigenvalue equation

∇2
tφ+ k2

t φ = 0 (5)

where φ is the scalar potential and kt is the "transverse eigenvalue", from which the propa-

gation constant and the characteristic impedance can be obtained. The di�erent boundary

condition applied on the conductive edge of the structure is di�erent for the two types of

modes
∂φ

∂n
= 0 TE (6)

φ = 0 TM (7)

In general, the mode computation can't be done in closed form, so a numerical technique is

Figure 4: TE (left) and TM (right) grid for a rectangular waveguide

required. Such techniques require the de�nition of a grid of nodes where the analytic equation

will be discretized, so the solution will be evaluated only on the nodes. Typically, the di�erent

boundary conditions lead to the de�nition of two di�erent discretizations of the transverse

section of the structure to evaluate separately TE and TM modes , as it can be seen in �g. 4

for a rectangular waveguide. Named ∆x and ∆y the discretization steps along the axes, the

TE grid external nodes are Dx/2, Dy/2 distant from the conductor, whereas the TM nodes

are Dx, Dy distant. This can cause some problems when the analysis involved the analysis

of mode matching of discontinuities, so a model with only one grid would be preferred.

The Finite Di�erence Frequency Domain method (FDFD) is a numerical technique for the

solution of di�erential equations, which requires a very simple formulation and have an high

25



computational e�ectiveness. It transforms Maxwell equations in the frequency domain or the

Helmholtz equation in the matrix algebraic form

Ax = −k2
t x (8)

whose eigenvectors x describe the potential discretized over the discretization points. The

matrix A that represents the problem is sparse, this makes the computation very e�cient.

The �nite di�erence approach is based on the replacement of the derivative with an its �nite

approximation, so, the solution is computed only on a �nite sets of points, which are the

nodes of the discretization grid.

By considering a single variable function f(x), it can be approximated in the point x0 by a

Taylor Series expansion

f(x0 + h) = f(x0) + f ′(x0)h+
f ′′(x0)h

2
h2 + · · ·+ f (n)(x0)h

n!
hn +Rn(x) (9)

where Rn(x0) is the remainder term. An approximation for the �rst derivative is obtainable

by truncating the Taylor approximation and dividing by h:

f(x0 + h)

h
=
f(x0)

h
+ f ′(x0) +

Rn(x)

h
(10)

if Rn(x) is small enough, it can be neglected and it is obtained the forward approximation

for f ′(x) near the point x0

f ′(x0) ∼=
f(x0 + h)− f(x0)

h
(11)

Similarly, the second derivative approximation can be obtained as

f ′′(x0) ∼=
f(x0 + h)− 2f(x0) + f(x0 − h)

h2
(12)

The FD approach requests the substitution of the derivatives in (5), (6), (7) with a �nite

approximation. A simple application of the FDFD method consists on an approximation of

the system at the second order in a Cartesian reference system for the mode evaluation in a

rectangular waveguide. The eq. 5 in Cartesian coordinates

∂2φ

∂x2
+
∂2φ

∂y2
= −k2

t φ (13)

must be discretized and approximated on a grid of point. In order to obtain a �nite approx-

imation of the partial derivatives in the generic point P, a representation of the potential in

each node around P in terms of P itself is needed. Referring to �g (5), it follows
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Figure 5: Discretization grid

φA = φP +
∂φ

∂x

∣∣∣∣
P

(−∆x) +
1

2

∂2φ

∂x2

∣∣∣∣
P

(−∆x)2 (14)

φB = φP +
∂φ

∂x

∣∣∣∣
P

(−∆y) +
1

2

∂2φ

∂x2

∣∣∣∣
P

(−∆y)2 (15)

φC = φP +
∂φ

∂x

∣∣∣∣
P

∆x+
1

2

∂2φ

∂x2

∣∣∣∣
P

∆x2 (16)

φD = φP +
∂φ

∂x

∣∣∣∣
P

∆y +
1

2

∂2φ

∂x2

∣∣∣∣
P

∆y2 (17)

Combining properly the Taylor approximations ( (14) + (16) , (15) + (17) ) a representation

of (12) in terms of the grid nodes is obtained for x and y direction:

∂2φ

∂x2
∼ 1

∆x2
(φA + φC − 2φP ) (18)

∂2φ

∂y2
∼ 1

∆y2
(φB + φD − 2φP ) (19)

Therefore

∇2
tφ

∣∣∣∣
P

∼ 1

∆x2
(φA + φC − 2φP )

1

∆y2
(φB + φD − 2φP ) =

=
φA

∆x2
+

φB
∆y2

+
φC

∆x2
+

φD
∆y2

−
(

2

∆x2
+

2

∆y2

)
φP (20)

and the Helmholtz equation takes the form

φA
∆x2

+
φB
∆y2

+
φC

∆x2
+

φD
∆y2

− 2

(
1

∆x2
+

1

∆y2

)
φP = −k2

cφP (21)

that is, by referring to a generic point in matricial terms

φi,j−1

∆x2
+
φi+1,j

∆y2
+
φi,j+1

∆x2
+
φi−1,j

∆y2
− 2

(
1

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (22)
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Figure 6: TE grid on the edge

The boundary points of the grids request another approach. By considering a TE mode,

the potential in the generic point D on the edge, as in �g. (6), must verify the (6) and the

expression (17) becomes

φP = φD −
∂φ

∂y

∣∣∣∣
D

∆y

2
= φD

and the (19)
∂2φ

∂y2
∼ 1

∆y2
(φB − φP )

thus, the (20)

∇2
tφ

∣∣∣∣
P

∼ 1

∆x2
(φA + φC − 2φP ) +

1

∆y2
(φB − φP ) =

=
φA

∆x2
+

φB
∆y2

+
φC

∆x2
−
(

2

∆x2
+

1

∆y2

)
φP (23)

The Helmholtz equation, in matricial terms, takes the form

φi,j−1

∆x2
+
φi−1,j

∆y2
+
φi,j+1

∆x2
−
(

2

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (24)

As regards a point on the corner it is

∂φ

∂y

∣∣∣∣
D

= 0
∂φ

∂x

∣∣∣∣
C

= 0

and

φC = φP ⇒ ∂2φ

∂x2
∼ 1

∆x2
(φA − φP )

φD = φP ⇒ ∂2φ

∂y2
∼ 1

∆y2
(φB − φP )

∇2
tφ

∣∣∣∣
P

∼ 1

∆x2
(φA − φP ) +

1

∆y2
(φB − φP ) =

φA
∆x2

+
φB
∆y2

−
(

1

∆x2
+

1

∆y2

)
φP (25)
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Figure 7: TE grid on a corner

thus, the 13 in matricial terms becomes

φi,j−1

∆x2
+
φi+1,j

∆y2
−
(

1

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (26)

Thus, the linear system which provide the potential on the transverse section consists on

equations like

φi,j−1

∆x2
+
φi+1,j

∆y2
+
φi,j+1

∆x2
+
φi−1,j

∆y2
− 2

(
1

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (27)

φi,j−1

∆x2
+
φi−1,j

∆y2
+
φi,j+1

∆x2
−
(

2

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (28)

φi,j−1

∆x2
+
φi+1,j

∆y2
−
(

1

∆x2
+

1

∆y2

)
φi,j = −k2

cφi,j (29)

This representation implies that each line of the A matrix contains at most �ve non-zero

elements, so the system is sparse and the FDFD is very e�ective to achieve the solution.

5.1 Approximation of the fourth order

The traditional 2nd-order FDFD scheme can be extended to the 4th order to obtain a more

precise description of the �eld distribution. A 4th order scheme provides an higher precision

for the same discretization step compared to the 2nd order, thus, it allows to use a less dense

grid to obtain the same precision. In this case, the A matrix is very smaller and slightly less

sparse, so the computation time results to be reduced.

5.1.1 Cartesian case

Considering a regular Cartesian grid with step (∆x,∆y) and de�ning the generic sample as

φi,j = φ(i∆x, j∆y), the equation can be discretized in the point P. Repeating the method
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Figure 8: FDFD grid - internal point

applied in (14-17), the potential in each node referred to the reference point P . As regards

the direction y, it follows

φD = φP +
∂φ

∂y

∣∣∣∣
P

(2∆y) +
1

2

∂2φ

∂y2

∣∣∣∣
P

(2∆y)2 +
1

6

∂3φ

∂y3

∣∣∣∣
P

(2∆y)3 +
1

24

∂4φ

∂y4

∣∣∣∣
P

(2∆y)4

φN = φP +
∂φ

∂y

∣∣∣∣
P

(∆y) +
1

2

∂2φ

∂y2

∣∣∣∣
P

(∆y)2 +
1

6

∂3φ

∂y3

∣∣∣∣
P

(∆y)3 +
1

24

∂4φ

∂y4

∣∣∣∣
P

(∆y)4

φM = φP +
∂φ

∂y

∣∣∣∣
P

(−∆y) +
1

2

∂2φ

∂y2

∣∣∣∣
P

(−∆y)2 +
1

6

∂3φ

∂y3

∣∣∣∣
P

(−∆y)3 +
1

24

∂4φ

∂y4

∣∣∣∣
P

(−∆y)4

φB = φP +
∂φ

∂y

∣∣∣∣
P

(−2∆y) +
1

2

∂2φ

∂y2

∣∣∣∣
P

(−2∆y)2 +
1

6

∂3φ

∂y3

∣∣∣∣
P

(−2∆y)3 +
1

24

∂4φ

∂y4

∣∣∣∣
P

(−2∆y)4

In this case, the Taylor approximations results analytically complex, it has preferred to impose

a �nite terms expansion of the �rst term of the eigenvalue equation (5). This representation

requires a less analytic complexity, and it's easily to generalize to other structures.

∂2φ

∂y2

∣∣∣∣
P

∼
∑

i=D,N,M,B

Ai(φi − φP ) =

ADφD +ANφN +AMφM +ABφB − (AD +AN +AM +AB)φP (30)
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We impose that this expression is equal to

∂2φ

∂y2

∣∣∣∣
P

= B1
∂φ

∂y

∣∣∣∣
P

+B2
∂2φ

∂y2

∣∣∣∣
P

+B3
∂3φ

∂y3

∣∣∣∣
P

+B4
∂4φ

∂y4

∣∣∣∣
P

with the conditions

B1 = 0 B2 = 1 B3 = 0 B4 = 0

The equivalence leads to the matricial system∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2∆y ∆y −∆y −2∆y

(2∆y)2

2

∆y2

2

(−∆y)2

2

(2∆y)2

2

(2∆y)3

6

∆y3

6

(−∆y)3

6

(2∆y)3

6

(2∆y)4

24

∆y4

24

(−∆y)4

24

(2∆y)4

24

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

AD

AN

AM

AB

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

B1

B2

B3

B4

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(31)

Such a system provides the values of the Ai coe�cients, now it is possible to express the (30)

as
∂2φ

∂y2

∣∣∣∣
P

∼ − 1

12Dy2
φD −

1

12Dy2
φB +

16

12Dy2
φN +

16

12Dy2
φM −

30

12Dy2
φP (32)

Similarly, in the x direction

∂2φ

∂x2

∣∣∣∣
P

∼ − 1

12Dx2
φC −

1

12Dx2
φA +

16

12Dx2
φL +

16

12Dx2
φF −

30

12Dx2
φP (33)

Therefore it is obtained:

∇2
tφP =

1

12

(
− φD
Dy2

− φB
Dy2

+ 16
φN
Dy2

+ 16
φM
Dy2

)
+

1

12

(
− φC
Dx2

− φA
Dx2

+ 16
φL
Dx2

+ 16
φF
Dx2

)
+

− 2

12

(
15

Dy2
+

15

Dx2

)
φP (34)

This equation can be applied to all internal point in the grid to get the discretized form of

Helmholtz

1

12

(
−φi+2,j

Dy2
− φi−2,j

Dy2
+ 16

φi+1,j

Dy2
+ 16

φi−1,j

Dy2

)
+

1

12

(
−φi,j+2

Dy2
− φi,j−2

Dy2
+ 16

φi,j+1

Dy2
+ 16

φi,j−1

Dy2

)
+

− 2

12

(
15

Dy2
+

15

Dx2

)
φi,j = −k2

t φi,j (35)
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Equation (35) cannot be used for boundary points. As regards a point on the edge, it is

∂2φ

∂y2

∣∣∣∣
P

∼
∑

i=B,M,S

Ai(φi − φP ) = ABφB +AMφM +ASφS − (AB +AM +AS)φP

The analysis is di�erent for TE and TM potentials evaluation.

Figure 9: Boundary point for TE grid

As regards to the TE modes, referring to �gure ( 9 ) and imposing the (6), it is

∂φ

∂y

∣∣∣∣
D

∼ ∂φ

∂y

∣∣∣∣
P

+
∂2φ

∂y2

∣∣∣∣
P

∆y

2
+

1

2

∂3φ

∂y3

∣∣∣∣
P

(
∆y

2

)2

+
1

6

∂4φ

∂y4

∣∣∣∣
P

(
∆y

2

)3

= 0

thus
∂φ

∂y

∣∣∣∣
P

= −∂
2φ

∂y2

∣∣∣∣
P

∆y

2
− 1

2

∂3φ

∂y3

∣∣∣∣
P

(
∆y

2

)2

− 1

6

∂4φ

∂y4

∣∣∣∣
P

(
∆y

2

)3

(36)

By imposing a form like

∂2φ

∂y2

∣∣∣∣
P

= B1
∂φ

∂y

∣∣∣∣
P

+B2
∂2φ

∂y2

∣∣∣∣
P

+B3
∂3φ

∂y3

∣∣∣∣
P

+B4
∂4φ

∂y4

∣∣∣∣
P

(37)

and substituting (36) in (37)

∂2φ

∂y2

∣∣∣∣
P

=

[
B2 −B1

∆y

2

]
∂2φ

∂y2

∣∣∣∣
P

+

[
B3 −B1

1

2

(
∆y

2

)2
]
∂3φ

∂y3

∣∣∣∣
P

+[
B4 −B1

1

6

(
∆y

2

)3
]
∂4φ

∂y4

∣∣∣∣
P

(38)

This equivalence in (38) is veri�ed if

B2 −B1
∆y

2
= 1

B3 −B1
1

2

(
∆y

2

)2

= 0
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Figure 10: Boundary point for TM grid (1)

B4 −B1
1

6

(
∆y

2

)3

= 0

Applying a linear system as in the "normal" case, we found

∂2φ

∂y2

∣∣∣∣
P

=
1

24∆v2
(21φM + 3φB − φS − 23φP ) (39)

Adding (39) to (33) the �nite approximation of (5) is obtained for a boundary point in the

TE case

∇2
Tφ =

[
∂2φ

∂u2
+
∂2φ

∂v2

]
P

=

=
32

24∆u2
φF +

32

24∆u2
φL −

2

24∆u2
φA −

2

24∆u2
φC +

21

24∆v2
φM +

3

24∆v2
φB −

1

24∆v2
φS

− 1

24

(
60

∆u2
+

23

∆v2

)
φP (40)

As regards the TM mode, referring to �g. (10), since

φD = 0

we have

∂2φ

∂v2

∣∣∣∣
P

∼
∑

i=D,B,M,S

Ai (φi − φP ) = ABφB +AMφM +ASφS − (AB +AD +AM +AS)φP

Repeating the steps of the TE case, we obtain

∂2φ

∂y2

∣∣∣∣
P

=
7

3∆v2
φM −

2

5∆v2
φB +

1

21∆v2
φS −

16

3∆v2
φP
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that, added to (33), is[
∂2φ

∂x2
+
∂2φ

∂y2

]
P

=
16

12∆x2
φF +

16

12∆x2
φL −

1

12∆x2
φA −

1

12∆x2
φC +

7

3∆y2
φM −

2

5∆y2
φB+

+
2

21∆y2
φS −

(
30

12∆x2
+

16

3∆y2

)
φP

As regards the point M, considering the points T,S,B and P

Figure 11: Boundary point for TM grid (2)

∂2φ

∂v2

∣∣∣∣
M

=
1

12∆v2
(11φP + 6φB + 4φS − φT − 20φM )

the Laplace operator becomes[
∂2φ

∂x2
+
∂2φ

∂y2

]
M

=
16

12∆x2
φF +

16

12∆x2
φL −

1

12∆x2
φA −

1

12∆x2
φC +

11

12∆y2
φP + ...

+
6

12∆y2
φB +

4

12∆y2
φS −

1

12∆y2
φT −

1

12

(
30

∆x2
+

20

∆y2

)
φM

5.1.2 Elliptic case

A rectangular lattice of sampling points is a very accurate grid for rectangular and staircase

ridges, whereas it reduces a curvilinear geometry to a staircase approximate structure. A

suitable elliptical grid perfectly �ts the boundary of a circular or elliptical waveguide, and

it allows to evaluate the electromagnetic modes in an elliptical waveguide with the required
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accuracy using order of magnitude less sampling points than the standard approach of FDFD,

namely the use of a rectangular grid with a staircase approximation of the boundary.

Figure 12: Elliptic grid

Similarly to Cartesian case, the �gure (12) shows the scheme of sampling points to be

considered in the elliptic coordinates applications of the FD approximation. The second

derivative along the u-axis, involves the approximation of φ in the points Q, D, B, N referred

to P

φB = φP +
∂φ

∂u

∣∣∣∣
P

(−∆u) +
1

2

∂2φ

∂u2

∣∣∣∣
P

(−∆u)2 +
1

6

∂3φ

∂u3

∣∣∣∣
P

(−∆u)3 +
1

24

∂4φ

∂u4

∣∣∣∣
P

(−∆u)4 (41)

φN = φP +
∂φ

∂u

∣∣∣∣
P

(−2∆u) +
1

2

∂2φ

∂u2

∣∣∣∣
P

(−2∆u)2 +
1

6

∂3φ

∂u3

∣∣∣∣
P

(−2∆u)3 +
1

24

∂4φ

∂u4

∣∣∣∣
P

(−2∆u)4 (42)

φD = φP +
∂φ

∂u

∣∣∣∣
P

(∆u) +
1

2

∂2φ

∂u2

∣∣∣∣
P

(∆u)2 +
1

6

∂3φ

∂u3

∣∣∣∣
P

(∆u)3 +
1

24

∂4φ

∂u4

∣∣∣∣
P

(∆u)4 (43)

φQ = φP +
∂φ

∂u

∣∣∣∣
P

(2∆u) +
1

2

∂2φ

∂u2

∣∣∣∣
P

(2∆u)2 +
1

6

∂3φ

∂u3

∣∣∣∣
P

(2∆u)3 +
1

24

∂4φ

∂u4

∣∣∣∣
P

(2∆u)4 (44)

leading to
∂2φ

∂u2

∣∣∣∣
P

=
1

12

1

∆u2
(16φB + 16φD − φN − φQ − 30φP ) (45)

Analogously, in the v direction

∂2φ

∂v2

∣∣∣∣
P

=
1

12

1

∆v2
(16φH + 16φG − φA − φC − 30φP ) (46)
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Thus we have a discrete approximation of the nabla operator which provide a formulation of

the Helmholtz equation suitable for the FDFD

∇2
tφ =

∂2φ

∂u2
+
∂2φ

∂v2
=

16

12∇v2
φH+

16

12∇v2
φG−

1

12∇v2
φA−

1

12∇v2
φC

16

12∇u2
φB+

16

12∇u2
φD−

1

12∇u2
φN−

1

12∇u2
φQ+

− 30

12

(
1

∆u2
+

1

∆v2

)
φP (47)

Because of singularities problem, this formulation is not applicable in the foci of the ellipse

and in its major axis.

For a point P lying on the segment joining the two foci, it is u = 0. Therefore, P is a singular

point of the grid, but the potential must be regular. To solve the equation in this points, the

Helmholtz equation is integrated in the cell SF , of sizes ∆x×∆y centered in P, as

∫
SF

∇2
tφdS = −k2

t

∫
SF

φdS

and through the Gauss theorem it becomes a problem of the border ΓF of the cell around the

point ∫
ΓF

∂φ

∂n
· dl = −k2

t

∫
SF

φdS

then, the second term can be substituted with the value φX of the potential in the center X

of the discretization cell SF . ∫
ΓF

∂φ

∂n
· dl = −k2

t φX Ŝ

where Ŝ is the cell area. So the equation to be considered in the eigenvalue problem is

1

Ŝ

∫
ΓF

∂φ

∂n
· dl = −k2

t φX

To evaluate the left hand side, ΓF is divided into (curved) segments, along the coordinate

curves, and the normal derivative is evaluated in �nite terms. The �rst term of this equation

is dicretized by evaluating the derivative over four points around the focus along each axis,

following the same method described for the internal points.

As regards the boundary point, it is possible to distinguish between two cases: a "radial"

and an "angular" case. For the �rst case (see �g. (13) on the left)

∂2φ

∂u2

∣∣∣∣
P

∼
∑

i=B,N,S

Fi(φi − φP ) =

[
T1
∂φ

∂u

∣∣∣∣
P

+ T2
∂2φ

∂u2

∣∣∣∣
P

+ T3
∂2φ

∂u3

∣∣∣∣
P

+ T4
∂2φ

∂u4

∣∣∣∣
P

]
(48)
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Figure 13: Boundary points on elliptic ridge

where the Tk are linear combination of the unknown Fi coe�cient

Tk =
∑

i=B,N,S

Fi ·∆uki (49)

As regards the TE boundary condition, we can expand it as

∂φ

∂u

∣∣∣∣
x

∼=
∂φ

∂u

∣∣∣∣
P

+
∂2φ

∂u2

∣∣∣∣
P

(
∆u

2

)
+

1

2

∂3φ

∂u3

∣∣∣∣
P

(
∆u

2

)2

+
1

6

∂4φ

∂u4

∣∣∣∣
P

(
∆u

2

)3

= 0 (50)

and, spelling out
∂φ

∂u

∣∣∣∣
P

from (50) and substituting in the right side of (48)

(
T2 − T1

∆u

2

)
· ∂

2φ

∂u2

∣∣∣∣
P

+

(
T3 − T1

∆u2

8

)
· ∂

3φ

∂u3

∣∣∣∣
P

+

(
T4 − T1

∆u3

48

)
· ∂

4φ

∂u4

∣∣∣∣
P

(51)

This is an approximation of
∂2φ

∂u2

∣∣∣∣
P

if


T2 − T1

∆u

2
= 1

T3 − T1
∆u2

8
= 0

T4 − T1
∆u3

48
= 0

(52)

And the Fi are obtained from the linear system 52. So, the (45) becomes

∂2φ

∂u2

∣∣∣∣
P

=
1

24∆u2
(21φB + 3φN − φS − 23φP ) (53)

and the Helmholtz equation has the shape

21

24∆u2
φB+

3

24∆u2
φN−

1

24∆u2
φS+

1

∆v2
φH+

1

∆v2
φG−

(
23

24∆u2
+

2

∆v2

)
φP ∼= −k2

t φ
2
P (54)
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The TM modes can be computed with the same TE grid, by imposing the BC φX = 0

and expressing the potential in X through a Taylor approximations

φX = φP +
∂φ

∂u

∣∣∣∣
P

(
∆u

2

)
+

1

2

∂2φ

∂u2

∣∣∣∣
P

(
∆u

2

)2

+
1

6

∂3φ

∂u3

∣∣∣∣
P

(
∆u

2

)3

+
1

24

∂4φ

∂u4

∣∣∣∣
P

(
∆u

2

)4

= 0 (55)

Extracting
∂2φ

∂u2

∣∣∣∣
P

from (55) and substituting it in (48), and solving the linear system (51), it

is found the expression for the second derivative in P

∂2φ

∂u2

∣∣∣∣
P

=
7

3∆u2
φB −

2

5∆u2
φN +

1

12∆u2
φS −

16

3∆u2
φP (56)

Substituting (46) and (56) in (47) we have the �nal expression for the Helmholtz equation in

the edge point

7

3∆u2
φB −

2

5∆u2
φN +

1

21∆u2
φS −

1

3∆v2
φG +

5

3∆v2
φH −

2

15∆v2
φA

+

(
4

δv2
+

16

3∆u2

)
φP ∼= −k2

t φ
2
P (57)

All other points can be dealt with in the same way as for TE modes.
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6 Techniques of �eld computation

The �rst approach to the electromagnetic analysis of rectangular R-WG [27], [28] is the

transverse resonance technique (TRT) [29]. TRT is able to compute, in an approximate way,

the cut-o� frequencies of the �rst few modes of a R-WG and their attenuation. Moreover,

Hopfer[28] was able to compute also the power handling capability (PHC) taking also into

account, in an approximate way, the singular behaviour of the �eld at the edges of ridges.

Of course, numerical techniques such as FDFD[31] or FEM[32] allows to compute cut-o�

frequencies and modal distribution of a R-WG with a far better accuracy. The FDFD approach

is the simplest numerical strategy to compute eigenvalues and modes of metallic hollow WGs

and therefore it is well tailored to be used in PSO but it is useful also in procedure based on

method of moments (MoM) or mode-matching (MM). The WG section is partitioned in a set of

Figure 14: TE grid for FDFD analysis of ridge waveguides

regular discretization cells (�g. 14), and the di�erential eigenvalue problem represented by the

Helmholtz equation is replaced by a �nite di�erence one, using suitable Taylor approximations

of second or fourth order. The standard FDFD approach, using two Cartesian sampling

grids (one for TE modes and the other for TM, due to the di�erent boundary conditions),

allows a very e�ective solution for rectangular waveguides or, more generally, for WG with

piecewise rectangular boundaries, since in these cases the boundary is perfectly �tted to the

discretization grid, either uniform or non-uniform. The FDFD has been suitably generalized to

evaluate all modes (either TE or TM) on a single grid. The discretization results in a matrix

eigenvalue problem, which is sparse, so a very e�ective computation is possible. Once the

eigenvalue problem is solved, the smallest two eigenvalues gives directly the WG bandwidth.

The approach has been generalized to reach a comparable accuracy and computational load for
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other geometries, including trapezoidal ones, which is of interest in R-WG analysis. Moreover,

the devised approach is able to evaluate both TE and TM modes on the same grid.

Once the eigenvalue problem is solved, the smallest two eigenvalues gives directly the WG

bandwidth. The respective eigenvectors represent the potential distribution of the �rst two

modes. From the potential, it's easy to obtain the �eld distribution. The knowledge of the

�eld distribution allows to compute the power �ux P through a transverse section of a R-WG

using its relationship with the total energy for unit length WEM [28].
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7 Power evaluation

The PHC depends on both the WG shape and, for hollow WGs, the dielectric capability of

the air. In order to compare di�erent R-WGs, the maximum value of
∣∣E∣∣ has been set to 1.

Two di�erent ways have been investigated to evaluate the power.

The �rst technique had been proposed by Hopfer [28], who started its study from the

relation between the power �ux P and the total energy for unit length WEM

P = WEM
kzc

k0

Basically, the TRT proposed by Hopfer evaluates the power by considering the �eld constant

along the short side of the waveguide (which is true for a rectangular WG but not for a

ridged one) and adding the capacitance contribution at the edge of the ridges. It de�nes an

analytic representation of V of the �rst mode along the long side following the transmission

line theory, that results in a sinusoidal function. The V is described by di�erent functions in

di�erent areas of the WG, and boundary and symmetry conditions are exploited to obtain the

formula. The square of these functions are integrated over the area of the trasverse section of

the WG. Hopher computed the approximated analytic expression for the power carried by the

ridged waveguide with a single o double ridge centered along the long side. For a double ridge

waveguide (�g. 15), with the ridges centered along the long sides, the PHC can be computed

as

P =
1

√
ε0µ0

λ0

λg

[
2

(
1

2
CV 2

0

)
+
ε0
2

∫
S
E2dS

]
where E = bV (or dV in the area where there are the ridges, with d height of the guide in

the ridged area) and 1/2CV 2 is the contribute of the fringing �eld on the edge of the ridge.

C is the capacitance equivalent to each height discontinuity and it is evaluated through the

approximate formula

C =
2ε0
π
ln

[
csc

(
πd

2b

)]
and V0 is the fundamental mode voltage at the ridge edge.

Despite of the reduced accuracy, the TRT used by Hopfer is still a useful tool for the

�back-to-envelope� evaluation of the cut-o� frequency of the fundamental mode[30]. Despite

the accuracy is not comparable with the nunerical techniques, the TRT is su�cient to compute

the PHC of a R-WG. The total energy can be evaluated on the transmission-line equivalent

circuit used for TRT. In [5] the six-ridges case has been described (Fig. 17 represents the TLM

of only half of the transversal section of a six-ridge WG, so it stores half of the total energy),
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Figure 15: Double ridge waveguide

which requires some additional considerations respect to the double-ridge case described in[28].

The TRT starts by considering the transversal section of the R-WG as a resonator. The

propagation constant is the same for each line (representing a parallel plate section of the

R-WG) and it is equal to the transverse propagation constant kt, while the impedance is

proportional to the WG height. To evaluate the PHC, a voltage VM corresponding to the

maximum electric �eld is set at the open-circuit (i.e., at the WG center), and an unknown

current IS at the short circuit end (i.e. at the WG lateral wall).

The total energy can be evaluated on the transmission-line equivalent circuit used for

TRT. Since the double-ridge case is discussed in an appendix of [28], in this work the six-

ridges case is described, shown 16. For sake of semplicity, it has been considered a geometry

with equal ridges. Fig. 17 represents the transmission line model (TLM) of only half of the

transversal section of a six-ridge WG, so it stores half of the total energy), which requires

some additional considerations respect to the double-ridge case described in [28]. The TRT

Figure 16: Six ridges waveguide

starts by considering the transversal section of the R-WG as a resonator. The propagation

constant is the same for each line (representing a parallel plate section of the R-WG) and it
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is equal to the transverse propagation constant kt, while the impedance is proportional to the

WG height. To evaluate the PHC, a voltage VM corresponding to the maximum electric �eld

is set at the open-circuit (i.e., at the WG center), and an unknown current IS at the short

circuit end (i.e. at the WG lateral wall).

Figure 17: Transmission line model for a 6 ridge waveguide

Letting l1 = w/2, l2 = t, we have

V1 = A1 cos(kx x)

V2 = A2 cos [kx (x− l1)]− j B2 sin [kx (x− l1)]

V3 = A3 cos [kx (x− (l1 + l2))]− j B3 sin [kx (x− (l1 + l2)]

V4 = B4 sin (kx x
′) ,

(58)

where kx = kc = 2π/λc and

A1 = VM B2 = −jZ2 I2,in

A2 = V1(w/2) B3 = −jZ1 I3,in

A3 = V2(w/2 + t) B4 = −jZ2 Is.

(59)

I2,in,I3,in are the input currents at the lines after the conderser nodes.
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I1 (w/2) = I2,in − jCV1 (w/2) ,

I2 (w/2 + t) = I3,in − jCV2 (w/2 + t) ,

(60)

The unknown current IS can be obtained by imposing the continuity of the voltages at the

steps. The electric �eld is described from the (58) as

E1 = AV1 E2 = BV2

E3 = CV3 E4 = DV4,

(61)

the constant A,B,C,D can be obtained by imposing the voltage continuity at the steps. The

same model can be applied to a 3-ridge antipodal WG.

A second way evaluates the power trough the �eld distribution obtained from the FDFD.

The electric �eld in the integral is computed by the E-�eld distribution on the transverse

section given by the FDFD. This distribution is normalised so that max(E) is equal to the

�eld at the dielectric breakdown (EBD), so actually gives the maximum power.

P = WEM
kzc

k0
=

1
√
ε0µ0

λ0

λg

ε

2

∫
S
E2dS

The numerical technique is more precise, and it's applicable to every ridged geometry (e.g.

the TRT consideration about voltage has no sense in a trapezoidal R-WG). Moreover, Hopfer

formula consideres the voltage maximum in the center of the waveguide, which is (approxi-

mately) true only for a geometry with centered ridge. The picture 18 shows the di�erence

between the Hopfer's analytical fomula (red line) and the numerical evaluation (blue) for dif-

ferent geometries of a double ridge waveguide. It can be seen that the curves diverge only for

narrow ridges and congerve as the ridges become wide.
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Figure 18: Power evaluation with Hopfer's (red) and numerical (blue) tecniques for a double

rectangular ridge waveguide with dimension (axb) 0 (5x2) cm for h=1mm (a), h=3mm (b),

h=5mm (c) h=7mm (d), h=9mm (e)
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8 Attenuation

The power losses in a real waveguide is due to two contributions. The �nite conductivity of

the metallic conductor causes that the surface current penetrate in the walls. Moreover the

dielectric material which �lls the guide can present a loss, so a fraction of the power which

�ows in the guide is di�used. Both the terms causes a power dissipation and thus a mode

attenuation, if this is relevant it cause a coupling between the modes. In this work only the

power losses due to the �nite conductibility of the metallic conductor are considered, since

the WGs are hollow. Power attenuation on the conductor walls is de�ned as

α =

√
1− k2

t

k2
0(fm)

1

2σδdZ

[
1

k2
t

∫
C
|∇tφ0(t)|2dl +

k2
t

k2
z(fm)

∫
C
|φ0(t)|2dl

]
where fm is the central frequency in the monomodal bandwidth.

In terms of implementation, this results in a directional derivative along the metallic

conductor of the potential computed through the FDFD to evaluate the gradient ∇tφ0(t)

along the edges of the waveguide. The �rst integral is computed trough the trapezoidal rule,

the second with the rectangle method.
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9 Optimization

As it has been said in the previous paragraphs, the ridged geometry increases the mono-modal

bandwidth of the structure but reduces power handling capability, so this issue can limit their

use. In order to get an e�ective trade-o� between these two con�icting requirements, a suitable

optimization procedure should be devised. It has been chosen to use the PSO algorithm as

optimizer, developed in MATLAB. The optimization tool must be linked to a suitable model

of electromagnetic analysis to allow the evaluation of the performance in terms of bandwidth,

PHC and attenuation on the metallic conductor. The picture (19)shows the integration of

the EM analysis in the PSO algorithm.

Figure 19: Optimization scheme

The PSO variables to be optimized and which constitute the vector x are the geometric

parameters of the ridges: dimensions (width and height) and position (for the multi-ridged

geometries), expressed in terms of nodes on the TE grid. They are iteratively modi�ed by the

algorithm to �nd the optimal geometry according to the request. The objective function (o.f.)
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describes the request we want to achieve with the optimal geometry, and evaluate how each

geometry described by the swarm is suitable to the requests. To do this, the o.f. creates a

discrete modelization of the transverse section of the guide, and with an electromagnetic model

evaluates the propagation characteristics of the ridge WG, whose parameters are described

by the PSO particle coordinates.

Figure 20: Singularities and forbidden geometries

Each dimension can vary from the minimum length set by resolution (grid node distance)

to the maximum dimension which allows the eigenvalue problem to be solved. As a matter of

fact, a structure one node wide (see �g. 20)will cause a singularity in the eigenvalue problem.

But also a structure two nodes wide doesn't allows as accurate solution. It is clear that the

chose of the objective function is one of the most important step of the project.

9.1 Convergence test

The behaviour of a R-WG in terms of BW is rather well-known. Some preliminary opti-

mization of f(∞) (i.e. BW-only optimization) have been then performed to evaluate the

convergence properties of our approach. Since the solution space is discrete, we assume as

convergence criterion the equality of the best and worst �tness values of the swarm. By con-

sidering a WG with size (a× b) = (5× 2)cm with a discretization step of 0.1 mm; a test on a

con�guration with a symmetric double ridge leads to the result that the largest BW requires

the highest possible ridges (h = 0.99cm) with a large width (w = 1.92cm). This optimum is

always obtained using di�erent c1, c2, np values and starting point, since no traps are present.

The smaller ci's, the more rapid the convergence: for np = 5, the convergence require about

80 steps for c1 = c2 = 1.5, and about 100 steps for c1 = c2 = 2. A similar behaviour has been
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obtained for larger np. On the other hand, a larger ci's allow to better explore the solution

space, and therefore to escape more easily from traps. The increase in the computational cost

is quite small and, since the introduction of the PHC constraints modi�es the topology of the

solution space and can introduce some local minima (i.e. traps) we have, in the following,

chosen c1 = c2 = 2.

Then, the dependence of the optimization on the number of particles of the swarm has

been tested. A typical value for np is 1.5 to 2 times the number of optimization variables. Of

course, for the simple cases involving only two variables, we have taken np ≥ 5. It appears

that a signi�cant increase of np introduces no reduction in the number of iterative steps.

Even worse, this number usually increases a little bit (10-30 % in the cases we have tested).

Therefore, it has been concludes that the typical value of np quoted above is also the more

e�ective.

As regards the other parameters of the algorithm, it has been chosen a velocity clamping

equal to α = 0.5 and a linear decreasing inertia weight w from 0.9 to 0.4. The absorbing wall

has been chosen as boundary condition.
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10 Rectangular waveguide

The �rst study focused on a simple bandwidth optimization of rectangular waveguides [3],

comparing di�erent geometries. The results showed which shape provides the best bandwidth

improvement.

Named

b0 =

(
f0

c/(2a)

)2

b0 =

(
f1

c/(a)

)2

the cuto� frequencies for the ridge waveguide normalized to the rectangular one, the objective

function was chosen as

f =
1

b1 − b0
The test considered a standard waveguide (6 x 2 cm) has been discretized using a TE

grid, with a discretization step equal to 0.1 mm with respectively with two, four and six

simmetric ridges centered along the width of a rectangular WG. As it was expected, the 2-

ridge con�guration is the only one which provide an improvement in terms of bandwidth. It

follows that, when only the bandwidth is the requirement, more than two single ridges are of

no utility.

A second study [4] introduced the con�icting requests by using a simple objective function

which consisted of a weighted sum of the BW and PHC normalized to their values computed

for a rectangular waveguide with the same side dimensions. A simple double ridge geometry

and a single "staircase" one have been considered. The objective function has been modeled

as

f =
1

P − c(b0 − b1)

where P is the maximum power the WG can handle. The parameters c weights between the

2 requirements. It has been shown how varying the relative weight between the requirements

of a large bandwidth, and a good power handling capability, the algorithm �nds quite di�erent

optimal solution. The third work [5] has been developed an objective function that allow the

trade-o� between con�icting request: the base idea is maximize a request limiting the other

one. In this case it has been selected an objective function 62 able to maximize the bandwidth

for a �xed power reduction. the bandwidth is maximized.
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f(k) =

∣∣∣∣∣∣∣
Prect
k
− Pridge

Pridge

∣∣∣∣∣∣∣+

∣∣∣∣ BWrect

BWridge

∣∣∣∣2 (62)

Such a formula maximizes the BW with a constraint on the power decrease (k-time re-

duction with respect to the rectangular WG). It has been usually chosen k = 2.0; 3.0, so that

the objective function tries to optimize the BW with a maximum power reduction equal to

50% or 66%. Fig. 21 shows the geometries consider in this work. A �rst test investigates

(a) Double symmetric rectangular ridge (b) Single symmetric rectangular ridge

(c) Six symmetric rectangular ridge (d) Antipodal symmetric rectangular ridge

Figure 21: R-WG con�guration optimized in [5]

the best solution between a single (con�guration (a)) and a double (b) ridge con�guration

to achieve a bandwidth improvement by using ridges placed at the center of the long sides.

The optimum BW is compared with the best one obtained with no PHC constraints, which

is equal to 6.7726 GHz (i.e. BWN = 2.711), but in this case the maximum power �ux is very

small respect to Prect.

A single ridge presents (table 2) a lower improvement in terms of bandwidth respect to

the 2-ridges case (table 1). Second test considered the e�ect of side ridges. The con�guration

3 does not work for the equal ridges case: as expected, large side ridges prevent the BW

improvement, so the algorithm tends to remove them and the geometry tends toward an

unridged WG. Regarding the case with di�erent ridges, the symmetry of the fundamental
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f(k) w h BW BWN

f(2) 210 39 3.0698 1.2288

f(3) 198 54 3.4218 1.3697

Table 1: R-WG: con�guration a

f(k) w h BW BWN

f(2) 170 73 2.9983 1.2002

f(3) 158 103 3.2852 1.315

Table 2: R-WG: con�guration b

f(k) wc hc ws hs s BW BWN

f(2) 192 76 194 48 7 3.4812 1.3934

f(3) 174 72 192 31 18 3.6682 1.4683

Table 3: R-WG: con�guration c

f(k) wc hc ws hs s BW BWN

f(2) 112 91 20 32 211 3.2485 1.3003

f(3) 118 93 18 10 203 3.2655 1.3071

Table 4: R-WG: con�guration d

mode allows to simplify the problem to a symmetric structure with respect to its two axes: it

has been considered a geometry whose central ridges (wC , hC) vary independently from the

side ones (wS, hS), moreover the spacing between the ridges s is chosen another parameter

to be optimized. The solution space has therefore 5 dimensions and the optimized geometries

(obtained with np = 20 particles in the swarm) are shown in table 3. A comparison with table

1 shows a signi�cant BW improvement (for a given PHC) due to the additional (optimized)

side ridges. As a further analysis of the side ridges e�ect, we consider an antipodal geometry

(con�guration 4), where the two external ridges are equal and equally spaced from the central

one. Such con�guration can also be obtained by adding two lateral ridges to con�guration 2 on

the un-ridged side. Since the ridge spacing is also an optimization variable, the solution space

has again 5 dimensions, and we used np = 20 in the tests. Table 4 displays the performance
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of this geometry.

In both cases, the lateral ridges are small and distant from the central one and, unlike the

con�guration 2, the central ridge does not cross the horizontal axis of the WG. It is apparent

from table 4 that the antipodal con�guration allows a BW improvement when a relatively

loose constraint on PHC is set. For the tested case, a constraint of 50% reduction in power

gives an improvement in BW around 10%. On the other hand, when a small PHC is required,

the single ridge geometry is preferable. The side ridges a�ect the bandwidth improvement

in the antipodal geometry, on the ohter improve the BW in the 6-ridge one. So, among the

di�erent geometries presented, the 6-symmetric ridge geometry results to be the best solution

in term of bandwidth.

Finally [6] extendend the study about the power constraints to the bandwidth maximiza-

tion for a given attenuation increase. To devise the objective function, the ratio between

the actual R-WG properties and the rectangular WG ones has been considered as regards

bandwidth, PHC and losses

RB =
Brect
Bridge

RP =
Prect
Pridge

Rα =
αrect
αridge

(63)

As regards the trade-o� solutions, the chosen objective function limits the power reduction

(or the attenuation increase) respect to a WG without ridges and provides the maximum

bandwidth that can be reached with that reduction. The following functions

fP (k) =

∣∣∣∣RPk − 1

∣∣∣∣+R2
B (64)

and

fα(k) =

∣∣∣∣k − 1

RA

∣∣∣∣+RB (65)

have been selected to maximize the bandwidth with a k-times reduction in PHC (fP ), or with

an increase in attenuation (fα), respect to a rectangular WG (e.g. k=1.1 limits to a 10%

increase).

Di�erent R-WG con�gurations have been considered (�g. 22):

a) a standard double R-WG structure with two symmetric ridges centred along the width

of a rectangular WG.

b) a double-trapezoidal R-WG structure with the ridges centred along the width of WG.

c) a singled 3-step "staircase" R-WG structure with ridges centred along the width of WG.
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d) a double 3-step "staircase" R-WG structure with ridges centred along the width of WG.

e) a double depressed-rectangular R-WG structure.

f) a double depressed-trapezoidal R-WG structure with the ridges centred along the width

of WG.

All con�gurations have been tested with 20 particles in the swarm, with constant accel-

erations equal to c1 = c2 = 2. In our tests, we have optimized the bandwidth respect to a

power reduction by a factor 2 and 3, thus considering fP (2) and fP (3), and respect to an

attenuation increase by a factor 2 and 5, i.e., using fα(2) and fα(5).
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(a) Double symmetric rectangular ridge (b) Double trapezoidal ridge

(c) Single staircase ridge (d) Double staircase ridge

(e) Double depressive ridge (f) Double trapezoidal depressive ridge

Figure 22: Geometries and variables of the analysed con�gurations
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10.1 Convergence analysis

In order to understand the properties of the chosen approach, the graphs of the R-WG be-

haviour for a twin-ridge R-WG are shown in the following pictures, as a function of the width

(horizontal axis) and height (vertical axis) of the ridges for a waveguide with dimensions

(a × b) = (5 × 2)cm. As it was expected, a good bandwith improvement (�g. 23) requires

quite big ridge: the maximum is obtained for the maximum height allowed.

Figure 23: Graphs of the objective functions for simple requests: bandwidth

Figure 24: Graphs of the objective functions for simple requests: power handling

Figure 25: Graphs of the objective functions for single requests: attenuation
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The power handling capability (�g. 24) is reduced by the ridge and it decreases as the

ridge dimensions increase. Attenuation (�g. 25) increases as lenght of the conductive walls

increases, that is, as the ridge size increases. So, the desired performances, namely a low PHC

reduction and a low attenuation, have likely behaviour, which is opposite to the bandwidth

one.

From these graphs is clear why a trade-o� is necessary. Such functions have been combined

to obtain a suitable objective function which describes the desired trade-o�. Fig. 26 show the

objective functions (64) chosen in our work for the power reduction limitation for k = 2 (left)

and k = 3 (right), and it appears that a trade-o� between con�icting requirements is actually

obtained. Similarly, the picture 27 show the graphs of the objective functions (65) chosen for

the attenuation limitation for k = 2 (left) and k = 5 (right). The results of the optimization,

shown in table 5, con�rm the outcome of these graphs.

(a) fP (2) (b) fP (3)

Figure 26: Objective functions for PHC-BW trade-o�

(a) fα(2) (b) 5 α

Figure 27: Objective functions for α-BW trade-o�

The convergence of the swarm is shown in �g. 29, ??, 30: all the particle converge to the same
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minimum value of �tness. The maximum power and the bandwidth are shown to demonstrate

that fP (k) actually minimizes the bandwidth with the requested constraint on the power.

Figure 28: Fitness convergence for case "1/2 PHC optimization"

Figure 29: Power convergence for case "1/2 PHC optimization"
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Figure 30: Bandwidth convergence for case "1/2 PHC optimization"
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10.2 Results

Rectangular ridges The variables to be optimized are the width and the height of the

ridges, which are centered along the long side of the WG. The results of table 5,6 has been

obtained either assuming equal ridges and assuming unequal ones.

Figure 31: Rectangular ridge in rectangular waveguide

f w h BW BWN PHC PHCN

fP (2) 1.64 0.38 3.6760 1.2262 0.2819 0.5000

fP (3) 1.54 0.52 4.0596 1.3542 0.1880 0.3336

Table 5: Rectangular double ridge : PHC-BW optimization

f w h BW BWN α αN

fα(2) 1.22 0.76 5.1579 1.7205 0.8413 2.0303

fα(5) 1.14 0.91 6.2211 2.0752 2.0971 5.0609

Table 6: Rectangular double ridge : α-BW optimization

Trapezoidal ridge waveguide The structure has been tested for symmetric (the two ridges

have the same dimensions) and asymmetric geometry (the ridges' dimensions are indepen-

dent): the algorithm has 3 variables in the �rst case (width, height of the ridge, and slope of

the diagonal sides) and 5 in the second. If the variables describe an incoherent geometry (e.g.

the trapezoid converges to a triangle) the geometry is discarded by assigning an high value to

the �tness. Moreover, the diagonal side has requested a variable di�erent discretization step

along the long side, proportional to the slope.

The optimal structures are shown in tables 7, 8, 9, 10.
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Figure 32: Trapezoidal ridge in rectangular waveguide

f w1 w2 h slope BW BWN PHC PHCN

fP (2) 1.875 1.4543 0.36 31◦ 3.6607 1.2211 0.2830 0.5020

fP (3) 2.1802 1.439 0.52 36◦ 4.0122 1.3383 0.1878 0.3331

Table 7: Trapezoidal double ridge - symmetric: power - BW optimization

f w1 w2 h slope BW BWN α αN

fα(2) 2.4066 0.6431 0.86 46◦ 5.7157 1.9066 0.8299 2.0030

fα(5) 2.3181 1.0916 0.92 34◦ 6.6875 2.2307 2.0705 4.9968

Table 8: Trapezoidal double ridge - symmetric: α−BW optimization

f w1u w2u hu w1d w2d hd slope BW BWN PHC PHCN

fP (2) 1.83 1.42 0.38 1.86 1.50 0.34 29◦ 3.6624 1.2217 0.2820 0.5003

fP (3) 1.89 1.45 0.48 1.91 1.42 0.54 25◦ 4.0302 1.3443 0.1878 0.3332

Table 9: Trapezoidal double ridge - asymmetric: power - BW optimization

f w1u w2u hu w1d w2d hd slope BW BWN α αN

fα(2) 2.85 0.51 0.92 2.51 0.03 0.98 52◦ 5.8589 1.9543 0.8383 2.0039

fα(5) 2.37 1.06 0.98 2.39 1.24 0.86 34◦ 6.7038 2.3262 2.0714 4.9999

Table 10: Trapezoidal double ridge - asymmetric: α - BW optimization
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Staircase rectangular ridge waveguides The structure with a single 'staircase' ridge

requires 6 variables in the PSO algorithm. The structure with a double staircase ridges has

been tested for symmetric and asymmetric geometry: the algorithm has 6 variables in the

�rst case and 12 in the second. The constraint of ridge gradually narrower is obtained by

Figure 33: Single and double staircase ridge in rectangular waveguide

using as PSO variables two suitable coe�cients which scale the width of a ridge respect to

the upper one. A similar method is used to scaling the heights. The correct scaling of the

variables has been obtained by choosing as variables the ratio to the upper ridge part: table

11 shows the constraints on the PSO variables.

w1 = w 6 ∆x ≤ w ≤ a− 4 ∆x

w2 = A w1 A ∈ [0.01 : 0.99] 4 ∆x ≤ w2

w3 = B w2 B ∈ [0.01 : 0.99] 2 ∆x ≤ w3

h1 = C h2 C ∈ [0.01 : 0.99] ∆y ≤ h1

h2 = D h3 D ∈ [0.01 : 0.99] 2 ∆y ≤ h2

h3 = h 3 ∆y ≤ h3 ≤ b− 2 ∆y

Table 11: Constraints of staircase geometry
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Tables 12, 13 show the performance of the optimized structure for a single ridge geometry;

tables 14, 15, 16, 17 report the results for the double ridge geometry, for the symmetric and

the asymmetric con�guration.

f w1 w2 w3 h1 h2 h3 BW BWN PHC PHCN

fP (2) 1.20 1.18 1.16 0.01 0.02 0.09 3.5774 1.1933 0.2816 0.4996

fP (3) 4.74 1.04 0.98 0.01 0.09 0.96 3.8566 1.2865 0.1881 0.3337

Table 12: Single staircase ridge - PHC - BW optimization

f w1 w2 w3 h1 h2 h3 BW BWN α αN

fα(2) 2.7 2.54 2.52 0.12 0.28 1.56 3.2060 1.0694 0.8300 2.0031

fα(5) 1.00 0.98 0.96 0.01 0.01 1.82 5.9281 1.9774 2.0766 5.0114

Table 13: Single staircase ridge - α - BW optimization

f w1 w2 w3 h1 h2 h3 BW BWN PHC PHCN

fP (2) 1.66 1.60 0.02 0.37 0.38 0.39 3.6732 1.2253 0.2819 0.5000

fP (3) 1.70 1.66 1.54 0.02 0.04 0.52 4.0584 1.3538 0.1879 0.3334

Table 14: Double staircase - symmetric ridge - PHC - BW optimization

f w1 w2 w3 h1 h2 h3 BW BWN α αN

fα(2) 1.34 1.02 0.62 0.69 0.76 0.80 5.3557 1.7865 0.8472 2.0447

fα(5) 2.08 1.52 1.22 0.15 0.78 0.91 6.5006 2.1684 2.0695 4.9943

Table 15: Double staircase - symmetric ridge ridge - α - BW optimization
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f
w1u w2u w3u

h1u h2u h3u

w1d w2d w3d

h1d h2d h3d

BW BWN PHC PHCN

fP (2)
2.7 2.52 1.74

0.01 0.04 0.35

2.66 1.7 1.38

0.14 0.41 0.43
3.6068 1.2031 0.2836 0.5031

fP (3)
3.52 2.42 1.58

0.01 0.02 0.57

3.80 1.68 1.58

0.02 0.09 0.49
4.0391 1.3473 0.1862 0.3303

Table 16: Double staircase - asymmetric ridge - PHC-BW optimization

w1u w2u w3u

h1u h2u h3u

w1d w2d w3d

h1d h2d h3d

BW BWN PHC PHCN

fα(2)
1.36 1.00 0.44

0.64 0.76 0.83

1.34 1.02 0.48

0.69 0.75 0.79
5.3384 1.7807 0.8328 2.0097

fα(5)
4.92 1.86 1.44

0.01 0.15 0.73

4.18 1.54 1.16

0.01 0.76 0.16
6.4580 2.1542 2.0743 5.0060

Table 17: Double staircase - asymmetric ridge - α-BW optimization
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Depressed-ridge waveguides The geometries are designed similarly to the staircase ridge:

the PSO variables are two geometric parameters (w, h) and a set of coe�cients to scale the

others dimensions (see table 18). The results displayed in tables 19, 20 show that depressed

Figure 34: Single and double depressed ridge in rectangular waveguide

ridges don't provide advantages compared to the simple double ridge waveguide in terms of

bandwidth (the algorithm tends to eliminate the central 'corrugation'), so no trade-o� study

has been done.

w1 = w 6 ∆x ≤ w ≤ a− 4 ∆x

w2 = A w1 A ∈ [0.01 : 0.99] 4 ∆x ≤ w2

h1 = h ∆y ≤ h ≤ (b− 2 ∆y)/2

h2 = B h1 B ∈ [0.01 : 0.99] 2 ∆y ≤ h2

Table 18: Depressed ridge constraints

w1 h1 w2 h2 BW BWN α αN

BW 1.90 0.99 0.02 0.01 7.1086 2.3712 - -

α 0.28 0.26 0.21 0.06 3.2182 1.0435 0.3989 0.9507

Table 19: Depressed rectangular ridge
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wu1 wd1 h1 wu2 wd2 h2 slope BW BWN α αN

BW 4.3101 1.3650 0.99 0.0297 0.0148 0.01 56 8.2837 2.7632 - -

α 2.9772 0.3091 0.99 0.0134 0.2957 0.11 53 6.4581 2.1542 0.0322 0.0777

Table 20: Depressed trapezoidal ridge
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11 Sectoral elliptic waveguide

Ridged circular waveguides, ridged elliptic waveguides (REW) and sectoral elliptic waveg-

uides (SEW) can be found in many components like �lters, matching networks, orthomode

transducers, polarizers and circulators that are widely used in satellite and terrestrial commu-

nication systems. Low-cost design, small size, and optimum performance of these components

are essential to satisfy the payload requirements. An analytical, closed form solution exists

Figure 35: Elliptic ridged waveguides

also for elliptic waveguides, and it has been found by Chu [34] since the 30's. Unfortunately,

the �eld distribution is described by the Mathieu functions [35], whose numerical evaluation

is very cumbersome. The best approach seems the expansion of those functions in a series of

(more tractable) Bessel functions [36] . In [37] the cuto� wavelengths have been computed

e�ciently applying by the method of fundamental solutions. In [38], using Mathieu functions

and their addition theorem, was presented the general exact solution for evaluation the cuto�

frequency in eccentric elliptical waveguides.

The optimization has been applied to the sectoral elliptic waveguides. The structure SEW

(see �g. 36) requires six variables in the PSO algorithm.

Figure 36: Transverse section of a sectoral elliptic waveguide

As seen for staircase rectangular ridge, the correct scaling of the variables has been ob-

tained by choosing as variables the ratio to the upper ridge part and by imposing the con-

straints shown in Table 21.

Table 22 summarizes the optimal dimensions and the performance of the considered struc-
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w1 = w 6∆vhu,v ≤ w ≤ (v2 − v1)hu,v − 4∆vhu,v

w2 = Aw1 A ∈ [0.01 : 0.99] 4∆vhu,v ≤ w2

w3 = Bw2 B ∈ [0.01 : 0.99] 2∆vhu,v ≤ w3

h1 = Ch2 C ∈ [0.01 : 0.99] ∆uhu,v ≤ h1

h2 = Dh3 D ∈ [0.01 : 0.99] 2∆uhu,v ≤ h2

h3 = h 3∆uhu,v ≤ h3 ≤ (u2 − u1)hu,v − 4∆uhu,v

Table 21: Constraints of SEW geometry

ture of �g. 36 and con�rms the e�ectiveness of PSO.

o.f. w1/hu,v w2/hu,v w3/hu,v h1/hu,v h2/hu,v h3/hu,v BW

fp(2) 1.19 1.17 1.15 0.01 0.02 0.09 3.55

fp(3) 4.72 1.02 0.99 0.01 0.09 0.94 3.86

Table 22: Results for SEW optimization
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12 Discussion of the results and conclusions

As it can be seen from the presented results, the chosen objective functions provide the desired

trade-o� between two con�icting requirement. An e�ective limitation in PHC or attenuation

is obtained, whereas the bandwidth is maximized by respecting such a constraint. Therefore,

such approach is quite e�ective in the design of ridge waveguides.

As regards the propagation properties, as regards a rectangular waveguide the trapezoidal

and rectangular R-WG provide almost the same BW when the PHC is constrained. On the

other hand, a wider BW is obtained for trapezoidal ridges when the constraint are set on

the power losses. Except for some cases, the staircase geometries have lower performances

compared to the trapezoidal ones. This could be intuitive by considering the stair-case ridge

as a "discrete" version of the trapezoidal one.

Finally, it is shown how, through a proper modi�cation of the FDFD method for ellip-

tical coordinate (as explained in the chapter 6), it is possible to optimize also WGs with a

curvilinear transverse section.

So, the e�ectiveness of the method has been demonstrated regardless of the mathematical

model which describes the structure .
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Part III

End-Launcher transitions

In microwave engineering, waveguides (WG) are probably the most widely used propagation

structure due to their easy fabrication, high power handling and low losses. Normally, only

part of the microwave system employs waveguides. Therefore, a suitable transition is required

to connect the waveguide part to the rest of the system. The latter can employ coaxial cables or

printed structures, such as microstrip, but high-performances systems have coax connections.

Therefore, WG-to-coax transition with a wideband input match and low insertion loss are

required. The traditional WG-to-coax con�guration has the WG axis orthogonal to the coax

axis, but in some receiver system this is not an admissible solution, since the whole transition

must have a very small transverse size.

In radioastronomy, a typical feed system consists of a 2-dimensional corrugated horn

antenna, marker injector, polarizer and orthomode transducer (OMT), all these devices are

either realized in guided wave technology. The two parallel outputs of OMT match the two

circular polarizations (RHCP and LHCP). These two output signals can be excited through a

transition, which can be realized through di�erent con�gurations. In particular, in a composite

feed system, e.g. horn antennas in array con�guration, the limitation in spacing imposed by

the array factor (gain, grating lobes) re�ects on the spacing between the waveguide elements

[39], so the radiating elements are required to be close and the typical transition cannot be

used, but is necessary to used a a colinear end-launcher transition.

This paper analyses the performance of an in-line coaxial-to-waveguide and a microstrip-

to-waveguide transitions in Q band (33-50 GHz) designed for the Sardinia Radio Telescope

(SRT). Both the models have been designed for a rectangular waveguide WR-22.
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13 General design

The transition is a crucial point of the global design for achieve a wideband matching, and it

has to guarantee a low insertion loss and high return loss to combine properly the involved

components. Moreover, an easy fabrication and a compact design are requested.

Mainly, the transition between two microwave structures has to accomplish two di�er-

ent requests over a large bandwidth: an impedance matching between the two devices and

the mode conversion from the TEM mode in the coaxial cable (or the quasi-TEM in the

microstrip) to the TE10 in the WG. The impedance mismatch is compensated by a ridge

stepped transformer, which reduces the high impedance of the rectangular waveguide to a

more easily matchable value with the end-launcher one, which is typically 50 Ohm. The

dimensions of such ridges are chosen to satisfy the Chebychev multistep wideband matching

(with small modi�cations to satisfy the reactive e�ect at the impedance steps) [40]. Such

a impedance trasformer must satisfy a trade-o� between a good matching (witch requests a

multistep geometry) and a very compact structure (as short as possible). A particular geom-

etry completes the design with the mode conversion between the two guiding structures: it

consists of matching elements in the two structures to be coupled.
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14 Coaxial-cable

First studies about coaxial-to-waveguide transitions has been made by Wheeler [42], who

analyses several con�gurations with a step-ridge transformer. Tang and Wong [43] has applied

the in-line con�guration for a phased array antenna to improve the radiation impedance

characteristics of an element superpositioning of two or more modes. Di�erent solution have

been proposed by the scienti�c community. Deshpande [41] analysed analytically an L-shaped

con�guration. Such a con�guration doesn't request a impedance transformer but it is quite

di�cult to realize at the considered frequency range. Dix [44] has introduced a procedure to

match the waveguide to a 50 Ω coaxial cable on a wideband through a tapered ridge or multi-

section one quarter WL-length transformer ridge, which overcome the problem of shorting the

coax to the WG.

Figure 37: Coaxial cable end launcher: side and top view

The project presented in this work considers a WR-22 ( a x b = 5.6896 x 2.8448 cm, ZPV

= 488 Ω) and a coaxial cable �lled with Te�on (Z=50 Ω). Figures 37 show the top view and

side view of the design. The coaxial cable enters at the center of the long side of the WG and

it's shifted near to the top of the short one. The �rst step of the waveguide is modi�ed to allow

the mode matching between the two structures (the WG height is reduced, and a backshort

is present to allow a better matching) and the inner conductor of the coaxial is shorted to

a ridge. Moreover, the input reactance cancellation is achieved by a reactance-series in the

coaxial cable. Such a reactance is realized through a discontinuity in the dielectric insulator,

the Te�on has been removed at a certain distance from the transition to create a capacitance

which balances the reactive parasitic components inside the waveguide. Figure 38 shows the
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performance of such a geometry: the return loss is lower than -23 dB in the whole Q band.

The order of magnitude of the wavelength in the band Q makes the structure with very small

Figure 38: Coaxial cable end launcher: simulation results

dimensions, therefore an high constructive precision is requested. So, the short between the

coaxial cable and the ridge is a very critical element. For this reason a modi�ed geometry has

been chosen: the coaxial conductor is inserted in a hole created in the �rst ridge (�g. 39).

Figure 39: Coaxial cable end launcher: short between the coaxial cable and the ridge
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The graph 40 shows the return loss of the second version of the project, which is less than

-24dB over all the Q band.

Figure 40: Coaxial cable end launcher: simulation results of the modi�ed geometry
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15 Microstrip

Planar technology is widely used in microwave receivers and signal processing for the easy

realization, compact size and easy integration with other circuits. A lot of possible con�gu-

rations of microstrip-to-waveguide transition have been proposed in the last decades, where

the probe is an extension of the transmission line which carries the signal.

The inline transitions had been introduced by a full-wave analysis of Yao [45] in 1994. In

the following decades other authors proposed alternative design to realize an inline transition

between a microstrip and a waveguide. Deslandes [46] presented a particular transition where

the waveguide is integrated in the same microstrip dielectric. Zhang [47] proposed a simple

assembly which exploits a dielectric-loaded WG.

Figure 41: Microstrip end launcher

Figure 42: Microstrip end launcher: side view

Figures 41, 42 show the design. The microstrip is realized on an Alumina 98% substrate

(thickness 0.127mm, εr = 9.8) The dielectric substrate terminates inside the WG on the �rst

ridge, wheres the ground plane doesn't enter inside the WG. The patch is inserted as well as

in the coaxial case and it's shorted to the ridge, and it's matched to the 50 Ohm line through

a proper transformator. The backshort of the guide is modi�ed to improve the matching, and
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a Chebychev stepped ridge completes the structure. Figure 43 shows the performance of this

geometry: the return loss is less than -22 dB over all the Q band.

Figure 43: Microstrip end launcher: simulation results

A further step of the project has required the connection of the microstrip feeding structure

to a coaxial cable, as shown in �g. 44. This resulted in some modi�cation of the patch and

a little matching network along the microstrip. The �gure 45 shows the performance of the

�nal structure: the return loss is less than -22.5 dB over all the Q band.

Figure 44: Microstrip end launcher: �nal geometry
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Figure 45: Microstrip end launcher: �nal geometry return loss
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16 Optimization

The design of such a structure can't be brought back to analytical functions or a standard

guidelines. Hence, the design not only requires the optmization od the dimension, but most of

all the choice of the right geometry which guarantees in the same time the correct operation ac-

cording to the speci�c, a easy fabrication, good constructive tollerances and a compact shape.

Bacause of this, an automatic optimization of the whole structure not only would request

a very large computational load (due to the large number of parameters to be optimized),

but would imply a de�ned geometry. So, it's not the best way to achieve the speci�cations.

Nevertheless, a optimization strategy can be useful to optimize the Chebychev impedance

transformer. As it is well known, the larger number of sections are used, the better impedance

matching will be achieve over the required frequency range. Ideally, a tapered transformer

would provide the best solution. However, the request of a very compact transition results

in a fewer possible number of stadium, which implies a very precise project. The Chebichev

transformer is described analitycally, and the thoretical values of impedance can be easily

obtained. But, the realization of such a transformer by means a series of ridge waveguides

has some complications. First, the expressions for the three impedances in a waveguide (ZPV ,

ZPI , ZV I) are only approximated formula, moreover each discontinuity between two stadiums

introduce reactive phenomena which a�ect the operation. So, by imposing the same width

for all the ridges, it is necessary to optimize the heights (which modi�es the impedence value)

and the lengths (which balance the reactive phenomena) of each step to minimize the return

loss. The �st step of the block under test is the ridge where the coaxial or the microstrip is

shorted, its height is imposed by the vertical o�set of the launcher. A 5 steps trasformer has

been chosen, so the variables to be optimized are 10. For a quicker convergence, it has been

Figure 46: Side view of the impedance transformator

de�ned such variables starting from the analytic values, and the real optimization variables

is a additional correction term. For example, named ht∗ the height computed for a generical
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step

ht = ht∗ + ∆h

∆h is the PSO variable and ht is the �nal height of ther generic step. The same considerations

are valid for the lengths lt

lt = lt∗ + ∆l

The optimization is obtained following the same strategy described in the chapter 5, by ap-

plying the PSO through a synergic operation of Matlab and HFSS. The variable are expressed

in millimeters and are truncated to the second decimal place (it has assumed a tollerance of

±10um). As shown in �gure 47, the return loss is less than -25dB over all the Q-band.

Figure 47: Return loss of the Chebychev impedance transformer
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Part IV

Resonant Cavity

Biochemical reactions involves electrical forces between the charged part of the reacting

molecules. Chemical binding consists on electrical interactions at microscopic scale. So,

an external electromagnetic �eld can interact with such reactions[67] the stronger is the �eld

intensity, the more signi�cant the interaction is. The widespread di�usion of mobile phones,

and any other wireless devices, has risen the interest on the interference of the electromagnetic

waves with the biochemical reaction in the human body In the last decades, the widespread

di�usion of cellular and wireless systems has made even the general populations aware of these

phenomena, since they could result in interference with the biochemical reactions that occur

in the human body [68], and a huge amount of research activities has been carried out on this

topic.

This interference, however, can be exploited to accelerate several industrial processes by

means proper electromagnetic �elds. The development of more sustainable processing tech-

niques is one of the most important aims in engineering, chemistry and biochemistry research.

An entrance electromagnetic �eld can accelerate a large number of industrial processes [69],

so microwave irradiation has attracted a big attention and has become a widely accepted

non-conventional energy source: microwave processes provide a faster heating compared with

traditional heating techniques, this results in a faster reaction[70]. Moreover, other advan-

tages sometimes arise, e.g. the possibility of reducing the amount of solvents and of increasing

yields and/or selectivities [71], [72], [73].

Basically, an electric �eld generates heat by two speci�c mechanisms: dipolar polarisation

and ionic conduction. However, many recent studies have showed that chemical and biochem-

ical processes conducted with microwave irradiation often give di�erent results if compared to

those obtained with conventional heating working at the same (apparent) temperature [74],

[75], [76]. Some authors suggested that the di�erences in reactivity and selectivity could be

due to both thermal-kind (local overheating, hot spots, selective heating) [77] and speci�c

(non-thermal) mechanisms [76],[78]. The latter would derive from a direct and speci�c action

of the electric �eld on some speci�c molecules in the reaction medium and would be �mea-

sured� through apparent variations in the kinetic frequency factor and/or in the activation

energy [79]. However, despite the big e�orts made by researchers, a whole accepted reason
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why microwave radiation sometimes enhances chemical and biochemical processes has not

been reached. In e�ect, the application of microwave technology in biochemistry has not yet

been fully exploited. The main reason of this might be because a precise temperature con-

trol is much more di�cult in microwave irradiated reactors, while enzymes are very fragile

catalysts and cannot be subjected to not well known reaction conditions. As regards enzyme

reactions, improved yields that cannot be due only to a thermal e�ect have been registered

in many cases, like isomerase [80] and amylase [81] catalyzed reactions or lypase catalyzed

transesteri�cation (for biodiesel production) [82], [83]. However, the mechanism of the modi-

�ed enzymatic activity (and whether it is thermal or non-thermal) is still unclear. A possible

mechanism is that the electric �eld would lead to orientation e�ects of dipolar molecules and

of active sites of the enzyme, which result in a closer distance and a stricter coordination with

the reactive groups in substrate molecules, thereby leading to higher e�ciency and speci�city

in enzymatic reactions [84]. The presence of non-thermal e�ects during chemical, biochemical

and biological processes under microwave irradiation cannot be easily demonstrated, because

of the inherent di�culties in conducting such experiments. In fact, non-thermal e�ects (if

they exist) operate concurrently with thermal ones. However, looking at a large part of the

literature results, microwave power has not been monitored or was high enough to give a tem-

perature rise in the medium: in these conditions, a quantitative distinction between thermal

and non-thermal microwave e�ects is very di�cult or impossible.

The needs of reproducibility and strict control of the operating parameters can be satis�ed

only with the design of a suitable experimental apparatus. Therefore, in order to evaluate

both the possibility and the e�ectiveness of the use of EM �eld, the environment must be

controlled in terms of chemical (and �uidodynamics) conditions and �eld distribution. A

resonant cavity [85]is a good instrument to study the e�ect of a uniform electromagnetic �eld

incident on the sample, and with particular symmetric geometries it is possible to irradiate

more samples in the same time. Such cavities allow to easily obtain di�erent mode distribution

with the required rotational symmetry. A proper design of the cavity requires to take into

account also the behaviour of the reagents and their interactions with the electromagnetic

�elds. However, this has not been done in the literature so far.

The work described here consists on the optimized design and the analysis of a microwave

fed resonant cavity (through a power generator which works at 2.45 GHz) suitable for the

evaluation of the e�ect of the electromagnetic exposition on chemical compounds or biological
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tissues and of the organic reaction rate.
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17 Cavity Design

The device consists on a cylindrical cavity tuned to work at 2.45 GHz (i.e., the frequency

allocated for industrial application).

Inside the cavity is present a suitable container to help keep the materials to be exposed

in aqueous solution. Moreover, the necessity of a continuous �ow of solution in order to test

the e�ectiveness in chemical processes has requested a multi-tube reactor placed inside the

cavity. It consists on 8 plexiglas tubes arranged symmetrically respect to the center of the

cavity to guarantee a uniform absorption of the electromagnetic radiation by the liquid, as

shown in �gure 48.

Figure 48: Top and side view of the cavity

An external pumping system has been used, so that the tubes diameter has been chosen

as to reduce signi�cantly the dispersion of the �eld outside the cavity. In the cavity design,

the �uid under �rst test has been modelled as water, because the dielectric properties of the

experimental �uid systems are essentially the same as those of pure water.

As a �rst approximation, it is assumed the cavity �lled with a homogeneous material with

dielectric permittivity εr,avg, which is the volume weight average of the permittivities of the

materials inside the cavity:

εravg =
Va + VW εrw + Vpεrp

Va + Vw + Vp
(66)

wherein Va, Ww, and Vp are the internal volumes �lled respectively with air, water, and

plexiglass, , εrw and εrp are the relative permittivities of water and plexiglass. Let 2a is the

cavity diameter and h its height. The resonant frequencies of the cavity are obtained by the
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equation [85]:

fnml =
c

2πa
√
εravg

√(
lπa

h

)2

+ x2
nm (67)

where 2a andh are the diameter and the length of the cavity, l, m, n are integers, and xnm are

the zeroes of the derivative of the Bessel function of the �rst kind. The fundamental mode

correspond to n = 1 and m = 1, for which xnm = 1.841. However, a mode independent from

the azimuthal coordinate is needed, in order to irradiate in the same way all the tubes. The

cavity has therefore been tuned on a higher-order mode, the TM012 and the size has been

chosen to make it resonate at the frequency of 2.45 GHz. It has been considered a cylindrical

cavity, with a diameter 2a = 72.1mm, and height h = 102.3mm such that the resonant

frequency is 2.45GHz according 67.
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18 Optimization

The above model for the resonant cavity does not take into account the variation of the elec-

tric �eld inside the cavity due to the inhomogeneous distribution of the water. However, it

can be a good starting point for the optimization procedure, which has been performed using

CST microwave studio. The CST simulation of the full device (cavity and tubes), with the

above-mentioned values for a and h, provides a resonant frequency of the TM012 mode equal

to 3.046 GHz. The discrepancy is due to the inhomogeneous distribution of the electric �eld,

because in 66 the dielectric permittivities of air, plexiglass and water have not been weighted

over the electric �eld distribution inside the cavity. Furthermore, the imaginary part of the

loss constant of water cannot be neglected at the frequencies of interest. By considering a

lossy Debye model of distilled water [86],it has been used a dielectric tangent at the higher

operating frequency (2.45 GHz) equal to tanδ = 0.15. As a consequence, to ensure that the

cavity operates at the required frequency of 2.45 GHz, the height h must be increased with

respect to the starting value. The full device optimization performed by CST with the new

model has provide a �nal result equal to h = 134mm. The S11 performance of the �nal

cavity is reported in Fig. 49. The result shows that the required resonant frequency has

Figure 49: Return loss with probe length Lc = 28.4 mm

been obtained, and the bandwidth is large enough for the applications at hand. However,

the electric �eld distribution is as important as the input match in order to achieve the right

exposition of the samples. Fig. 50 and 51 show that �eld is azimuthally constant at the

resonant frequency, as required to irradiate all tubes in the same way. On the other hand,

the longitudinal �eld is not constant but, since the irradiated liquid is �owing, this is not a
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Figure 50: Longitudinal electric �eld inside the cavity at 2.45 GHz

Figure 51: Transverse electric �eld inside the cavity at 2.45 GHz

problem. Actually, the choice of a �ow system, instead of a static one, is due to the need of

creating well mixing conditions and so preventing a di�erential microwave exposition. The

dimensions of the �ow tubes are of the same order of magnitude than the expected thickness

of the exposed �uid and the operating conditions make possible to operate in the laminar �ow

regime.

86



Part V

Metaferrites

A Frequency Selective Surface (FSS) is a planar resonant structure consisting on a periodic

linear or planar array of identical elements, which has found several applications in electro-

magnetic technology in the last years. Basically, it is a periodic lattice of conducting strips

or slot on a metallic screen and it acts as a �lter for the incident wave: a FSS shows di�erent

properties at di�erent frequencies. The strips act as electric dipoles and have a stop-band

behaviour at the resonance frequencies of the dipoles (the incident wave is re�ected near the

resonant frequency); the slots act as a band-pass �lter, they are transparent to the incident

wave at the resonant frequency, whereas the weave is re�ected if its frequency is far from

the resonance of the FSS. Moreover, the re�ection and transmission properties depend on the

angle of incidence.

By placing a FSS near to a PEC ground plane, the structure shows an high impedance in

a very narrow band. This property is exploited to realize arti�cial High-Impedaance surface

(HIS), based on a metallic two dimensional lattice place on a dieletric layer backed with a

PEC ground plane.

EBG surface is the microwave analogue of the Photonic Bandgap (PCB) which operates

in the visible band od the spectrum. An EBG surface is a structure which prevent the

propagation of electromagnetic waves in a speci�c band of frequencies (gap) in the microwave

region of the EM spectrum. The main feature of these materials is the existence of a gap

(stopband) in the frequency spectrum of propagating EM waves. By considering a planar

incident wave, the re�ection phase of an EBG varies with frequency.

Consider a FSS placed on a PEC-backed substrate layer. The input impedance of such

a structure can be seen as the parallel between the FSS impedance and the equivalent input

impedance of the grounded dielectric slab.

ZR =
ZdZFSS
Zd + ZFSS

When the imaginary part of the FSS impedance

ZFSS = R− j
(

1− ω2LC

ωC

)
and the inductive impedance of the substrate

Zd = jZTE,TMm tan(βd)
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assume the same value, the parallel circuit resonates and the impedance ZR of the structure

is purely real. In order to obtained an absorption of an incoming wave, the impedance must

match the free space impedance ζ0.

One of the most interesting characteristic of some of EBG structures is that they can be

design to act as Arti�cial Magnetic Conductor (AMC) surface. Some solutions are to use

a periodic patch with vias, or a planar periodic FSS without vias. An AMC is a surface

which simulates a perfect magnetic conductor and it has a re�ectivity Γ = +1 ( di�erently

by the PEC which is -1). The AMC is characterized by a frequency such that the phase of

the re�ection coe�cient is zero. The geometric complexity of the EBG structures makes very

di�cult the de�nition of analytic method to describe the performance, and thus to de�ne

design formula. EBG analysis exploits numerical techniques like methods of moments or full

wave simulators based on advanced numerical methods. From the design point of view, the

lack of analytic formula implies that the synthesis of EBG requests the integration of these

numerical methods with an optimization algorithm, like Particle Swarm Optimization [20] or

Genetic Algorithm [87].

Typical applications of these structures are thin electromagnetic absorber, coatings, or

antenna designs. For instance, by aligning the resonant frequency of the antenna with the

band gap of the EBG surface is possible to improve the antenna performance and reduce

the surface wave in the substrate. However, the AMC behavior of these particular EBG

structures exists only in a very narrow bandwidth around the resonance. This narrow-band

limitation can severely restrict the number of useful applications for conventional passive

AMC surfaces, especially when considered for antenna applications. A particular application

of such a structure is to design ferrite metamaterials to mimic the properties of an e�ective

magnetic conductor. Conventional ferrite materials have been large studied in last decades.

One of the main problems of these materials is their performance degradation at frequencies

above 1 GHz.

It has been demonstrate that an EBG built with an Frequency Selective Surface can

be designed to work as a magnetic material over a PEC slab, with a frequency dependent

permeability.

Through a proper technique of design (optimization), it is possible to synthesize almost

any desired value of complex permeability, even negative.
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19 Design

A proper optimization of the design parameters of a planar HZ-FSS structures provide the

synthesis of metaferrites with any desired loss and either positive or negative values of Re{µ}.

This allows the application of metaferrites in the design of low loss left-handed or double-

negative media.

To evaluate the magnetic performance of the EBG, it is necessary an equivalence between

the metamaterial and the hypothetical homogeneous material we want to simulate. Kern and

Werner [88] proposed a model based on the input impedance equivalence between the two

models: an EBG structure characterized by a permittivity εr = ε′r−jε′′r and a thickness h and

an hypothetical ferrite material slab placed on a PEC layer with permeability µr = µ′r− jµ”r,

permittivity εr = 1 and a thickness d.

By representing the EBG with a parallel RLC equivalent circuit, and said respectively

R,L,C the equivalent resistance, inductance and capacitance of the surface, the surface impedance

seen by a normal incident wave on the EBG is

Zs = Rs + jXs = ωL

(
A

A2 +B2
+ j

B

A2 +B2

)
with

A =
ωL

R
B = 1−

(
ω

ω0

)2

ω0 =
1√
LC

As regards the PEC backed slab of magnetic material, the surface impedance has the same

form of the input impedance of a open circuit stub

Zs = jZ0tg(k0µrd) with Z0 = ζ0
√
µr

By equating the two expressions

Rs + jXs = jζ0

√
µ′r − jµ”rtg

(
jβ0

√
µ′r − jµ”rd

)
if the magnetic slab is su�ciently this, it is possible approximate the tangent with its argu-

ment. This exempli�cation leads to the design equations for the equivalent permeability of

the EBG structure

µ′r =
Xs

ζ0k0d
(68)

µ”r =
Rs
ζ0k0d

(69)

To evaluate the magnetic performance of the EBG as metaferrite, it has been necessary a

connection between the CAD used to simulate the structure, Ansoft HFSS, and Matlab. This
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connection between the software han been realized by using a Visual Basic script: the Matlab

code generate a VBS script which describe the geometry, this is sent to HFSS which evaluate

the scattering parameters of the project and send them to Matlab, which extrapolates from

them the e�ective permeability of the metamaterial. Figure 52 explains this connection

Figure 52: Top view of the metaferrite unit cell

To demonstrate the e�ectiveness of this technique, it has been simulated a metaferrite

proposed in [87] and evaluated by the author trough the Method of Moments, whose FSS

screen geometry is shown in �gure 53

Figure 53: Top view of the metaferrite unit cell

The following graphs reports the results obtained by Kern and by our Matlab-HFSS tests,

shown in �gure 54, and show a good agreement, except for a resonance frequency shift. The

permeability at the frequency f = 1.575GHz is µ = 12.73 + i0.003974

This geometry has been studied to evaluate the e�ects of various parameters of the model

on the magnetic behaviour of the structure, like the dielectric thickness, the values of the

dielectric constant of the substrate and angle of incidence of the incident wave. The �gure 55
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Figure 54: Permeability of the metaferitte under test

Figure 55: Permeability as a function of the angle of incidence
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shows how the equivalent permeability is maximum for a normal incidence and decreases as

the angle of incidence increases. This aspect must be taken into account in the metaferrite

design for particular applications, as antenna substrate. The �eld lines under the edges of

the patch are not normal to this , but they are curvilinear. So the substrate placed in this

position has a di�erent magnetic performance compared to the substrate under the center of

the antenna.
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20 Optimization

The optimization involves the same PSO algorithm implemented for the ridges described in

the previous chapters of this thesis, but this time it has been connected to HFSS which provide

the return loss values in order to evaluate the �tness values, as shown in �g. 3. The variables

to be optimized by the algorithm are the geometry of the screen, the heights and the dielectric

constant of the substrates. The screen is designed to achieve eight-fold symmetric unit cell,

which provide the same response for both TE and TM waves, and simpli�es the solution space.

As a proof of the technique e�ectiveness, a HZ-FSS structure with the resonance at 4

Figure 56: Geometry of the optimized cell

GHz has been optimized. The geometry consists of a two dielectric layers and a FSS put

between of them. The optimized geometry is show in �gures 56 and the optimized parameters

are in table 23. Figure 57 show the performance in terms of phase: the resonant results to be

very near to 4 GHz.
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Cell unit size 23.6mm

Top substrate height 1.04 mm

Top substrate permeability 12.3 - j 0.0116

Bottom substrate height 2.87mm

Bottom substrate permeability 2.03 - j 0.002

Table 23: Parameters of the optimized structure

Figure 57: Phase diagram of the optimized cell
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Part VI

Conclusions

Aim of this thesis is to study the application of the optimization technique to di�erent topics

of the microwave engineering. It has been shown that the Particle Swarm Optimizations is

suitable for such a purpose, and it can be combined with several numerical techniques or

connected to CAD software to achieve the performance evaluations. In particular, the PSO

allows to obtained the optimal con�guration of the device even if it is requested a trade-o�

between con�icting requirements.

As regards the numerical techniques, in this work di�erent versions of the FDFD technique

have been developed and applied to the ridge waveguide design and optimization. FDFD

provides a very accurate representation of the structure with an high computational load

compared to the traditional CADS based on the �nite element methods.

Moreover, the connection of a Matlab optimization code with the typical commercial CADs

as CST and HFSS has been applied to the design of resonant cavities, waveguide impedance

transformators and particular metamaterials.

All the cases have proved the e�ciency of the PSO in microwave device optimization.
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