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Abstract

Nanostructured metal sulfides (MS) have attracted great interest in

recent years because of the possibility to synthesize nanoparticles from

solution and tuning their optoelectronic properties through quantum

confinement phenomena. A large number of applications have been

reported in the field of solar cells, light-emitting diodes, lithium-ion

batteries, thermoelectric devices, sensors, fuel cells and nonvolatile

memory devices. Among the large family of semiconductor sulfides,

the present Thesis is focussed on bismuthinite. The choice was moti-

vated by a combination of factors. Its non-toxicity, low cost synthesis

and high absorption properties make Bi2S3 a promising material for

several application, such as solid-state semiconductor-sensitized solar

cells. The intrisic anisotropy in the crystal structure of this material

facilitates the formation of elongated nanostructures, in particular

nanorods, nanoribbons, and nanowires. These structures find impor-

tant applications in many nanodevices, for example field emitters,

solar cells, and lithium-ion batteries.

On the other hand, researchers are still far from a complete under-

standing of Bi2S3 properties. The colloidal synthesis of bismuthinite

nanostructures, although cheap and environmentally friendly, does

not allow a perfect control on stoichiometry and surface passivation.

The large majority of the experimental studies does not report pho-

toluminescence of the nanocrystals, which indicates the presence of

trap states and a low defect tolerance of the material. These facts

cause a lower e�ciency of the devices based on Bi2S3 nanoparticles

with respect to anologous system based on other nanomaterials (e.g

Sb2S3 in solid-state sensitized solar cells). The absence of linear opti-

cal data makes more di�cult to investigate the electronic structure of



the material by means of spectroscopic techniques. Ab initio atom-

istic simulations represent a valid alternative to get an insight on the

optoelectronic properties of bismuth sulfide. Despite some computa-

tional work on bulk Bi2S3 is already present in literature, there are

currently no ab initio studies concerning nanostructures of this ma-

terial. Such lack of information motivates the work of the present

thesis that focuses on the investigation of morphology and electronic

properties of Bi2S3 nanocrystals.

The thesis is organized as follows. In the first chapter the main di↵er-

ences and advantages of nanostructured materials over the bulk coun-

terpart are presented. I put the accent on metal sulfide nanocrystals,

in particular those of the Bi2S3 family (pnictogen chalcogenide) and

their application in several fields of physics, environmental science,

and engineering. A section is reserved to report the development

of elongated semiconductor nanostructures and their peculiarity with

respect to nanocrystals with lower aspect ratio.

The second chapter describes the computational and experimental

methods used in this study. The basic concepts of density functional

theory and its implementation in quantum-chemistry codes are re-

ported. A description of the synthesis and spectroscopic methods

used to check the validity of the theoretical predictions is also given.

For the detailed list of the basis sets, pseudopotentials, and exchange-

correlation functionals used in each calculation I refer to the end of

Chapter 3 and 4.

Chapter 3 deals with the bulk properties of Bi2S3. Atomic and crystal

cell relaxation are performed. Also I investigated electronic properties

from the calculation of the band structure, density of states, and

e�cient mass. These simulations are an important preliminary to

the study of Bi2S3 nanostructures. By comparing my results with

the previous studies present in literature it is possible to validate

the method (functionals, pseudopotentials, etc) and proceed with the

study of unexplored systems.



Chapter 4 investigates the properties of Bi2S3 nanostructures. First,

I focus on elongated nanoribbons (that are the building blocks of the

crystal structure) and study saturated and unsaturated nanocrystals

of finite size in comparison with one-dimensional infinite ones. By

means of (time-dependent) density functional theory calculations it

is demonstrated that the optical gap can be tuned through quantum

confinement with sizable e↵ects for nanoribbons smaller than three

nanometers. A comparison with Sb2S3, shown that Bi2S3 nanostruc-

tures have similar tunability of the band gap and a better tendency of

passivating defects at the (010) surfaces through local reconstruction.

Then, the focus shifts over ultrathin nanowires formed by the aggre-

gation of a small number of nanoribbons, with lateral sizes as small as

3 nm as in fact observed by transmission electron microscopy. Their

electronic properties are investigated finding that surfaces induce pe-

culiar 1D-like electronic states on the nanowire edges that are located

300 meV above the valence band. Sulfur vacancies are also respon-

sible for localized states a few hundreds meV below the conduction

band. The possibility to remove the surface-induced intragap states

is further investigated by passivating the surfaces of the nanowires

with carboxylic and amine groups that are commonly employed in

colloidal synthesis. The small methylamine and acetic acid molecules

are expected to fully passivate the surfaces of the nanowires removing

the edge states and restoring a clean band gap.

Conclusions are finally reported in Chapter 5. The results of the

present Thesis provide a characterization of the energetics and op-

toelectronic properties of bismuth sulfide nanostructures showing the

relevance of surface defects and suggesting a possible route for im-

proving optoelectronic properties of Bi2S3 nanostructures by tuning

the size of the ligand molecules.
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1

Introduction

In the last decades, nanomaterials attracted the attention of the scientific com-

munity due to their peculiar properties with respect to their bulk counterpart.

When the extent of a solid is reduced in one or more dimensions, the physi-

cal, magnetic, electrical and optical properties can be dramatically altered. This

makes nanostructures a subject of both fundamental and practical interest; their

properties can be taylored by controlling the size and shape on the nanometer

scale. One class of e↵ects is related to their large surface-to-volume ratio. For a

Figure 1.1: Left: Semiconductor nanoparticle (quantum dot) of lead sulfide with
complete passivation by oleic acid, oleyl and hydroxyl (size ⇠5nm). Right: Scan-
ning electron microscope image of 100 nm stabilized gold nanoparticles(1).

spherical nanoparticle of radius R composed of atoms of average spacing a, the

1



1. INTRODUCTION

ratio between the atoms at the surface N
surf

and the overall atoms N is given by

N
surf

N
⇡ 3a

R
(1.1)

For R = 6a ⇠ 1 nm, half of the atoms are on the surface. The large surface area

of the nanoparticles is advantageous, for example, in catalysis applications, where

reactions occur at the surface of the catalyst, or in gas storage applications, where

molecules are adsorbed on the surface. The large surface has also drastic e↵ects on

the stability of the nanoparticles. The cohesive energy is lowered because atoms

Figure 1.2: A conceptual illustration that describes the increase of the surface-
to-volume ratio of the nanomaterials when the nanoparticles become smaller.

on the surface are incompletely bound. As a consequence, nanoparticles melt at

temperature far below the melting temperature of the corresponding bulk solid.

From an optoelectronic point of view, a characteristic feature of semiconductor

nanoparticles is the size dependency of the band gap when the dimension of

the nanocrystal is lower than the excitonic radius of the material. This e↵ect

is known as quantum confinement (QC). The tuning of the band gap through

QC finds several applications in optoelectronic devices. For example, it can be

useful in solar cells in order to set up the light absorption edge at the desidered

wavelength.

The present Thesis is focused on nanostructures of bismuth sulfide (Bi2S3),

a metal sulfide semiconductor of the pnictogen chalcogenides family. Metal sul-

fides has acquired a prestigious place in nanoscience and engineering, thanks to

their abundance in nature as minerals, their facile synthesis through bottom-up

2



Figure 1.3: The e↵ects of the quantum confinement on the electronic structure of
a semiconductor material. The bulk material present a continuum of filled (valence
bands) and empty states (conduction bands) with a band gap in between. As the
nanocrystals get smaller a smaller, the band gap becomes larger and the energy
levels become discretized.

techniques and unique optoelectronic properties for both fundamental physics re-

search and application in devices. However, the toxicity of some of their more

important representatives (such as CdS and Sb2S3) has led to the research of new

metal sulfide compounds that could overcome this problem maintaining, at the

same time, the previously cited properties. Another urge of the present research

is the possibility to manufacture elongated nanostructures with particularly strin-

gent size and optoelectronic properties. Bi2S3 satisfies all these requirements. In

fact, it is an environmentally friendly material whose anisotropic crystal structure

facilitates the synthesis of elongated nanostructures.

In this chapter, it will be given a short review of the numerous applications

of metal sulfides in a large spectrum of fields. Also, the topic of semiconduc-

tor elongated nanostructures is presented. It will be shown how the pnictogen

chalcogenides (in particular Bi2S3) can potentially assume a preminent role for

the synthesis of high aspect ratio nanostructures.

3



1. INTRODUCTION

1.1 Metal sulfides nanostructures

Nanomaterials are currently a topic of great interest for the scientific community

thanks to their electrical, optical, magnetic and mechanical properties which show

a combination of surface and bulk features(7, 8, 9). Outstanding results have been

achieved in the fields of energy conversion and energy storage devices(10), but a

deeper understanding of the nanomaterials properties is still needed.

Nanostructured metal sulfides (MS) have been studied to better understand

quantum size e↵ects and for their applications in solar cells, light-emitting diodes,

lithium-ion batteries, thermoelectric devices, sensors, fuel cells and nonvolatile

memory devices(11, 12, 13).They are abundant and cheap, and belong to a class

of minerals characterized by several structural types.

Among the numerous techniques used to synthesize MS nanostructures, we

mention solution-phase reactions (11), hydrothermal growth (14), physical vapor

deposition (PVD)(15, 16) and chemical vapor deposition (CVD) (17). Biomolecule-

assisted (18) and colloidal (19, 20) synthesis represent a possible non-toxic route

of MS nanostructures.

One-dimensional nanostructured ZnS and CdS have received great attention

for various optoelectronic applications, such as waveguides, field-e↵ect transis-

tors, lasers, solar cells, photodetectors, thin film electroluminescent displays and

light emitting diodes(21). Wide-bandgap MS nanostructures are good electrically

driven lasing materials and active optical waveguide materials, which may find ex-

tensive application in near-field optical lithography and telecommunications(22).

II-VI group MS quantum dots are particulary suitable for band gap modulation

through quantum confinement, allowing the design of devices with tunable phys-

ical properties(23, 24). Limitations come mainly from the presence of defects,

the lack of doping reproducibility, and the di�culty to obtain monocrystalline

nanostructures.

Metal ion doped metal sulfide nanomaterials are promising photocatalysts

for the degradation of organic pollutants in water and environmental protection

technologies. In particular CdS, CuS, ZnS, Bi2S3 and Sb2S3 have been used for

the development of visible-light sensitive photocatalysts (25, 26). Doping of metal

ions has been used for the wide band gap MS photocatalysts(27).
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1.1 Metal sulfides nanostructures

ZnS and CdS nanostructures are also interesting nanomaterials for photo-

voltaics and photodetectors(21, 28) due to their excellent photoelectrical proper-

ties. In particular the high photosensitivity and fast response of ZnS and other

doped semiconducting MS nanostructures have been employed in systems for

optical switches, sensors and photodetectors in the visible light region(29).

Bi2S3, Sb2S3, and PbS nanostructures show potential thermoelectric applications(30,

31). Their thermoelectric power factor is greater in the nanocrystalline form than

in the bulk and comparable to that of the most indicated materials used so far.

Moreover, they have potential applications in solid-state power generation from

heat sources(32).

In the field of energy storage, the high capacity, high lithium activity and low

cost of MS make them interesting cathode materials for lithium-ion batteries(33).

Transition metal sulfides, such as NiS and CoS, exhibit potential applications in

solid oxide fuel cells(34).

Amorphous molybdenum sulfide films is a valid active non-precious catalysts

for hydrogen evolution in water, in alternative to the much more expensive Pt

and its composites(35, 36). Hydrogen can also be stored in nanostructured ma-

terials through electrochemical processes in aqueous solutions under moderate

conditions. Thanks to their large surface area, high surface reactivity and strong

gas adsorption, MoS2 nanotubes and Bi2S3 nanorods are ideal nanomaterials for

hydrogen storage(37, 38).

In the field of energy conversion, Cu2S nanocrystals in combination with

CdS nanorods have found important application in solution-processed solar cells

on both flexible plastic substrates and glass substrates, showing a long-term

stability(11, 39). Moreover, Cu2S can be used as an excellent light absorber in

ultrathin absorber solar cells thanks to its low cost, non-toxicity, and good absorp-

tion properties(40). The ternary I-III-VI chalcogenide chalcopyrites (CuMX2) (M

= In, Ga and X = S, Se) exhibit power e�ciencies close to 20% (12, 41, 42). Their

direct band gap in the red edge of the solar spectrum, and their stability under

long-term excitation makes them interesting materials for photovoltaic applica-

tions.

MS nanostructures find also application in dye-sensitized solar cells (DSSCs)

thanks to their high optical absorption coe�cient and low cost(43, 44). FeS, FeS2
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1. INTRODUCTION

and NiS nanostructures have been used as photocathodes in tandem solar cells

with dye-sensitized TiO2 nanostructures as the corresponding photoanode(45,

46). In addition, MoS2 and WS2 have been studied for application in photoelec-

trochemical, photovoltaic and photoelectrolysis cells(47, 48).

Finally CdS nanowire arrays and ZnS nanostructures have found applications

in the field of nanogenerators, because of their ability to convert mechanical

energy into electric energy by utilizing the coupling e↵ects of their optoelectronic

and piezoelectric properties(49, 50).

1.2 One dimensional nanostructures

Low-dimensional MS nanostructures find important applications in solar cells,

gas sensors, light-emitting diodes, nanothermometers, piezoelectric nanogenera-

tors, fuel cells, and lithium-ion batteries(51, 52). In particular, one-dimensional

(1D) MS nanostructures are ideal for investigating the dependence of electri-

cal transport, optical and mechanical properties on size and dimensionality (22)

and are promising for the development of new generation nanodevices with high

performance(53). Among their important properties stand out the lower turn-on

voltage for field emitters, higher e�ciency for solar cells, enhancement and better

electrochemical performance for lithium-ion batteries(54, 55).

Concerning the bismuthinite family, nanowires(31, 56, 57) and nanotubes(56,

58) of Bi2S3, Sb2S3, and Sb2Se3 were reported. Sb2S3 nanowires exhibit greater

ferroelectric and piezoelectric properties with respect to their bulk counterpart(59).

Nanowires and nanotubes of Sb2Se3 show much higher conductivities than in the

bulk form (56) and are promising for thermoelectric applications. Ultrathin Bi2S3

nanowires with diameters as small as 1.6 nm were synthesized by Cademartiri et

al. (57)

The interest on semiconducting ultrathin nanostructures is becoming increas-

ingly important for the realization of nanoscale devices(60). Carbon nanotubes

(CNTs) represent a suitable choice but their separation from the synthesized

mixture is challenging(61, 62). Significant attempts to synthesize ultrathin wires

of silicon(8, 63) and germanium(64, 65) as well as binary(66) and ternary(67)

compounds have been carried out. The main problem in the synthesis is the
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ability to obtain nanostructures with homogeneous diameter. In fact, even a

small tapering can causes strong fluctuations in the optoelectronic properties of

the nanowires(68). There exist synthesis methods to avoid such problem, that

rely on multi-step growth processes. However, they were successful mostly for

diameters > 10 nm(9, 69, 70, 71). In the sub-10 nm regime, graphene nanorib-

bons exhibited semiconducting properties(72, 73, 74, 75, 76, 77) but to obtain

homogeneous optoelectronic properties it is crucial to synthesize ribbons with

clean edges and definite width(78, 79, 80, 81). Therefore, the need for a semicon-

ducting nanostructure with well-defined size and band gap remains open. The

crystalline structure of the pnictogen chalcogenides of the Bi2S3 family consists

in an herringbone pattern of nanoribbons with a cross section of 1.1 x 0.3 nm

that are aligned along a common crystallographic axis. Since the nanoribbons

in the bulk are weakly bound to each other through Van der Waals forces the

experimental realization of pnictogen sulfides ultrathin nanowires seems feasi-

ble. Antimonselite nanowires with diameter of 30 nm(82) and down to 20 nm

have been synthesize(83). Also Sb2Se3 nanoribbons of 20 nm thickness(84), and

nanotubes(85) of 100 nm wall thickness have been reported. 1D-nanostructures

of Sb2S3 were synthesized as nanorods with diameters of 20 nm (86), nanorib-

bons and nanotubes with a thickness of 1.8 nm and 1.5 nm, respectively.(87)

Also, superlattices(88) and heteroepitaxial(89) structures of Sb2Se3/Sb2S3 have

been proposed. The properties of these nanostructures make them promising for

several applications, such as thermoelectric, photovoltaic(90), photoconductive,

and field emission devices. (91)

1.3 Pnictogen chalcogenides

Semiconducting pnictogen chalcogenides (PC) demonstrated potential applica-

tions in photovoltaic(2, 92, 93, 94) and thermoelectric devices(56). Nanostruc-

tured PC have been successfully employed to replace the inorganic dye in dye-

sensitized solar cells(95), leading to a new type of cells known as solid-state

semiconductor-sensitized solar cells(2, 96). Such ternary devices are based on

the junction between an electron acceptor (e.g. TiO2) a hole-transporter (e.g.

a conducting polimer) and, at the interface between the two semiconductors, a
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thin layer of PC nanoparticles that act as light harvester. When a photon is

absorbed the nanoparticles transfer an electron to the acceptor and a hole to

the hole-transporter. So far, the maximum e�ciency achieved with this class of

devices is 5.1%, obtained using stibnite (Sb2S3) as sensitizer(2). A recent compu-

Figure 1.4: Schematic view of the solid-state semiconductor-sensitized solar cells
designed by Chang et al. (2)

tational study showed that other PC, such as bismuthinite (Bi2S3), and guanaju-

atite (Bi2Se3), and antimonselite (Sb2Se3) own optical properties similar to Sb2S3

and therefore are, in principle, suitable sensitizers for solid-state semiconductor-

sensitized solar cells. However, the authors also demonstrated that only Sb2S3

and Sb2Se3 form a type-II heterojunction with TiO2, while Bi2S3 should form

a type-I heterojunction that is not suitable for electron transfer to TiO2. Some

experimental studies (93, 97) are in agreement with the theoretical predictions.

Further studies are therefore necessary to solve this problem.

Bi2S3, Sb2S3, Bi2Se3, and Sb2Se3 are isostructural PC that crystallize in an

orthorhombic structure consisting of parallel one-dimensional (A4B6)n ribbons,

with A = Sb, Bi and B = S, Se. They are present in nature in mineral form,

but several low-cost synthesis techniques have been developed as well (31, 57,

98, 99, 100, 101, 102, 103, 104). These bottom-up synthesis allows to obtain a

controlled dimensionality(56, 102, 105) a good degree of crystallinity(106, 107)

and the tuning the optical properties(58, 102, 108, 109). The rhombohedral phase
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1.3 Pnictogen chalcogenides

of Bi2Se3 has been largely studied topological insulator properties. However,

orthorhombic Bi2Se3 , i.e., guanajuatite, is poorly known, since it is stable only

at high temperature and pressure(110, 111). The stibnite, antimonselite, and

bismuthinite band gaps have been measured extensively via optical absorption

experiments. In all the cases, a wide spread in the measured gaps is reported,

that is tipically attributed to the di↵erent synthesis conditions, that determine

di↵erent degrees of crystallinity, di↵erent stoichiometries, and di↵erent type of

defects. The measurements of the Bi2S3 band gaps range between 1.3-1.6 eV(112,

113, 114). while those of the Sb2S3 band gaps between 1.4-1.8 eV(115, 116).

Antimonselite was reported with a direct gap of 1.55 eV (117) and an indirect

gap between 1-1.2 eV(118).

A good number of computational studies on the bismuthinite family are also

present in literature. The electronic(119, 120, 121, 122, 123, 124, 125, 126), optical

and elastic (124) properties of these compounds have been already investigated.

However, the inconsistencies in the calculations of band gaps and the absence of

theoretical studies on low dimensional nanostructures, motivates the calculations

presented in this work.
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2

Theoretical and experimental

methodologies

As stated in Chapter 1 the experimental data reported on bismuthinite are partly

discordant. An emblematic example are the measurements of its band gap, which

vary from 1.3 to 1.6 eV(112, 113, 114) depending on the synthesis procedure. The

absence of photoluminescence in colloidal synthesized Bi2S3 nanostructures is a

problem that largely hampers the investigation of their optoelectronic properties.

Atomistic simulations (AS) are a valid alternative to explore the nanomaterial

properties that are not accessible by experiments. In fact, even the observables

that are attainable by experiments are strongly influenced by the experimental

setup and the specific sample considered. AS allow one to study the intrinsic

properties of a material, without all the contingent aspects that are incidental to

any particular sample (impurities, vacancies, incomplete saturation, etc.). In this

sense, AS can be considered as experiments on an ideal system in a controlled

environment. Ab initio simulations (also called first principles simulations) take

their name from the fact that they lie on a physical-mathematical theory, from

which the properties of the system are derived without the use of empirical pa-

rameters. Nowadays, the density functional theory (DFT) is probably the most

convenient theory to perform atomistic ab-initio simulations, due to the advan-

tageous scalability of the computational time with the number of electrons of the

system(127). The DFT is able to give a reliable prediction of the ground state
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2. THEORETICAL AND EXPERIMENTAL METHODOLOGIES

properties of a large class of materials. Time-dependent density functional theory

(TDDFT) extends the DFT to the study of excited states of the system and the

associated observables.(128)

In this chapter, a brief overview of the theoretical and experimental methods

adopted in the present Thesis is reported. First, a short review on the derivation

of the density functional theory is provided. Its implementation on the quantum-

chemistry codes used in the Thesis (namely, QUANTUM ESPRESSO(129) and

TURBOMOLE(130)) is also discussed. Concerning the experimental methods, a

section is devoted to the description of synthesis and spectroscopic analysis that

have been employed to validate the theoretical predictions given in this work.

2.1 Density functional theory

The density functional theory (DFT) (127) is founded on the hypothesis that a

multi-electron system and all the observables associated with it can be described

univocally by its density n(r). This means that, for a system with N electrons,

instead of calculating the multi-electron wavefunction  (R1, r2, · · · , rN) (that is
a function of 3N variables) one can calculate the density n(r) that has just three

variables. From a practical point of view, the advantage of the DFT is linked to

the fact that the computational cost of the variational procedure grows relatively

slowly with the number N of electrons in the system. It can be demonstrated

(127) that the computational time T follows the relationship

T ⇠ N↵ (2.1)

with ↵ ⇡ 2 - 3.

2.1.1 The Kohn-Sham equations

Hohenberg and Kohn demonstrated (131) that it is possible to calculate the

energy of the ground state of a multi-electron system by minimizing the density

functional E
v

[ñ(r)] given by

E
v

[ñ(r)] ⌘ min
↵

h ̃↵

ñ

|H| ̃↵

ñ

i (2.2)
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2.1 Density functional theory

where  ̃↵

ñ

is a trial function of the ground state with density ñ(r).

In the case of non-interacting electrons in an external potential v(r), the

functional can be written as

E
v

[ñ(r)] =

Z
v(r)ñ(r)dr+ T

s

[ñ(r)] (2.3)

where T
s

[ñ(r)] is a universal functional that describes the kinetic energy of a

system with density ñ(r). To find the ground state density n(r) one needs to

make the functional (2.3) stationary, i.e. to impose the condition �E
v

[ñ(r)] = 0:

�E
v

[ñ(r)] =

Z
�ñ(r)

⇢
v(r) +

�

�ñ(r)
T
s

[ñ(r)]|
ñ(r)=n(r) � ✏

�
dr = 0 (2.4)

where ✏ is the Lagrange multiplier. The solution of the Eq. (2.4) is known: the

ground state energy E and density n(r) of a system composed by non-interacting

particles can be determined by means of the Schroedinger equations

⇢
�1

2
r2 + v(r)

�
�
j

(r) = ✏
j

�
j

(r) (2.5)

that give

E =
NX

j=1

✏
j

(2.6)

n(r) =
NX

j=1

|�
j

(r)|2 (2.7)

Let us consider now a system of interacting particles. In this case, the density

functional E
v

[ñ(r)] can be written as

E
v

[ñ(r)] =

Z
v(r)ñ(r)dr+ F [ñ(r)] (2.8)

where

F [ñ(r)] ⌘ T
s

[ñ(r)] +
1

2

Z
n(r)n(r0)

|r� r0| drdr0 + E
xc

[ñ(r)] (2.9)

The second term of the right-hand side is the Hartree interaction, while E
xc

[ñ(r)]

is the so called exchange-correlation functional, that contains all the energy cor-
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rections that are not included in the Hartree term. Again, to find the ground

state density n(r) one needs to impose the condition �E
v

[ñ(r)] = 0, i.e

�E
v

[ñ(r)] =

Z
�ñ(r)

⇢
v
eff

(r) +
�

�ñ(r)
T
s

[ñ(r)]|
ñ(r)=n(r) � ✏

�
dr = 0 (2.10)

where

v
eff

(r) = v(r) +

Z
n(r0)

|r� r0|dr
0 + v

xc

(r) (2.11)

and

v
xc

(r) =
�

�ñ(r)
E

xc

[ñ(r)]|
ñ(r)=n(r) (2.12)

v
xc

(r) is called exchange-correlation potential. Since Eqs. (2.10) and (2.4) have

the same form, the single particle equations for the interacting case are given by

⇢
�1

2
r2 + v

eff

(r)

�
�
j

(r) = ✏
j

�
j

(r) (2.13)

and are called Kohn-Sham equations (KS). By iterative self-consistent solution

of the KS eqs. one obtains the energy and the density of the ground state of the

interacting system:

E =
NX

j=1

✏
j

+ E
xc

[n(r)]�
Z

v
xc

(r)n(r0)dr0 � 1

2

Z
n(r)n(r0)

|r� r0| drdr0 (2.14)

n(r) =
NX

j=1

|�
j

(r)|2 (2.15)

The di�culty in finding the self-consistent solution of the KS equations is

disguised in the exchange-correlation term E
xc

[ñ(r)] which is actually unknown.

In principle, if one were able to determine E
xc

[ñ(r)] exactly, the KS equations

would include all the many-body e↵ects. However, the complexity of the multi-

electrons interaction prevents an exact solution and approximations needs to be

adopted to solve the problem.
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2.1 Density functional theory

2.1.2 Exchange-correlation energy approximations

For many materials (especially metals), the screening e↵ect on a reference electron

exerted by the other electrons is su�cient to screen it completely on a distance of

about the Fermi wavelength �
F

(r) = [3⇡n(r)]�1/3. This means that a reference

electron does not feel the charge distribution for distances longer than �
F

(the

so called nearsightedness of the electron). Hence, its exchange-correlation (XC)

energy depends only on the charge distribution n(r) in its proximity. These

considerations are the foundations of the quasi-local approximation (QLA) for

the XC energy E
xc

[n(r)]:

E
xc

[n(r)] =

Z
e
xc

(r, [n(r̃)])n(r)dr (2.16)

where e
xc

is the one-electron XC energy. The approximation is quasi-local because

e
xc

in r depends only on the charge distribution in r̃, where r̃ di↵ers from r for a

small distance of the order of �
F

.

The QLA can be implemented in a code for atomistic simulations in di↵erent

ways. The local density approximation (LDA) assumes that the one electron XC

energy e
xc

in r with density n(r) is that of a uniform gas of electrons with density

n(r):

ELDA

xc

[n(r)] =

Z
e
xc

(r, n(r))n(r)dr (2.17)

In the case of a uniform gas of electrons the XC energy can be considered as the

sum the exchange energy and the correlation energy (e
xc

= e
x

+ e
c

), which are

given by

e
x

(n) = �0, 458

r
s

(2.18)

e
c

(n) = � 0, 44

r
s

+ 7, 8
(2.19)

where r
s

is the radius of the average sphere of volume occupied by each electron.

When the density is not uniform the Eqs. (2.18) and (2.19) can still be adopted

with a variable r
s

(r).

A more accurate estimate of the XC energy is given by the generalized gradient

approximation (GGA). In this case, e
xc

depends not only on n(r) but also on the
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gradient of the density, rn(r) :

EGGA

xc

[n(r);rn(r)] =

Z
e(1)
xc

(r, n(r),rn(r))n(r)dr (2.20)

The EGGA

xc

functional has been implemented in several ways, with di↵erent ac-

curacy and computational cost. Among the most widespread implementations,

we mention the Vosko-Wilk-Nusair (1980) functional, the Lee-Yang-Parr (1988)

functional, and the Perdew-Burke-Ernzerhof (1996) functional. (132)

In 1993 A. Becke introduced the idea to calculate the XC energy with a

so called hybrid functional. (133) Hybrid functionals incorporate a portion of

exact exchange from the Hartree-Fock theory with the approximate exchange

and correlation estimated using LDA, GGA, etc. The exact exchange functional

is expressed in terms of KS orbitals rather than the density and, for this reason, it

is also referred as implicit density functional. The hybridization allows to improve

the estimation of several chemical-physical properties, including the atomization

energy and the bond lengths. The B3LYP functional (short for Becke 3-parameter

Lee-Yang-Parr) (134) is one of the most famous hybrid functionals and was also

adopted in some simulations of finite systems in the present Thesis.

2.2 Excited states

2.2.1 Time-dependent DFT

The DFT is a ground state theory, i.e. the KS equations are in principle in-

adequate to compute the energy of an excited state. Time-dependent density

functional theory (TDDFT) is an extension of DFT that is suitable to investi-

gate the properties and dynamics of multi-electron systems in the presence of

time-dependent potentials (i.e. excited states). Through TDDFT it is possible

to calculate excitation energies, frequency-dependent response properties, and

photoabsorption spectra.

Similarly to DFT, TDDFT is based on the fundamental hypothesis that the

time-dependent wave function can be replaced by the time-dependent electronic

density to derive the e↵ective potential of a fictitious non-interacting system
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which returns the same density as any given interacting system. Since the time-

dependent e↵ective potential at any given instant depends on the value of the den-

sity at all the previous instants, the construction of the fictitious non-interacting

system is more complex in TDDFT than in DFT. This fact cause a large in-

crement of the computational cost needed to perform atomistic calculations on

excited states.

The formal foundation of TDDFT is the Runge-Gross (RG) theorem (1984)(128),

the time-dependent analogue of the Hohenberg-Kohn (HK) theorem (1964).(131)

The RG theorem shows that, for a given initial wave function, there is a unique

mapping between the time-dependent external potential of a system and its time-

dependent density. This implies that the many-body wave function, depending

upon 3N variables, is equivalent to the density, which depends upon only 3,

and that all properties of a system can thus be determined from knowledge of

the density alone. Unlike in DFT, there is no general minimization principle in

time-dependent quantum mechanics. Consequently the proof of the RG theo-

rem is more involved than the HK theorem. Given the RG theorem, the next

step in developing a computationally useful method is to determine the fictitious

non-interacting system which has the same density as the physical (interacting)

system of interest. As in DFT, this is called the (time-dependent) Kohn-Sham

system. This system is formally found as the stationary point of an action func-

tional defined in the Keldysh formalism.(135) The most popular application of

TDDFT is in the calculation of the energies of excited states of isolated sys-

tems and, less commonly, solids. Such calculations are based on the fact that

the linear response function (i.e. how the electron density changes when the

external potential changes) has poles at the exact excitation energies of a sys-

tem. Such calculations require, in addition to the exchange-correlation potential,

the exchange-correlation kernel, i.e. the functional derivative of the exchange-

correlation potential with respect to the density.(136)

2.2.2 Delta self-consistent field method

While Density Functional Theory (DFT) has been successfully applied to obtain

the ground state electronic properties of a large class of materials, it is well rec-
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ognized that the use of Kohn-Sham eigenvalues to determine the quasi-particle

properties of many-electrons systems yields, by and large, results in disagreement

with experiments (137). For example, the well-known band-gap problem for bulk

semiconductors arises from a severe underestimate (even exceeding 50%) of the

electronic excitation energies with respect to available experimental results (op-

tical absorption, direct and inverse photo-emission) (138). In optical absorption

experiments, in particular, an electron excited into a conduction state interacts

with the resulting hole in the previously occupied state and two-particles (exci-

tonic) e↵ects must be properly considered (138).

For finite systems it is possible to obtain accurate excitation energies using the

so-called delta-self-consistent-field (�SCF) approach (137, 138). This method,

successfully applied to obtain the quasi-particle energies for several clusters and

isolated molecules (139), consists in evaluating total energy di↵erences between

the self-consistent calculations performed for the system with N and N±1 elec-

trons, respectively.

At the optimized geometry of the neutral system in the present work we have

evaluated the vertical electron a�nity (EAv) and the vertical first ionization

energy (IEv). This enabled the calculation of the quasiparticle-corrected HOMO-

LUMO gap of the neutral systems; this quantity is usually referred to as the

fundamental energy gap and is rigorously defined within the �SCF scheme (140)

as:

QP1
gap = IEv � EAv = EN+1 + EN�1 � 2EN, (2.21)

EN being the total energy of the N-electron system.

In the framework of �SCF it is also possible to use the following approximate

expression:

QP2
gap = ✏N+1

N+1 � ✏NN, (2.22)

where ✏ji is the ith Kohn-Sham eigenvalue of the j-electron system. The results

obtained using the above Eqs. (2.21) and (2.22) tend to coincide as the system

gets larger and the orbitals more delocalized.
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2.3 Atomistic simulation softwares

To perform the ab initio simulations of the present Thesis, two quantum-chemistry

codes were used: Turbomole and Quantum Espresso.

Turbomole is a highly optimized software package for large-scale quantum

chemical simulations of molecules, clusters, and periodic solids. It adopts a Gaus-

sian basis sets. The principal advantage of Gaussian-type orbitals (GTOs) in

Figure 2.1: The logo of Turbomole.

molecular quantum chemical calculations is that the Gaussian Product Theorem

guarantees that the product of two GTOs centered on two di↵erent atoms is a fi-

nite sum of Gaussians centered on a point along the axis connecting them. In this

manner, four-center integrals can be reduced to finite sums of two-center integrals,

and in a next step to finite sums of one-center integrals. The speed-up by 4-5

orders of magnitude compared to Slater orbitals more than outweighs the extra

cost entailed by the larger number of basis functions generally required in a Gaus-

sian calculation. Turbomole specializes on predictive electronic structure meth-

ods with excellent cost to performance characteristics, such as (time-dependent)

density functional theory (TDDFT), second-order Moller-Plesset theory, and ex-

plicitly correlated coupled cluster (CC) methods. These methods are combined

with ultrae�cient and numerically stable algorithms such as integral-direct and

Laplace transform methods, resolution-of-the-identity, pair natural orbitals, fast

multipole, and low-order scaling techniques. Apart from energies and structures,

a variety of optical, electric, and magnetic properties are accessible from analyt-

ical energy derivatives for electronic ground and excited states.

Quantum Espresso (QE) is an integrated suite of computer codes for electronic-

structure calculations and materials modeling, based on density-functional theory,
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2. THEORETICAL AND EXPERIMENTAL METHODOLOGIES

plane waves, and pseudopotentials (norm-conserving, ultrasoft, and projector-

augmented wave). The plane-wave (PW) basis set is convenient because with

Figure 2.2: The logo of Quantum Espresso.

periodic boundary conditions some integrals and operations are much easier to

code and carry out with PW basis functions than with their localized counter-

parts. PW basis sets are used to describe the valence charge density while the core

electrons are described by means of pseudopotentials. This is because core elec-

trons tend to stay close to the atomic nuclei, resulting in large wave function and

density gradients near to the nuclei which are not easily described by a PW basis

set unless a very high energy cuto↵ is used (drastically increasing the computa-

tional cost of the simulation). Using Fast Fourier Transforms, one can work with

PW basis sets in reciprocal space in which integrals and derivatives are computa-

tionally less demanding to be carried out. Another important advantage of a PW

basis is that it is guaranteed to converge in a smooth, monotonic manner to the

target wavefunction, while there is only a guarantee of monotonic convergence for

all Gaussian-type basis sets when used in variational calculations. The acronym

ESPRESSO stands for opEn Source Package for Research in Electronic Struc-

ture, Simulation, and Optimization. It is freely available to researchers under the

terms of the GNU General Public License. High serial performance across di↵er-

ent architectures is achieved by the systematic use of standardized mathematical

libraries (BLAS, LAPACK, and FFTW) for which highly optimized implementa-

tions exist on many platforms; when proprietary optimizations of these libraries

are not available, the user can compile the library sources distributed with QE.

Optimal performance in parallel execution is achieved through the design of sev-

eral parallelization levels, using sophisticated communication algorithms, whose

implementation often does not need to concern the developer, being embedded

and concealed in appropriate software layers. As a result the performance of the
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key engines, PWscf and CP, may scale e�ciently on massively parallel computers

up to thousands of processors.

2.4 Experimental techniques

Although mostly theoretical, the present work includes also an experimental in-

vestigation on the synthesis and spectroscopic characterization of bismuth sulfide

nanostructures. The experiments are useful to verify the validity of the compu-

tational predictions on the Bi2S3 nanocrystals.

The syntheses are performed using a low-cost non-toxic colloidal technique.

Colloidal synthesis of quantum dots is done by using precursors, organic sur-

factants, and solvents. Heating the solution, the precursors decompose forming

Figure 2.3: Representation of the experimental apparatus employed in the prepa-
ration of colloidal quantum dots. (3)

monomers which then nucleate and generate nanocrystals. The temperature dur-

ing the synthesis process is a critical factor in determining optimal conditions

for the nanocrystal growth. It must be high enough to allow for rearrangement

and annealing of atoms during the synthesis process while being low enough to

promote crystal growth. The concentration of monomers is another critical fac-

tor that has to be stringently controlled during nanocrystal growth. The growth
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process of nanocrystals can occur in two di↵erent regimes, “focusing” and “de-

focusing”. At high monomer concentrations, the critical size (the size where

nanocrystals neither grow nor shrink) is relatively small, resulting in growth of

nearly all particles. In this regime, smaller particles grow faster than large ones

(since larger crystals need more atoms to grow than small crystals) resulting in

“focusing” of the size distribution to yield nearly monodisperse particles. The size

focusing is optimal when the monomer concentration is kept such that the average

nanocrystal size present is always slightly larger than the critical size. Over time,

the monomer concentration diminishes, the critical size becomes larger than the

average size present, and the distribution “defocuses”. There are colloidal meth-

ods to produce many di↵erent semiconductors. Typical dots are made of binary

compounds such as lead sulfide, lead selenide, cadmium selenide, cadmium sulfide,

indium arsenide, and indium phosphide. Dots may also be made from ternary

compounds such as cadmium selenide sulfide. These quantum dots can contain

as few as 100 to 100,000 atoms within the quantum dot volume, with a diameter

of 10 to 50 atoms. This corresponds to about 2 to 10 nanometers, and at 10 nm

in diameter, nearly 3 million quantum dots could be lined up end to end and fit

within the width of a human thumb.

The phase and stoichiometry of the synthesized Bi2S3 nanocrystals are ana-

lyzed by means of X-ray di↵raction (XRD). Since the sample is nanostructured,

the appropriate instrument for the XRD analysis is the powder di↵ractometer.

The nanocrystalline sample is placed into a goniometer and bombarded with a

finely focused monochromatic beam of X-rays, producing a di↵raction pattern.

Ideally, every possible crystalline orientation is represented equally in a pow-

dered sample. The resulting orientational averaging causes the three-dimensional

reciprocal space that is studied in single crystal di↵raction to be projected onto a

single dimension. When the scattered radiation is collected on a flat plate detec-

tor, the rotational averaging leads to smooth di↵raction rings around the beam

axis, rather than the discrete Laue spots observed in single crystal di↵raction.

The angle between the beam axis and the ring is called the scattering angle and

in X-ray crystallography is always denoted as 2✓ (in scattering of visible light

the convention is usually to call it ✓). In accordance with Bragg’s law, each ring

corresponds to a particular reciprocal lattice vector in the sample crystal. Powder
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Figure 2.4: (a) Schematic representation of a powder di↵ractometer(4); (b) X-
ray powder di↵ractogram. Peak positions occur where the X-ray beam has been
di↵racted by the crystal lattice. The unique set of d-spacings derived from this
patter can be used to “fingerprint” the mineral. (5)

di↵raction data are usually presented as a di↵ractogram in which the di↵racted

intensity, I, is shown as a function either of the scattering angle 2✓ or as a function

of the scattering vector length q.

The optoelecronic properties of the Bi2S3 nanocrystals are studied using the

pump-probe spectroscopy. Such technique enables to follow in real time the

carrier dynamics during an electronic transition. In a pump-probe experiment

the output pulse train from an ultrafast laser, is divided into two beams: the

sample is excited by one pulse train (pump) and the changes it induces in the

sample are probed by the second pulse train (probe), which is suitably delayed
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with respect to the pump. Some properties related to the probe (reflectivity,

absorption, luminescence, Raman scattering) are then monitored to investigate

the changes produced by the pump in the sample. The simplest of the pump-

probe spectroscopy experiments is the measurement of the transmitted probe.

In this case, one generally measures the change in the transmitted probe pulse

energy induced by the pump as a function of the time delay between the pump

and the probe pulses.

Figure 2.5: Schematic representation of the experimental setup employed in
pump-probe spectroscopy. (6)
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3

Bismuth sulfide structure and

properties

In the present Chapter the structural and electronic properties of the bulk Bi2S3

are investigated. The atomic relaxation of the Bi2S3 crystal structure was stud-

ied by means of DFT-GGA simulations and compared to previous data present

in literature. Also, its electronic band structure, density of states, and charge

density are investigated. Finally, the e↵ect of bismuth and sulfur vacancies was

explored. This study is a preliminar step to the investigation of Bi2S3 nanostruc-

tures reported in the next chapter.

3.1 Crystal structure

Bismuth sulfide (Bi2S3) is a layered semiconductor that crystallizes in the or-

thorhombic system. It belongs to the Pnma space group (or the equivalent Pbnm

space group) and is isostructural to stibnite (Sb2S3) and antimonselite (Sb2Se3)

(141). The structure of Bi2S3 at ambient conditions was originally determined by

Kupčik and Veselá Nováková (142) and re-refined by Kyono and Kimata (143).

Bi2S3 has a strongly anisotropic crystal structure (see Fig. 3.1), consisting in

an herringbone pattern of nanoribbons extending along the y-direction (Pnma)

or the z-direction (Pbnm), according to the considered notation. Unless di↵er-

ently declared, the adopted notation in this and the following chapters is the
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3. BISMUTH SULFIDE STRUCTURE AND PROPERTIES

Method a b c Ref.
Exp. 11.269 3.9717 11.129 (144)
LDA 11.030 3.949 10.853 (145)
GGA 11.597 3.9706 11.041 Calzia et al. (submitted)

Table 3.1: Bi2S3 lattice parameters. All values in angstrom.

Pnma. The unit cell contains four Bi2S3 units (20 atoms) belonging to the two

Figure 3.1: Crystal structure of Bi2S3 (S atoms in yellow, Bi atoms in brown).
The bulk consists in an herringbone pattern of ribbons (see single ribbon in the
inset) extending along the [010] direction.

inequivalent ribbons that define the crystal structure. An experimental study

by Lundegaard et al. (144) provides high quality data about lattice parame-

ters and atomic positions of Bi2S3. We adopt such data as starting geometry

for our simulation cell and then relax both the lattice constants and the atomic

positions. Table 3.1 compares our results with experimental data and other the-

oretical data. It can be observed that the generalized gradient approximation

(GGA) (implemented with the Perdew-Ernzerhof-Burke (PBE) functional) pro-

vides a better agreement with experimental data, with respect to the local density

approximation (LDA). In particular, the lattice parameter along the y-direction
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3.2 Electronic properties

is substantially unchanged, while a small expansion of 2.9% and a contraction of

0.8% is observed along the x and z-direction, respectively.

A peculiarity of bismuth sulfide and other pnictogen sulfides of the same

family (such as Sb2S3) is the di↵erent types of forces that characterize its crystal

structure. The stability of the single ribbon is dictated by covalent/ionic bonds

between the bismuth and the sulfur atoms that compose it. On the other hand,

the inter-ribbon interaction is mostly due to van der Waals forces(120, 144) with

a weak contribution due to electronic interaction. We will better explore this

interaction in the next chapter (where a single ribbon model and several kind of

nanostructures are proposed) but we already bring forward a couple of evidences

here.

First evidence is obtained by calculating the total energy of the single ribbon

against that of the bulk. The total energy di↵erence between the two systems

demonstrates that the inter-ribbon interaction is smaller than 0.2 eV/atom, to

be compared with the large binding energy (2-3 eV/atom) within the atoms of

the same ribbon due to the strong Bi-S chemical bonds. Another aspect that

underlines the small interaction between the ribbons is obtained by calculating

the band structure of the bulk (see section 3.2). As it will be shown, the small

dispersion of the bands in the directions perpendicular to the ribbon axis is a

manifestation of the weak inter-ribbon electronic interaction.

It should be observed that the current van der Waals density functionals (146,

147) (VDW-DFs) implemented in QUANTUM ESPRESSO and other simulation

codes produce a worse agreement with the experimental data with respect to

the plain GGA-PBE exchange-correlation functional. In particular, the lattice

constant along the ribbon axis is overestimated of about the 2% with respect to

the experiments, to be compared with an accuracy of about the 0.1% obtained

by using the GGA-PBE functional. For this reason most of the calculations has

been performed without the use of van der Waals contribution.

3.2 Electronic properties

In Fig. 3.2 the band structure of the bulk Bi2S3 is reported. In good agreement

with the experiments, we observe a band gap of 1.4 eV. The gap is direct and
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3. BISMUTH SULFIDE STRUCTURE AND PROPERTIES

Figure 3.2: Left: band structure of the bulk Bi2S3 in the Pnma notation. The
zero of the energy scale correspond to the top of the valence band. Right: high-
simmetry directions for an orthorhombic crystal.

located between the � and Z points. It is relevant to note that the agreement

between the calculations and the experiments on the amplitude of the band gap

is in part fortuitous, since it comes from the cancellation between spin-orbit

and quasiparticle e↵ects (119) (here not considered). The band dispersion and

the position of the band gap in the Brillouin zone (BZ) are in agreement with

those obtained by Larson et al. in a previous theoretical study(122) (be aware

that Larson used the Pbnm notation instead of the Pnma.). By focusing on the

conduction bands (CBs), we observe a large dispersion along the directions of the

reciprocal space that are parallel to the ribbon axis, i.e. ��Y , S�X, and U�R.

This is consistent with a stronger interaction and an higher electron mobility

along the ribbon with respect to the plane perpendicular to it. Concerning the

electron mobility, we calculated the e↵ective mass of the electron along the x, y

and z-direction with respect to the CB minimum of the band gap. We obtained

the following results (normalized to the free electron mass m
e

): m⇤
x

/m
e

= 3.4,

m⇤
y

/m
e

= 0.8, m⇤
z

/m
e

= 2.1 These data confirm a higher mobility and a larger

electronic coupling along the ribbon axis. As for the inter-ribbon interaction in
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3.3 Defects

Figure 3.3: Charge density isosurfaces (yellow clouds) of the bulk Bi2S3. Left:
4 ·10�2 e� Bohr�3 isosurface. Right: 3 ·10�2 e� Bohr�3 isosurface. The red dashed
line highlights the formation of interacting stripes of ribbons along the z-direction.

the x-z plane, the lower value of m⇤
z

with respect to m⇤
x

suggests a preferential

coupling along the z-direction. Such anisotropy is explained by analyzing the

charge density (CD) of the system (see Fig. 3.3). For isosurfaces down to 4 · 10�2

e� Bohr�3 (left panel) there is no overlap between the electronic clouds of the

single ribbons. For lower values (right panel) a small interaction begins to that

place along the z-direction, while no interaction is observed along the x-direction.

This fact is in agreement with the result m⇤
x

> m⇤
z

and indicates smaller mobility

of the electrons along the x-direction.

In Fig. 3.4 the density of state (DOS) of the bulk Bi2S3 is reported. The

decomposition of the DOS in its bismuth and sulfur contribution (bottom panel)

reveals a predominance of the sulfur component for the valence states, and an

almost equal contribution of the sulfur and bismuth components for what concerns

the conduction states.

3.3 Defects

Many experimental studies, especially those concerning colloidal samples, report

the absence of photoluminescence in Bi2S3 (19). Also, as cited above, the experi-

mental data concerning the Bi2S3 band gap are quite scattered, ranging from 1.2

29



3. BISMUTH SULFIDE STRUCTURE AND PROPERTIES

Figure 3.4: Density of state (DOS) of the bulk Bi2S3. The top panel reports the
total DOS while the bottom panel decomposes the DOS in the contribution of the
bismuth and sulfur atoms. In both panels, occupied states are represented by filled
curve, while empty states appear as empty curve.

to 1.7 eV. These aspects have been related to the presence of intra-gap states.

The appearance of such states is due to two distints issues. First, low-temperature

in-solution synthesis techniques (such as colloidal method), though cheaper than

high-temperature in-vacuo methods, do not allow a perfect control over the stoi-

chiometry and crystallinity of the product. In addition, Bi2S3 reveals a low defect

tolerance, which means that even a low density of defects tends to accumulate
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energy states inside the band gap, i.e. deep trap states that ruin the optoelec-

tronic properties of the crystal. We focused our study on the e↵ects of bismuth

Figure 3.5: The unit cell of Bi2S3 contains 20 atoms. However, using the sym-
metries of the Pnma space group, it can be built just by five inequivalent atoms
(the so called asymmetric unit).

and sulfur vacancies on the electronic stucture of bismuthinite. With this aim,

we built a 2x3x2 supercell of Bi2S3 (240 atoms) and performed five indipendent

DFT calculations removing each time one of the five inequivalent atoms of the

crystal structure (see Fig. 3.5). The results show that all the sulfur atoms gener-

ate doubly occupied states that lie deep in the band gap (0.8 eV above the VB,

0.6 eV below the CB) while the bismuth vacancies generate half-empty states a

few tens of meV above the VB. The substantial agreement of our results with

previous studies (148) suggests that the sulfur vacancies are likely responsible for

the absence of photoluminescence in several experimental investigation on Bi2S3.

3.4 Methodological details

All the calculations were performed with the QUANTUM ESPRESSO code(129).

The initial geometry was chosen corresponding to the experimental data reported

by Lundegaard et al.(144) The Perdew-Burke-Ernzerhof (PBE)(132) was used

to perform geometry optimizations. The valence electron wave functions were

expanded in planewaves basis sets with kinetic energy cuto↵ of 30 Ry. Valence
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3. BISMUTH SULFIDE STRUCTURE AND PROPERTIES

electrons were explicitly described, while the core-valence interaction was taken

into account by means of Troullier-Martins pseudopotentials.(149) The reciprocal

space was sampled with a (8x8x8) Brillouin zone mesh centered at �.
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Nanostructures of Bi
2

S
3

The unit cell of pnictogen sulfides such as Bi2S3 or Sb2S3 is characterized by a

relatively high number of atoms. On the other hand, the intrinsic anisotropy

of their crystal structure allows us to look at the bulk as a herringbone pattern

of parallel ribbons that loosely interact with each other by means of dispersive

forces. The twofold nature of strong intra-ribbon versus weak inter-ribbon forces,

suggests the legitimacy to study some morphologic and electronic properties of

the bulk by means of a single ribbon model. In section 1.2 the modern relevance of

semiconducting 1D nanostructures in several fields of science and engineering was

introduced. Due to their anisotropic structure, pnictogen sulfides are excellent

candidates for this purpose. Bi2S3 is mostly synthesized in form of elongated

nanostructures (nanorods(19, 150, 151, 152, 153, 154, 155) or nanowires(57, 152,

156, 157, 158)) that extends along the ribbon axis. In these type of structures,

one is naturally interested to study mechanical and optoelectronic properties that

concern primarily the ribbon structure. The first study to propose the single

ribbon model was published by Vadapoo et al (121). They proposed it to study

the stability of Sb2S3 and Sb2Se3 nanostructures, their quantum confinement

e↵ect and the behaviour of heterostrucures between the two materials.

In this Chapter, the single ribbon model is used to study the morphologic and

optoelectronic properties of Bi2S3,(19, 159) The study starts from the calculation

of the properties of an isolated ribbon periodically repeated along its main axis.

Then, saturated and unsaturated nanoribbons of finite size are considered. By

means of DFT calculations and experimental techniques, evidence that the opti-
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cal gap can be tuned through quantum confinement is provided. By a comparison

with Sb2S3, it is possible to conclude that Bi2S3 nanostructures have similar tun-

ability of the band gap and a better tendency of passivating defects at the (010)

surfaces through local reconstructions. In Section 4.3, the study of ultrathin

nanowires (NWs) obtained by the aggregation of more than one nanoribbon is

presented. It is shown that crystalline NWs consisting of more than 7-9 nanorib-

bons are expected to be stable structures at room temperature. In line with the

theoretical analysis, ultrathin Bi2S3 NWs that extend along the [010] crystallo-

graphic direction have been synthesized with a coherence length of around 30

nm. To do this, a novel oleylamine based organometallic synthesis employing

bismuth acetate as precursor have been used. The electronic properties of the ul-

trathin Bi2S3 nanowires are further investigated within the framework of density

functional theory (DFT) to study intra-gap states and passivation strategies by

organic molecules.

4.1 Periodic nanoribbon

A single ribbon was extracted from the bulk structure. Periodic boundaries con-

ditions were applied along the ribbon axis, so that the system is an infinite one-

dimensional nanostructure. Relaxation shows a minor geometry optimization

e↵ect, consisting in a slight re-orientation of bonds along the ribbon axis (see

Fig. 4.1).

A small expansion of about 2% in the (010)-plane is also observed. Consis-

tently with the weak electronic coupling between ribbons found in experiments(144,

160) and previous theoretical works(120, 123), the calculations show a small co-

hesive energy di↵erence between the ribbon and the bulk. In particular the total

energy di↵erence is smaller than 0.2 eV/atom to be compared with the large

binding energy (2-3 eV/atom) within the atoms of the same ribbon due to the

strong Bi-S chemical bonds. The results also show that the band gap of the single

ribbon relaxed in vacuo is 0.1 eV higher than the band gap of the relaxed Bi2S3

bulk (1.5 eV vs. 1.4 eV). This proves that, consistently with the weak electronic

coupling between ribbons, there is only a slight dependence of the electronic gap

on the size of the system in the (010)-plane. This is also consistent with theoret-
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Figure 4.1: A comparison between the optimized geometry of a Bi2S3 ribbon
relaxed inside the bulk (left) and a Bi2S3 ribbon relaxed in vacuo (right).

ical results(121) for Sb2S3. Conversely, in the next sections it will be shown that

the electronic confinement is sizable in the direction parallel to the ribbon axis.

4.2 Finite length nanoribbons

Bi2S3 single ribbons of variable size within the range 1-10 nm have been consid-

ered by properly cutting the infinite ribbon along the (010)-plane. This gives rise

to two surfaces and ten dangling bonds for each ribbon-like nanocrystal. The

first step is to perform self-consistent field DFT calculations at fixed atomic po-

sitions with the PBE exchange-correlation functional. The (010)-surfaces give

rise to surface states that lie within the fundamental gap. The corresponding

HOMO-LUMO gap (HOMO: Highest Occupied Molecular Orbital; LUMO: Low-

est Unoccupied Molecular Orbital) turns out to be as small as 0.3-0.5 eV in all

cases. In fact, by inspecting the energy position of the molecular orbitals in

Fig. 4.2(a) and their spatial extension in Fig. 4.3 it was observed that for each

ribbon there are ten surface states (six occupied, four unoccupied).

In particular, the HOMO-LUMO levels correspond to localized surface states

that are due to the dangling bonds appearing at the (010) surfaces of the finite

ribbon, where the Bi-S bonds are cut. There are two ways of passivating the
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Figure 4.2: Density of states integral as a function of energy for a 10 nm-long
ribbon in its experimental geometry. The green background indicates the filled
molecular orbitals. (a) Before saturation. The presence of dangling bonds on
the surface causes the formations of trap states in between the valence and the
conduction band. (b) After saturation. H atoms and OH groups passivate the
surface (see inset) and a clean HOMO-LUMO gap is obtained.

surface states: by performing structural relaxation of the system through self-

healing (161, 162) or by suitable saturation of the dangling bonds. Both methods

were investigated.

4.2.1 Relaxed nanoribbons

Fig. 4.4(a) reports the HOMO-LUMO gap of the Bi2S3 nanoribbons after atomic

relaxation as a function of their length. The zero of the energy scale is set to

the band gap of the relaxed infinite ribbon. Let us examine first the part of

the curve associated with ribbons longer than 2 nm. The inverse dependence

of the HOMO-LUMO gap from the size (quantum confinement) is very little:
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Figure 4.3: A direct space representation of the molecular orbital isosurfaces. (a)
The Lowest Unoccupied Molecular Orbital (LUMO). The orbital is confined to the
ribbon edges: in fact, it is a surface state due to the presence of dangling bonds.
(b) The LUMO+4. The orbital is fully delocalized and belongs to the conduction
band.

the gap converges fast to the asymptotic value with a power law / L�2 and

variations of tens of meV when the length is increased by 1 nm. A more unusual

feature is observed when relaxing ribbons shorter than 2 nm where an abrupt

lowering of the gap by about 1 eV (from 1.6 to 0.7) eV is observed. In order

to validate the above behavior the atomistic relaxations were repeated with the

B3LYP exchange-correlation functional. Although the B3LYP overestimates the

absolute value of the band gap with respect to PBE, it provides the same band

gap dependence on size and it validates the occurrence of the same jump below

2 nm. In addition, since recent computational results show that the DFT Kohn-

Sham gap is sensitive to the inclusion of Bi semi-core shell, spin-orbit coupling,

and quasi-particle gap correction (145), we took explicitely into account all of the

above e↵ects to check the validity of the methodology adopted. Fig. 4.5 compares

the PBE Kohn-Sham gap dependence on size with and without spin-orbit and

quasi-particle e↵ects. In the calculation with the spin-orbit correction (163), the

Bi 5s2 5p6 5d10 semi-core shell (164) has been included. The quasi-particle gap has
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Figure 4.4: DFT Kohn-Sham gap variation as a function of the ribbon length
after relaxation. The zero of the energy scale is set to the PBE band gap of the
relaxed infinite ribbon (1.53 eV and 1.62 eV for Bi2S3 and Sb2S3, respectively); the
B3LYP and PBE asymptotes have been aligned. (a) Bismuth sulfide. An abrupt
transition is observed at 2 nm. For long ribbons, the HOMO-LUMO gap converges
to the value of the periodic case (b) Antimony sulfide. No transition is observed.
The ribbons are unable to self-repair their defects and the HOMO-LUMO gap does
not converge to the value of the periodic ribbon.

been evaluated through the �SCF method as di↵erence between the ionization

energy and the electron a�nity of each cluster (140). As shown in the figure,

the explicit inclusion of all the above e↵ects does not change importantly the

functional gap dependence on size. In particular, it is still found a jump and a

⇠L�2 decay. From a quantitative point of view the combined e↵ect of spin-orbit

and semi-core is to lower by about ⇠0.2 eV only the long ribbons energy gap.

Conversely, the band gap of small ribbons are una↵ected. In practice, the spin-

orbit correction is always about �0.2 eV while the semi-core correction is +0.2 eV

for small ribbons and almost zero for long ribbons. A small reduction of the gap
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Figure 4.5: Calculated gap dependence on size according to di↵erent corrections
to PBE: no corrections (blue); spin-orbit and Bi semi-core states (red); quasi-
particle correction through the �SCF method (black). The lines are guides to the
eye. The zero of energy is set to 1.5 eV, i.e. the asymptotic value of PBE blue
curve.

discontinuity is therefore calculated by including spin-orbit coupling and semi-

core electrons with respect to DFT. As for the quasi-particle e↵ects, consistently

with the GW result for the bulk material (145), the�SCF gap calculated for finite

ribbons is larger than the corresponding DFT gap. However, for finite ribbons,

the di↵erence between quasi-particle and DFT gap is considerably larger due to

the sizable exciton binding energy expected for finite systems. Overall, there

is no significant di↵erence as far as the HOMO-LUMO gap dependence on size

is concerned. The entire discussion on quantum confinement is therefore not

a↵ected significantly by the explicit inclusion of spin-orbit, semi-core, and quasi-

particle e↵ects. Figure 4.6 shows separately the variation of the B3LYP HOMO

and LUMO energies as a function of the size. The jump of the HOMO-LUMO

gap at ⇠2 nm is associated to two corresponding steps in the two curves. The two

insets in Fig. 4.6 show the HOMO spatial distribution of a 4-units ribbon (left) or

5-units ribbon (right) around the length of the discontinuity in the electronic gap.
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4. NANOSTRUCTURES OF BI2S3

Figure 4.6: B3LYP HOMO and LUMO energy as a function of the ribbon length.
For ribbons shorter then 2 nm both the MO are localized surface states (left inset).
For ribbons longer of 2 nm, relaxation passivates the surfaces and fully delocalized
HOMO and LUMO are observed (right inset).

The HOMO level of nanoribbons shorter than 2 nm is localized on the edges (left

inset). Only for ribbons longer than 2 nm the HOMO is delocalized on the whole

crystal structure (right inset). One concludes that the ribbons shorter than ⇠2

nm are unable to get rid of their surface states by means of atomic relaxation and

still contain localized levels inside the gap. Only for ribbons longer than 2 nm

a complete reconstruction of the surfaces is possible providing the disappearance

of defect states and restoring a clean gap. It is interesting to compare these

observations with a di↵erent pnictogen sulfide having the same crystal structure.

To this aim atomic relaxations on stibnite ribbons were performed. As shown

in Fig. 4.4(b) the HOMO-LUMO gap is practically independent on size with

no large discontinuities. The asymptotic value of finite nanocrystals is 0.4 eV

lower than that of periodic ribbons. This demonstrate that Sb2S3 is unable to

completely self-repair its dangling bonds by surface reconstruction even in the case

of 10 nm long ribbons and the remaining surface states within the gap hinder the

occurrence of a clear trend in the HOMO-LUMO gap dependence on size. In order
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4.2 Finite length nanoribbons

Figure 4.7: Bond length distribution of standalone ribbons after relaxation. (a)
Top: bond distribution for the periodic Bi2S3 ribbon. Bottom: bond distribution
for ribbons shorter (green) and longer (blue) than the HOMO-LUMO gap transition
length. The formation of new bonds for long ribbons causes a redistribution of the
atomic distances and the disappearance of the short bonds. (b) Bond distribution of
Sb2S3. In this case, there is no formation of new bonds and the bond distributions
of the two finite ribbons are qualitatively similar.

to correlate the above gap dependence on size to morphological features, the bond

length changes upon relaxations of nanoribbons of di↵erent length were studied.

In particular, the bismuth-sulfur distance for all atom pairs within the ribbon

was calculated and the corresponding number distribution (number of bonds as

a function of their length) reported in Fig. 4.7. In that figure, panel (a) reports

a comparison between the Bi-S bond distribution in the relaxed periodic ribbon

(red), the ribbon of length 4 unit cells (green) and 5 unit cells (blue). These latter

systems delimit the discontinuity in the bangap-to-length curve (see Fig. 4.4 and

Fig. 4.6). It is clear that the two finite ribbons di↵er strongly in their Bi-S

bond distribution despite their very similar length. Two major di↵erences can be

identified. Going from five to four unit cells, a significant disorder is induced as

shown in the larger distribution of lengths found for the 4 units system. Secondly,

a short bond of 2.4 Å is created, which is not present in the ribbons longer than
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4. NANOSTRUCTURES OF BI2S3

4 units. Such variations of the ribbon morphology occur only when passing from

4 to 5 units ribbons. The short bond formed for ribbon lengths < 2 nm is

related to a shortening of the Bi-S bonds involving undercoordinated S atoms

at the surfaces. By inspecting the geometrical relaxation of systems of di↵erent

Figure 4.8: (a) Unrelaxed ribbon (experimental geometry). (b) Relaxation of a
ribbon shorter than 2 nm. No new bonds are formed. (c) Relaxation of a ribbon
longer than 2 nm. The atoms at the surface recombine to passivate dangling bonds.

length it can be seen that the ribbons longer than 2 nm undergo a particular

reconstruction at the surfaces that involves the saturation of the dangling bonds

through the formation of new bonds (Fig. 4.8). Such a reconstruction is not

energetically convenient for ribbons shorter than 2 nm. In this case the sulfur

atoms at the surface are not able to form new bonds and their Bi-S bond length

is substantially decreased preventing electron sharing with other surface atoms.

The results for Bi2S3 are quite di↵erent from the case of Sb2S3 ribbons. In Sb2S3
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4.2 Finite length nanoribbons

relaxed ribbons there is no surface reconstruction for any size investigated (up to

10 nm) (see Fig. 4.7(b)) and there is always a short bond of about 2.3 Å in the

bond distribution.

The ribbon relaxation was further characterized by calculating the squared

e↵ective length �2 =
P

i

y2
i

along the [010] direction and the relative variation

�y =
q

�

2��

2
0

�

2
0

with respect to the square length of the same nanocrystal at

equilibrium (�0). The results are reported in Fig. 4.9. For both Bi2S3 and Sb2S3,
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Figure 4.9: Relative elongation of the ribbons as a function of their length.
Sb2S3 shows a smooth trend, where the elongation monotonically decreases with
increasing length. On the other hand, Bi2S3 presents a step occurring exactly at
the HOMO-LUMO gap transition length.

there is a relative y-elongation (tensile strain) of the finite length ribbon with

respect to the infinite one. The tensile strain increases for shorter ribbons as

expected from the fact that the excess energy density u = E
S

/V due to the

surfaces is proportional to the surface-to-volume ratio S/V . In fact u = E
S

/V =

2�S/V ⇠ 2�
L

, where � is the surface energy of the (010)-plane and L is the

ribbon length. Consistently with the fact that Sb2S3 nanocyrstals do not exhibit

a change in surface reconstructions, the elongation turns out to be a monotonically

decreasing function of the ribbon length. At variance, in the case of Bi2S3, a step
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4. NANOSTRUCTURES OF BI2S3

was found at 2 nm in the strain function that corresponds to the di↵erent surface

reconstructions discussed above.

Overall the above analysis shows that the fine interplay between the strain

and surface reconstruction induce a non-monotonic dependence of the HOMO-

LUMO gap of the relaxed Bi2S3 ribbons. This makes di�cult to recognize the

occurrence of quantum confinement. In order to disentangle the role of atomic

relaxations and surface e↵ects from quantum confinement an additional analysis

was performed by accurately saturating unrelaxed nanostructures.

4.2.2 Saturated nanocrystals

A second set of Bi2S3 nanoribbons (hereafter referred to as unrelaxed) is obtained

by removing the surface states by chemical saturation of the dangling bonds

while keeping ribbons in their perfect crystal geometry at experimental lattice

size. The undercoordinated sulfur and bismuth atoms on the ribbon edges are

saturated by H and OH groups, respectively (see inset in Fig. 4.2(b)). A local

relaxation is performed where only saturating atoms are allowed to move. The

resulting electronic structure gives a clean HOMO-LUMO gap with no surface

states occurring in the ribbons (Fig. 4.2(b)). The change of the gap as a function

of the ribbon length (�E
g

) is reported in Fig. 4.10(a), in which both the PBE

and B3LYP results are present. The zero of the energy scale corresponds to the

unrelaxed infinite ribbon gap. As one can see, there is a monotonic increase of

the HOMO-LUMO gap with decreasing size consistent with a sizable quantum

confinement of electrons in the system. This behavior can be nicely reproduced

by a power law function of the ribbon length f(L) / 1
L

2 . It is important to note

that L�2 is the standard quantum confinement law. Fig. 4.10(a) reveals that it is

possible to significantly tune the HOMO-LUMO gap only for nanocrystals smaller

than ⇠ 3 nm: for larger systems quantum confinement is hardly detectable. For

long unrelaxed Bi2S3 ribbons, the gap converges to the value of the infinite ribbon.

It should be noticed that the overall electronic confinement attainable by reducing

the ribbon length is around 0.6 eV for both PBE and B3LYP, much higher than

the quantum e↵ect observed when passing from the bulk to the infinite ribbon

(0.1-0.2 eV). That means that the electronic coupling between neighbor ribbons
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Figure 4.10: Quantum confinement energies of saturated ribbons as a function of
their length calculated by PBE (circles) and B3LYP (squares) functionals for Bi2S3
(top panel) and Sb2S3 (bottom panel). Dashed lines correspond to numerical fit
(see text).

plays only a secondary role in the delocalization of the electrons: the confinement

is primarily due to the length of the ribbons.

The above analysis has been repeated for the case of Sb2S3 unrelaxed ribbons

as well. The results are reported in Fig. 4.10(b) and the HOMO-LUMO gap has

the same L�2 asymptotic behavior of Bi2S3 case. In both cases, sizable variation

of the gap are expected only for nanostructures smaller than about 3 nm.
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4. NANOSTRUCTURES OF BI2S3

Figure 4.11: High-resolution transmission electron microscopy (HRTEM) image
of the synthesized Bi2S3 nanocrystals. By comparison with the ball-and-stick model
of Bi2S3, one can recognizes the herringbone pattern of nanoribbons extending
along the [010] crystallographic direction.

4.2.3 Comparison with the experimental results

In this section, a comparison between the theoretical predictions and the exper-

imental data is given. The reference work (19) concerns three samples of Bi2S3

nanoparticles obtained through colloidal synthesis. The size of the nanoparticles

ranges from 3.6 nm to 29 nm, depending on the sample considered (see more

details in section 4.4). According to spectroscopic data, the room temperature

absorption spectrum near the optical gap is dominated by band-to-band tran-

sitions and a broad excitonic contribution.(165) The band gap energy, E
g

, was

found to be at 1.443 eV and the exciton transition at 1.413 eV. To investigate the

e↵ect of the nanocrystal size on the lowest energy electronic levels in more detail,

Fig. 4.12(a) reports a zoom near the edge of the absorption spectra together

with their first derivatives; these latter can reveal weak optical contributions and

minute di↵erences in the spectra with enhanced sensitivity. The derivative spec-
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4.2 Finite length nanoribbons

Figure 4.12: (a) Absorbance spectrum (continuous lines) and its first derivative
(dashed lines) near the absorption edge of Bi2S3 nanocrystals in toluene dispersion
synthesized at the injection temperatures, T

j

= 50, 100, and 170 �C, respectively
(see details in Sec. 4.4). The inset shows the whole UV-Vis-NIR spectra. For
sake of comparison, spectra for T

j

= 50, 100 �C are rescaled to the intensity of the
spectrum for T

j

= 170 �C. (b) Theoretical energy gap and energy gap shift (inset)
of a single ribbon as a function of the ribbon length L. The lowest excitation
energy was calculated through first principles methods in the framework of the
time-dependent density functional formalism.

trum shows that in the sample containing the smallest nanocrystals the shoulder

is blue shifted by 30 meV. These spectroscopic data demonstrate that the quan-

tum size e↵ect is detectable but limited, despite the small dimension of the Bi2S3

nanocrystals. It is also worth comparing the observed shift with the confinement

energies observed in nanocrystals with well-studied optical properties, such as
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CdSe, CdS or PbS, and PbSe. For a particle size of ⇠3.5 nm, the increase of

the optical gap is several hundreds of meV, at least an order of magnitude higher

than in Bi2S3.(166, 167, 168, 169)

To take into account the excitonic contribution to the band gap, the previous

atomistic calculations on the saturated single ribbons were repeated within the

time-dependent density functional theory (TDDFT, see Chapter 2). The calcu-

lated excitonic optical gap of the ribbon is reported in Fig. 4.12(b) as a function

of the nanoribbon length L. The band edge saturates at 1.5 eV for long chains.

The optical gap dependence on size follows a 1/L2 behavior. Theoretical data

show that the gap tuning becomes perceptible only for ribbon length L around

3 nm. Blue shifts larger than one hundred of meV is achieved when L is smaller

than 1 nm.

A few comments are required in order to compare the experimental and the-

oretical values of the band gap tuning in Bi2S3. It is important to observe that

the lengths of the nanoribbons forming a spherical nanocrystal of diameter D are

distributed in the range 0 < L < D: the ribbon passing through the center of

the nanoparticle has a maximal length L = D while peripheral ribbons must be

shorter. In other words, assuming an ensemble of spherical nanocrystals, all with

the same diameter D, there exists an intrinsic distribution of ribbon lengths,

as shown in Fig. 4.13. Here, a simple algebrical relation between the average

ribbon length and particle dimension in ideal spherical nanocrystals is provided.

Let consider a sphere of diameter D = 2R (see 4.14) formed by a bunch of N

ribbons oriented along z-direction (Pbnm notation) having a constant density

� = N/(⇡⇢2) in the xy-plane. The height of ribbons located at a distance ⇢ from

the z axis is:

h(⇢) = 2
p
R2 � ⇢2 (4.1)

The fraction of ribbons located at a distance ⇢ within the element of area dS(⇢)

is

df(⇢) =
�dS(⇢)

�⇡R2
=

2⇡⇢d⇢

⇡R2
(4.2)

The average height < L >
D

of ribbons forming the sphere depends on its diameter
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4.2 Finite length nanoribbons

Figure 4.13: a) HRTEM image of a spherical nanocrystal with the superimposed
ideal crystalline structure formed by ribbons aligned along the <001> direction
(Pbnm notation here considered); FFT (fast Fourier transform) of the HRTEM
image in the top right corner. Perspective view (b) and cross section (c) of the atom-
istic crystalline structure showing the herringbone motif formed by the nanorib-
bons. (d) Calculated FFT (right side) of the crystal image (left side) revealing the
(002) inter-plane spacing corresponding to the experimental inter-plane distance of
0.39 nm.

D and it can be calculated as

< L >
D

=

Z
R

0

df(⇢)h(⇢) =

Z
R

0

2⇡⇢

⇡R2
d⇢ 2

p
R2 � ⇢2 (4.3)

from which it is found that

< L >
D

=
2

3
D (4.4)

At the peak of the particle size distribution (3.5 nm), the average ribbon length

is thus expected to be 2.3 nm. The expected shift of the absorption edge is calcu-

lated numerically in the continuum model from the knowledge of the dependence

of the theoretical band gap shift on L. It is assumed that the lowest excitonic

absorption is given by the sum of the absorption line from each nanoribbon in

a spherical nanocrystal of radius R = D/2. The resulting absorption spectrum

49
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Figure 4.14: Schematic representation of a spherical nanoparticle formed by rib-
bons of di↵erent lengths (dashed lines) in the continuum approximation.

reads:

< E >=

Z
R

0

g[E � E
i

(⇢)]�(⇢)df(⇢) (4.5)

where E
i

(⇢) and �(⇢) are, respectively, the exciton transition energy and ab-

sorption cross-section in the ribbon placed at a distance ⇢ from the center of

the nanocrystal reported in Fig. 4.14; E
i

(⇢) and �(⇢) are calculated through

first-principle time-dependent density functional theory; df(⇢) is the fraction of

ribbons located at a distance ⇢ within the element of area dS(⇢). A gaussian

shape g(E) of width � is taken for the excitonic absorption line. � ⇠100 meV is

assessed from the first derivative of the absorption spectrum shown in Fig.4.12,

specifically, from the energy spacing between the maximum and minimum of the

S-shaped derivative spectrum near the excitonic transition. The calculated ab-

sorption spectra and their first derivatives are shown in Fig.4.15 for D = 3.5 nm

andD = 14.7 nm. ForD = 3.5 nm, a ⇠30 meV blueshift of the absorption peak is

found, while for the larger nanocrystal the confinement e↵ect is negligible. In this

size range, the calculated optical shift corresponds in good approximation with

the blueshift calculated for a nanoribbon of length < L >
D

. In this size range,

the calculated optical shift corresponds in good approximation with that calcu-
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4.2 Finite length nanoribbons

Figure 4.15: Absorbance and its first derivative near the lowest excitonic tran-
sition in spherical nanocrystals calculated within the continuum model. For sake
of comparison, spectra are normalized to their maximum. E0

G

is the optical gap
energy of bulk Bi2S3.

lated for a nanoribbon of length < L >
D

. We find a blueshift of 30 meV, in good

agreement with experiments. The possibility to achieve the challenging regime

of strong confinement (< L >
D

⇠1 nm, D ⇠1.5 nm) with useful energy shifts

of several hundreds of meV is not, however, out of reach. According to previous

experimental reports, nanocrystals with size around 1.6 nm can be e↵ectively

synthesized by using a di↵erent synthesis approach; the observed experimental

band gap shift is consistent with the present theoretical model.(57)

A short discussion on the origin of the smaller Bi2S3 band gap shift with re-

spect to other semiconductor nanocrystals (such as Cd and Pb chalcopyrites) is

necessary. According to basic concepts of quantum mechanics, the energy shift

of the lowest confined level in an infinite potential well is expected to scale with

the well size (D) and the e↵ective mass (m
eff

) of the excitation, following the

equation
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�E =
Ch2

8m
eff

D2
(4.6)

where h is the Planck constant while and C is a constant that depends on the

dimensionality of the confining potential. For a 1D-potential, suitable for Bi2S3

ribbons, C = 1, while for a 3D-spherical well, which describes the case of most

nanocrystals made by II-VI and III-V semiconductors, C = 4.(170, 171) This

larger value accounts for the confinement energies along the three spatial dimen-

sions (C = 3 corresponds to the case of a particle in a 3D-square well). This

analysis suggests two main reasons for the comparatively small band gap shift

observed in Bi2S3 nanocrystals: (i) the 1D-character of the band-edge electronic

states, and (ii) their heavy mass.(122, 145)

4.3 Nanowires

This section is dedicated to the study of ultrathin nanowires (NWs) obtained by

the aggregation of more than one nanoribbon. The stability of NWs formed by 4,

7, and 9 nanoribbons is investigated by means of both theoretical and experimen-

tal methods. Their surface states, passivation and defects are further investigated

within the framework of DFT providing a possible route for improving the opto-

electronic properties of Bi2S3 elongated nanostructures.

4.3.1 Energetics of the nanowires

The thermodynamic stability of nanoparticles is determined by their total config-

urational energy; the most stable atomic configurations are those with the lowest

energy values. For thin nanowires formed by a small number of ribbons it is possi-

ble to calculate their energy from first-principles. We consider NWs of increasing

diameter built of 1, 4, 7, 9 ribbons, respectively (see Fig. 4.16). In particular

the largest 9-ribbons model has a diameter as large as 3 nm. All the NWs are

periodic along the ribbon axis and are obtained by cutting the corresponding

number of ribbons from a perfect bulk followed by the full relaxation of atomic

structure through conjugate-gradient minimization.
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Figure 4.16: Panel a: Perspective view of an atomistic model of Bi2S3 NW
extending along the b direction; Panel b: Cross section view of NWs composed by
one, four, seven, and nine ribbons. Panel c: Comparison between a NW before
(left) and after (right) energy minimization.

The cohesive energy per atom, �E, of the nanowires is defined as

�E =
E � r · E

rib

N
(4.7)

where E is the total energy of the NW formed by r ribbons and N atoms and E
rib

is the total energy of the single isolated ribbon. A negative value of �E means

that the wire is stable against its separation into isolated ribbons. The lower is

�E the higher is the stability and the cohesion between ribbons.
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The results for �E are reported in Fig. 4.17. The cohesive energy of the

Figure 4.17: Energy di↵erence per atom, �E, of the Bi2S3 nanostructures. The
nanowires (W4,W7,W9) get more stable with respect to the single ribbon (R)
by increasing their diameter. Also the cases of a lamellar structure along the z-
direction (S) and the bulk (B) are reported for comparison.

single ribbon is zero by definition. At larger diameters of the NWs, �E decreases

monotonically i.e. the structures become more stable. The bulk is found at

�E = �0.18 eV/atom and it represents the lowest value attainable in the limit

of NWs with infinite diameters. We also considered for comparison the case of

ultrathin Bi2S3 lamellar structures (Fig. 4.17, S) formed by a regular array of

parallel ribbons. In particular we calculated the energy of the z-oriented lamellar

structure that provides the preferential inter-ribbon electronic coupling and the

largest energetic stability. The calculated energy suggests that, though possible,

lamellae are higher in energy than cylindrical NWs. We expect that the former

will spontaneously fold into NWs by an exothermic relaxation.

Overall, the above analysis shows that the NWs formed by seven or more

ribbons have an energy gain of about 80 meV/atom with respect to the single

ribbon. This is large enough to compensate the thermal energy at room temper-

ature, so allowing the formation of stable structures of assembled ribbons. By
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comparing the energy of the NWs with respect to the bulk we can estimate a

moderate excess energy associated to the large surface-to-volume ratio of about

0.1 eV/atom. Though higher in energy than the bulk, the NWs do not undergo

phase transformations or amorphization during the relaxation of atomic forces.

During the relaxation of the NWs (see Fig. 4.16, panel c) the sulfur atoms of

the surfaces tend to move inwards in order to compensate for the reduced atomic

coordination with respect to the bulk, generating a strain on the surfaces. Apart

from the above strain e↵ects, the NWs preserve their overall crystallinity.

4.3.2 Synthesis

The theoretical results show that crystalline Bi2S3 ultrathin NWs grown along

the [010] crystallographic direction are in principle stable. This result is con-

sistent with experiments, as we are able to synthesize crystalline nanostructures

with comparable diameters by performing an oleylamine based organometallic

synthesis (see Section 4.4). Fig. 4.18 (left) reports the transmission electron mi-

Figure 4.18: Left: TEM image of Bi2S3 nanowires, obtained by oleylamine-based
colloidal synthesis. Right: HR-TEM image of a portion of Bi2S3 nanowire, where
nanocrystals are iso-oriented along the [010] direction; grain boundaries are present
between the nanocrystals (arrows)

croscopy (TEM) image of Bi2S3-NW samples. The colloidal dispersion in toluene

was very stable. NWs with an average width of 3-4 nm and lenghts exceeding

300 nm were obtained. X-ray di↵raction pattern indicates the presence of or-
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thorhombic bismuthinite as a single crystalline phase. The high resolution TEM

(HR-TEM) shows that the coherence length of the NWs is around 30 nm (see

Fig. 4.18)(right). It also highlights that the (101) planes are perpendicular to the

NWs axis, i.e. the wires grow along the [010]-direction. Imperfections similar to

grain boundaries can be attributed to the growth mechanism of the NWs, which

consists in the consecutive nucleation of nanocrystals on the elongated structure.

However, each nanocrystal preserves the crystallographic orientation of the wire.

The boundaries can be better explained as small variarion of the NW diameter,

while the core crystalline structure is common to all the nanocrystals. The pref-

erential orientation of the NWs makes them linear, at variance with the case of

Bi2S3 ultrathin NWs reported so far in literature, that are flexible and do not

exhibit a long-range crystallographic order.

4.3.3 Electronic properties of the nanowires

In Fig. 4.19 we report the electronic density of state (DOS) of the crystalline bulk

(Panel a) and of the 4-ribbons NW (Panel b). Occupied states are represented

by filled curves. We identify two main features of the nanowire DOS that are not

present in the bulk: (1) a peak at 300 meV above the valence band corresponding

to the highest occupied level of the NW; (2) an increase of the density of states

close to the top of the valence band. The two features are observed in all the NWs

investigated. We discuss first the point (1). By analyzing the atomic projections

of the electronic wavefunction it is found that the highest occupied states are

p-type orbitals localized on the outer edge sulfurs of the NWs (see the magenta

lobes in Fig. 4.19, right). Interestingly, the density of the surface states involves

mainly two lines of sulfur atoms at the opposite edges of the NWs instead of being

distributed over all external sulfur atoms. These states are doubly degenerate

since there are two sulfur atoms within each unit cell that are equivalent by

simmetry.

In order to better characterize the nature of the states we analyze the band

structure of the NW (See Fig. 4.20, panel a). It is found that, along the � � Y

direction, the two degenerate defect lines located above the continuum valence

band are not flat but are rather dispersed in energy following the shape of the
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Figure 4.19: Left: DOS of the Bi2S3 bulk (a) and the 4-ribbon nanowire (b);
Panel c reports the nanowire DOS projected on its core atoms (see text). Right:
Representation of the core (green) and surface (blue) of the NW; the valence top
orbital localized on the sulfurs atoms at the nanowire edges are also shown (magenta
color).

valence band. We conclude that the defect states are delocalized along the rib-

bon (y-direction). The above analysis shows that the peak 1 can be attributed

to the edges of the ribbon that induce electronic states localized within the plane

perpendicular to the ribbon (x-z plane) but delocalized along the ribbon y direc-

tion. We conclude that the peculiar crystalline structure of Bi2S3 NWs formed

by weakly interacting ribbons results in 1D-like surface states at the NWs edges.

Interestingly, the energy position of this levels (0.3 eV above the valence band)

is compatible with the results of spectroscopic measurements in Bi2S3(19).

The surface of the NW is also responsible for the DOS peak 2. At variance

with the previous case, these levels are not localized on a specific atom and can

be attributed to the strain of the surfaces (represented by the blue region in

the atomistic model of Fig. 4.19, right). In order to validate this hypothesis
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Figure 4.20: Band structure of the 4-ribbon nanowire before (left) and after
saturation with acetic acid (center) and methylamine (right). Acetic acid appears
to be more e�cient in lowering the surface band below the valence band. Minimum
energy configurations of 4-ribbons nanowire decorated by acetic acid (top) and
methylamine molecule (bottom).

we calculate the core-projected DOS (Fig. 4.19, c) obtained by considering the

atoms forming the core of the ribbon (green region in the atomistic model of Fig.

4.19, right). By choice, the core consists of those atoms that are separated by at

least 4 Å from the surfaces. Upon core-projection, not only the peak 1 disappears

but we found a sizable decrease of the DOS at the top of the valence band (peak

2), so that the projected DOS is more similar (though not identical) to the bulk.

This trend is further confirmed by larger ribbons for which the fraction of atoms

of the core is higher. It is demonstrated in this way that feature 2 is associated
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to the outer region of the NWs.

4.3.4 Passivation of the nanowires by organic ligands

It is important to identify e↵ective ways to get rid of the surface states described

above by a proper saturation of the missing electronic interactions. Colloidal

synthesis of Bi2S3 typically makes use of organic ligands such as oleic acid or

oleylamine(19, 57) with carboxylic (COOH) and amine (NH2) anchoring groups,

respectively. These compounds consist in a polar head that attaches to the

nanocrystal surface and a long hydrophobic aliphatic chain that acts as a shell

for the nanoparticle. However it is unknown whether the molecules are able to

e�ciently passivate the electronic defects of the ribbon surfaces and what is the

maximum concentration of surface sites that can be saturated by an organic layer

of molecules. We focus on acetic acid (CH3COOH) and methylamine (CH3NH2)

small molecules that have the same anchoring group of oleic acid or oleylamine,

respectively but with the shortest possible aliphatic tail, in order to minimize

the steric repulsion between molecules. We consider a full coverage of the ribbon

edges by the organic molecules, i.e. one molecule per sulfur atom of the edge.

The results show that both arrays of molecules bind to the edges of the NWs

(Fig. 4.20, bottom panels). In the case of the acetic acid, the hydrogen of the

carboxylic group binds to the unsaturated sulfurs of the NW, while the oxygen

is oriented towards the nearest bismuth. With the methylamine molecule, the

nitrogen binds to the bismuth atom that is connected with the unsaturated sulfur

(see Fig. 4.20). The adhesion energy of the acetic acid on the NWs is 0.7 eV per

molecule. The methylamine molecule has a lower adhesion of 0.4 eV per molecule.

According to the simulations, the acetic acid does not deprotonate spontaneously

in the binding with Bi2S3 NWs. Similar calculations performed by starting from

deprotonated configurations (COO-) give rise to smaller binding energies.

The ability of ligands to restore a clean gap is shown in Fig. 4.20 (top panels)

where it is reported the band structure of the 4-ribbon NW before (panel a) and

after the saturation with CH3COOH (b) or CH3NH2 (c). It can be observed that

the saturation by acetic acid lowers the surface level below the valence band so

restoring a clean gap. In the case of methylamine, the lowering is less e�cient
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and the defect level still remains above the valence band at �. Hence the acetic

acid seems to be more e�cient than methylamine molecules in the removal of

surface states from the band gap of the Bi2S3 NWs. However in both cases the

molecules widen the gap up to 1.5 eV and 1.4 eV for acetic acid and methylamine,

respectively. It is interesting to note that molecular passivation does not a↵ect

the valence bands of the NWs that is practically unchanged with respect to the

free NW. This confirms that the modification of the valence bands of the NW

with respect to the bulk (discussed above as feature (2) of Fig. 4.19) is not related

to the electronic defects at the edges but rather to surface strain and it is not

eliminated by the organic passivation.

4.3.5 Sulfur vacancies in the nanowires

Since the edge levels of the ribbons are associated to the outer sulfur atoms of the

NWs it is interesting to understand the e↵ect of the removal of such atoms. This

Figure 4.21: Left panel: 4-ribbon nanowire containing two sulfur vacancies (edge
atoms removed). Right panel: corresponding band structure

is equivalent to consider the presence of sulfur vacancies at the NW surfaces.

Actually, these kinds of point defects are known to be the most abundant in

bismuth sulfide(172). We performed simulations on the 4-ribbon NW by removing

sulfur atoms at the ribbon edges and fully relaxing the atomic positions. The
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final NW structure is depicted in Fig. 4.21. The sulfur vacancies give rise to

two doubly occupied levels deeply located within the the band gap. We conclude

that sulfur vacancies are not able to compensate the surface states but generate

instead doubly occupied deep states located 0.5 eV below the conduction band.

Accordingly we expect to detect trap states in Bi2S3 samples containing sulfur

vacancies, as in fact observed by spectroscopic measurements.(19)

4.4 Methodological details

4.4.1 Computational methods

Periodic structures (infinite ribbons and nanowires) were studied performing DFT

calculations with the QUANTUM ESPRESSO code(129). The initial geometry

was chosen corresponding to the experimental data reported by Lundegaard et

al.(144) The Perdew-Burke-Ernzerhof (PBE)(132) functional within the general-

ized gradient approximation (GGA) was used to perform geometry optimizations.

The valence electron wave functions are expanded in plane waves basis sets with

kinetic energy cuto↵ of 30 Ry. Valence electrons are explicitly described, while

the core-valence interaction is taken into account by means of Troullier-Martins

pseudopotentials.(149) The reciprocal space was sampled with a (4x4x4) Brillouin

zone mesh centered at �. Both the energy cuto↵ and the number of k-points

were tested to be su�cient to ensure convergence of the total energy of the sys-

tem. For single ribbons and nanowires the reciprocal space was sampled with a

1x4x1 mesh, according to the one-dimensionality of the systems. For the finite

size nanoribbons the DFT calculations were performed with the TURBOMOLE

software,(173) which is suitable for non-periodic systems. Both the PBE and

B3LYP (174) functionals were employed. For the electronic wave functions the

default single valence polarized (def-SV(P)) basis set of Gaussian-type orbitals in

conjunction with an e↵ective core potential including 78 (46) core electrons for Bi

(Sb) was used. The accuracy of such a basis set was demonstrated by comparing

the results with the computationally heavier triple-⇣ valence polarized basis set

(def-TZVP). To check the validity of the methodology adopted, test calculations

were performed by taking into account the spin-orbit coupling (163) the inclusion
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of Bi semicore states (164) and the quasi-particle correction to the DFT Kohn-

Sham gaps as computed through the �SCF method. (140) In principle, DFT

is correct only for ground-state properties of the investigated system. Optical

excited states are properly described for finite systems by time-dependent DFT

(TDDFT). (128) To compute the excitation energies the TDDFT implementation

of TURBOMOLE was used. This latter is based on the linear response of the

density-matrix, in which the poles of the linear response function correspond to

vertical excitation energies and the pole strengths to the corresponding oscilla-

tor strengths. (175) The above computational methodology has been previously

applied for zinc-oxide (176) and zinc-sulfide (162) nanocrystals for which a gen-

eral good agreement between DFT/TDDFT results and many-body perturbation

theory calculations was found. (162)

4.4.2 Experimental methods

The synthesis of the Bi2S3 nanocrystals was performed through an oleic acid-

based organometallic synthesis. Bismuth(III) acetate, oleic acid and hexamethyl-

disilathiane are used as reactants and octadecene is employed as a solvent. Some

parameters, such the injection temperature and the reaction time have been made

to change. The mixture of 7.4100 g of bismuth(III) acetate (Aldrich >99%), 51

mL of oleic acid (Aldrich 90%) and 36 mL of 1-octadecene (Aldrich 90%) was

heated under stirring in argon atmosphere at 90 �C for 16 h and then heated up

to 170 �C.(94, 177, 178) A solution of 0.756 mL of HMS (Sigma Aldrich) in 30

mL of 1-octadecene was quickly injected into the fiask at the same temperature

(170 �C) or after cooling down at 100 �C or at 50 �C. The kinetics of the syn-

thesis was studied sampling at controlled times. The following acronyms will be

used: T
j

= 170, T
j

= 100 and T
j

= 50 �C for samples obtained at the di↵erent

injection temperatures. The samples were either cooled at room temperature or

quickly transferred in a beaker containing anhydrous methanol (Panreac 99.8%)

soaked in an iced bath. Purification of the nanocrystals was performed by suc-

cessive dispersion/reprecipitation and centrifugation steps in toluene/methanol.

Finally, the nanoparticles are dispersed in anhydrous toluene (Riedel-de-Haen).

These dispersions are stable for months. The reproducibility of the synthesis has
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been checked and other parameters have been changed such as: the amount of

the solvents and the reaction atmosphere (vacuum or argon). Neither of these

parameters produced significant modification of the final product.

The nanocrystal structure and morphology were characterized by X-ray di↵rac-

tion patterns were recorded on a Seifert X3000 di↵ractometer with a ✓-✓ Bragg

Brentano geometry with Cu K↵ wavelength. A quantitative evaluation of nanocrys-

tal sizes through the XRD patterns was achieved by a Rietveld refinement proce-

dure using the MAUD software:(179) recommended fitting procedure were adopted.(180)

Structural model of the identified phase of Bi2S3 were obtained by inorganic crys-

tal structure database ICSD [Inorganic Crystal Structure Database, ICSD, 2013

Karlsruhe, Germany]. Lattice parameters, isotropic/anisotropic average crys-

talline size, microstrain, preferred orientation parameter and isotropic thermal

parameters were refined.(181) Weighted pattern agreement index Rw% was less

than 14% for all refined patterns. Finely ground samples were dispersed in n-

octane in an ultrasonic bath and the suspension dropped on a copper grid covered

with a carbon thin film for the electron microscopy observation. Micrographs and

selected area electron di↵raction (SAED) were obtained by a transmission elec-

tron microscope (JEOL 200CX) operating at 200 kV. High resolution images were

obtained by a JEM 2010-UHR equipped with a Gatan Imaging Filter (GIF) with

a 15 eV window and a 794 slow scan CCD camera.

As for the transient di↵erential transmission spectroscopy, the laser source

was a Ti:Sapphire regenerative amplifier (Quantronix Integra C) operating at a

repetition rate of 1 kHz and emitting at 786 nm in wavelength. The white-light

continuum 150 fs-long laser pulses, generated by focusing the output of the re-

generative amplifier, attenuated to approximately 1 µJ energy per pulse, on a 1

mm sapphire plate were used a probe pulses. The white-light continuum pulses

had a variable delay with respect to pump pulses (394 nm wavelength, 150 fs-

long). Pump and probe beams were focused on a 1 mm quartz cuvette filled

with nanocrystals dispersed in toluene. The cumulative e↵ect of spectral chirp

and wavefront distortion of laser pulses resulted in a 200-fs time-delay resolu-

tion. Optical spectra were recorded with a CCD camera (Andor Newton. 16

bit resolution, used in vertical binning) coupled to a grating spectrometer (Ac-

ton SP2300i, equipped with a grating 300 groves/mm). Di↵erential transmission
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�T/T = (T
on

� T
off

)/T
off

was obtained by recording sequential transmission

spectra with (T
on

) and without (T
off

) pump pulses illuminating the sample.

The exciting source for the cw-di↵erential transmission spectroscopy was the

second harmonic of a Nd:YLF laser (B.M.I., 600) operating at a repetition rate

of 1 kHz and emitting 0.4 s-long pulses (h⌫ = 2.36 eV). The cw-emission of a

xenon lamp was used as a probe light source. Di↵erential transmission �T was

detected by a look-in amplifier (SRS, SR830 DSP) triggered by the output of the

pump laser. The lifetime of the nonlinear signal was determined by measuring the

temporal evolution of the di↵erential transmitted signal of the cw-probe through

an oscilloscope (Tektronix, TDS 3054 B) synchronized with the pump pulse train.

The Bi2S3 nanowires were synthesized an oleylamine-based procedure. All

reagents were obtained from Sigma-Aldrich and were used as received. A mix-

ture of bismuth acetate (3.2 mmol) and oleylamine (OAm, 4,2 ml) was stirred

and heated to 130�C over the course of 30 min and then kept at the same tem-

perature for 30 min, under Ar atmosphere. A solution of 15,3 mmol of sulfur

dissolved in 10 ml of OAm was quickly injected in the flask. After 30 min at

100�C the reaction was quenched with cold toluene. Unsolubilized materials were

removed by centrifugation. Then, acetone was added to the supernatant until it

became turbid and the mixture was centrifuged, the supernatant discarded and

the precipitated nanocrystals redispersed in toluene. For the TEM observations,

the stable Bi2S3-toluene dispersions are directly dropped on carbon-coated cop-

per grids. TEM and HRTEM images were obtained with a JEOL 2010 HRTEM

equipped with a Gatan Energy Filter (GIF) with a 15 eV window and a 794 slow

scan CCD camera.

64



5

Conclusions

This work provides a quantitative understanding of key materials science issues

concerning Bi2S3 nanostructures, a non-toxic semiconductor representative of the

general class of pnictogen chalcogenides of the type [Pn4Ch6]n with considerable

interest for solar energy conversion.

First, the structural and electronic properties of the bulk Bi2S3 were investi-

gated. The atomic relaxation of the Bi2S3 crystal structure was studied by means

of DFT-GGA simulations and provided a good agreement with experimental data.

The lattice parameter along the y-direction is practically unchanged, while a small

expansion and contraction is observed along the x and z-direction, respectively.

In good agreement with the experiments, a direct gap of 1.4 eV was calculated.

The band dispersion and the position of the band gap in the Brillouin zone (BZ)

are in agreement with those reported in previous theoretical studies. (122) The

e↵ective mass of the electrons along the x, y and z-direction was calculated, ob-

taining m⇤
x

/m
e

= 3.4, m⇤
y

/m
e

= 0.8, m⇤
z

/m
e

= 2.1. This confirms higher mobility

and larger electronic coupling of the electrons along the ribbon axis. The inter-

ribbon interaction in the x-z plane, is lower along the x-direction than along the

z-direction. A confirmation comes from the analysis of the charge density of the

system, which shows a charge coupling along the z-direction but not along the

x-direction. The decomposition of the density of states into the bismuth and sul-

fur contribution reveals a predominance of the sulfur component for the valence

states, and an almost equal contribution of the sulfur and bismuth components

for what concerns the conduction states. The study of the e↵ect of vacancies
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on the electronic structure of Bi2S3 shows that sulfur vacancies generate doubly

occupied states that lie deep in the band gap while bismuth vacancies generate

half-empty states a few tens of meV above the VB. This suggests that the sulfur

vacancies are responsible for the absence of photoluminescence reported in several

experimental investigation on Bi2S3.

Concerning the study of the Bi2S3 nanostructures, the single ribbon model

was adopted to study the e↵ects of relaxation and saturation on finite size sys-

tems. For relaxed nanocrystals, the quantum confinement e↵ect is hidden by the

persistence of defects on the ribbon edges. In particular, only the ribbons longer

than 2 nm were able to reconstruct their surface in order to e�ciently passivate

electronic trap states. For all lengths, a tensile strain of the ribbon with respect to

the periodic system was observed. An investigation of the quantum confinement

by keeping the nanocrystals in their experimental geometry and saturating the

dangling bonds by means of hydrogen atoms and OH groups was also performed.

The dependence of the band gap as a function of the ribbon length L was found

to be a power law L�↵ with ↵ = 2. The DFT calculations were performed with

two di↵erent functionals (PBE and B3LYP), and in all cases, the trends were in

good agreement with each other. The TDDFT estimates a band gap of 1.5 eV for

long ribbons, that lies in between the experimental range reported in literature

(1.2-1.7 eV). Such band gap ideally increases up to 2.2 eV for nanostructures of

length ⇠1 nm. The isostructural material Sb2S3 was also studied in comparison

with Bi2S3. The conclusion is that bismuth sulfide shows a better capability to

reconstruct its surfaces with respect to stibnite. Overall the above results suggest

that, from the theoretical point of view, the environmental friendly bismuthinite

is a valid alternative to the toxic stibnite, as far as concerns of confinement,

optical and electronic properties.

The second part of the investigation on Bi2S3 nanostructures concerns the

structure, stability and electronic properties of ultrathin nanowires. It was demon-

strated that such nanostructures are energetically stable at room temperature.

In good agreement with the theoretical predictions, ultrathin crystalline Bi2S3

nanostructures were in fact synthesized by means of a non-toxic colloidal route.

The TEM analysis revealed nanostructures with diameters down to 3 nm that

extend for 300 nm along the [010] crystallographic direction with a coherence
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length of about 30 nm. Electronic properties were further investigated theoreti-

cally. The surface of the nanowires induces intragap doubly-occupied states 300

meV above the valence band and associated to the sulfur atoms of the NWs edges.

Due to the peculiar crystalline structure of Bi2S3 such defects can be described

as 1D-like surface states extending along the nanowires axes. The removal of

the edge sulfur atoms is not beneficial for the system since the surface vacancies

give rise to doubly-occupied intragap states placed around 250 meV below the

conduction band minimum. Intragap states can instead be removed by passivat-

ing the surface of the nanowires with carboxylic and amine groups. Calculations

showed that both groups are able to eliminate the surface states. In particular,

small molecules such as acetic acid and methylamine, can fully passivate all the

defective sites at the NWs surface. This suggests a possible route for improving

the optoelectronic properties of Bi2S3 nanostructures by using shorter molecules

and by tuning the ligand size.

The present Thesis clarifies the key issues of Bi2S3 materials and provides, to

the best of our knowledge, the first theoretical investigation on its nanostructures.

The results clarify the morphology and energetics of the nanostructures, the rele-

vance of quantum confinement e↵ects, the role of surfaces and the corresponding

electronic states. In particular, the work highlights the tendency of the material

to form intragap states that a↵ect the optoelectronic properties, explaining the

absence of photoluminescence and showing the necessity to reduce surface defects

to increase the technological impact of Bi2S3.
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schmidt, L. Wu, U. Gösele, J. Bachmann, and K. Nielsch.

The Transition between Conformal Atomic

Layer Epitaxy and Nanowire Growth. J.

Am. Chem. Soc., 132(22):7592–7594, 2010. PMID:

20469861. 7

[90] S. Moon, Y. Itzhaik, J. Yum, S. M. Zakeeruddin, G. Hodes,

and M. Grätzel. Sb2S3-Based Mesoscopic Solar

Cell using an Organic Hole Conductor. J. Phys.

Chem. Lett., 1(10):1524–1527, 2010. 7

[91] T. Zhai, M. Ye, L. Li, X. Fang, M. Liao, Y. Li, Y. Koide,

Y. Bando, and D. Golberg. Single-Crystalline

Sb2Se3 Nanowires for High-Performance Field

Emitters and Photodetectors. Adv. Mater.,

22(40):4530–4533, 2010. 7

[92] J. A. Chang, S. H. Im, Y. H. Lee, H.-J. Kim, C.-

S. Lim, J. H. Heo, and S. I. Seok. Panchro-

matic Photon-Harvesting by Hole-Conducting

Materials in Inorganic-Organic Heterojunction

Sensitized-Solar Cell through the Formation of

Nanostructured Electron Channels. Nano Lett.,

12(4):1863–1867, 2012. PMID: 22401668. 7

[93] N. Guijarro, T. Lutz, T. Lana-Villarreal, F. O Ma-
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