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Introduction

In last years, several changes have affected the way in which the electrical systems
must be operated and conceived. As an example, due to the deregulation of the
energy market, the power generation dispatch is now established through economi-
cal criteria and not only according to technical considerations, leading in this way to
new issues in the management of the system. Recently, the increasing attention to-
wards a sustainable and environmentally friendly future has pushed many countries
to provide incentives for the installation of generation plants supplied by renewable
energy sources, such as wind power or photovoltaic plants. Consequently, a large
number of small-size units has been installed and connected to the distribution level
of the system, creating the so-called Distributed Generation (DG). This overturns
the traditional view of the electrical systems to be composed of large-scale genera-
tion plants connected to the transmission grid, and with the distribution network
responsible only for the final delivery of the energy to the customers.

In the upcoming future, the investments in the sphere of electric mobility are
expected to bring a massive increase of Electrical Vehicles (EVs) connected to the
distribution system, and energy storage devices are expected to be deployed through-
out the network. All these elements, together with the DG, go under the more ge-
neral name of Distributed Energy Resources (DERs). The availability of DERs has
the potentiality to provide significant benefits for a flexible and efficient operation
of the network. However, their presence also increases the complexity of the system.
As a result, a new management and control philosophy is required to deal with this
evolving scenario and to satisfy the always stricter requirements on system reliability
and efficiency.

The renowned concept of Smart Grid was born in this context, as an answer to
the need of smarter solutions for the management of the modern electrical systems.
Many definitions, with different nuances, can be found to describe the concept of
Smart Grid, depending on the features that are to be highlighted. In general, the
Smart Grid can be seen as a modernized power network in which advanced auto-
mated functions are implemented, exploiting a suitable communication infrastruc-
ture, to efficiently perform the management, control and protection of the network.

In the Smart Grid paradigm, a key role is played by the measurement system



INTRODUCTION

deployed to monitor the network. In fact, all the possible control and management
applications have to rely either on the picture of the operating conditions or on the
knowledge of specific quantities of the network. Such information is provided by the
measurement system, which, therefore, represents the core for the operation of the
Smart Grid. It is worth underlining that, in this context, the measurement system
has to be intended with an extended meaning, including both the measurement in-
frastructure (i.e. the measurement devices installed on the field) and the algorithms
provided for processing the raw measurement data (i.e. the applications envisaged
for collection, coordination and elaboration of the measurement data).

State Estimation (SE) algorithms are an essential part of the measurement sys-
tem of an electrical grid. SE is a mathematical technique that uses the measurements
gathered from the instruments deployed on the field to identify the current opera-
ting state of the network. Therefore, it represents the link between the measurement
infrastructure and the management system in the control centers. Once the state of
the network is known, all the electrical quantities can be computed and any control
or management function can be run. For the successful operation of such functions,
the accuracy of the estimated electrical quantities is a fundamental feature. SE plays
a crucial role also from this standpoint, because it allows filtering out the errors in-
trinsically present in the measurements due to their limited accuracy. The relevance
of SE within the measurement system is thus evident, since it can be considered as
the final ring of the measurement chain, and since it is essential for enhancing the
accuracy of the quantities provided to the upper level functions.

SE has been used, since several decades, in the control centers of the transmis-
sion systems. In the Smart Grid scenario, distribution systems, which currently
are usually unmonitored, will also be equipped with computational centers having
appropriate management systems. As a consequence, SE is expected to play a key
role also at the distribution level. However, SE has to be suitably revised for fit-
ting the distribution systems, and this is not an easy task due to several reasons.
First of all, distribution networks differ significantly from transmission grids, hence
a simple adjustment of existing algorithms developed for the transmission level is
not sufficient. As a result, ad hoc state estimators, tailored to the features of the
distribution systems, have to be conceived. Moreover, since distribution grids have
been so far poorly monitored, the penetration of measurement instruments in these
networks is minimal, often limited to the High Voltage to Medium Voltage (HV/MV)
substations. To tackle this problem, and make the SE possible, all the types of avai-
lable information must be exploited. Statistical or historical data are then used to
create the so-called pseudo-measurements. Pseudo-measurements allow SE to be
performed but, since such information is based on forecast data, the accuracy of
the SE results can be drastically affected. Another major issue in the context of
distribution systems is given by the huge dimension of such networks. This aspect
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emphasizes the problem of the computational efficiency of the estimation algorithms.
To this purpose, proper solutions have to be found to allow real-time running of SE
with the reporting rates required by the downstream control and management func-
tions.

For all these reasons, Distribution System State Estimation (DSSE) is an im-
portant research topic nowadays, and it still represents a challenging task. This
thesis aims at addressing some of the issues related to SE in distribution systems.
In particular, the main goals are:

- to propose a state estimation algorithm tailored for distribution networks, able
to fit the main features of these grids and to combine the requirements of
accuracy and computational efficiency needed for the practical purposes;

- to present approaches able to further enhance the computational efficiency of
the estimation algorithm without reducing its accuracy performance;

- to assess the impact of the measurements, in terms of both typology and
placement, on the final accuracy of the estimated quantities and to highlight
the importance of a proper modeling of the measurement uncertainties for the
achievement of the best possible accuracy in the output results;

- to advance proposals for the effective deployment of both SE and the mea-
surement infrastructure, taking into account the requirements of accuracy, ef-
ficiency, robustness and low costs predictable in real distribution systems.

The thesis is organized according to the following outline. In Chapter 1, after an
overview on the basics and on the methods commonly used to perform SE, the chal-
lenges related to the realization of SE in distribution systems are described. Then, a
new state estimation algorithm, using the branch currents as state variables, and tai-
lored for the distribution networks, is proposed. The novel algorithm overcomes the
issues present in previous branch-current estimators and allows for easy integration
of all the kinds of measurements, including the new generation Phasor Measurement
Units (PMUs).

In Chapter 2, formulations traditionally used for the inclusion of the equality
constraints into the estimation algorithms are presented. Then, a new approach well-
suited to the proposed branch-current estimator is shown and compared to existing
methods. Such approach allows reducing the execution times of the estimator and
to improve its convergence properties.

Chapter 3 reports a comprehensive analysis of the performance of the proposed
branch-current state estimator, in terms of estimation accuracy, numerical properties
and computational efficiency. In particular, these features are compared to those
of other estimators existing in the literature, based on different state variables, in
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INTRODUCTION

order to highlight both strengths and weaknesses of the proposed solution. Such
analysis aims at providing a benchmark for the choice of the state estimator most
suitable for networks with different topologies and for different configurations of the
available measurement infrastructure.

In Chapter 4, an analysis of the impact of different measurement types, and of
their placement, on the final accuracy of the SE results is presented. Such analysis
provides useful information for the selection of the measurement infrastructure to be
deployed in future distribution grids, and points out some important considerations
for a smart choice of the meter placement.

Chapter 5 focuses on the impact of the measurements and in particular of their
modeling on the final accuracy of the estimation results. The importance of duly
considering all the measurement aspects into the estimator model is pointed out. In
particular, proper consideration of the correlations existing among measurements
is shown to be crucial to achieve significant improvements in the accuracy of the
estimation outcome.

In Chapter 6, a multi-area architecture, based on a distributed measurement
configuration, is proposed as overall measurement system for the distribution grids.
The multi-area scheme is almost a compulsory solution at the distribution level,
due to the large size of these networks. In this framework, the state estimator
has to be adapted for integrating the information provided by different areas. The
proposed solution allows for the estimation of the operating conditions on the whole
area with reduced execution times, minimum communication costs, and robustness
to possible communication failures. High accuracy performance are also obtained,
thanks to the proper modeling of the correlations arising among the data provided
by different areas into the multi-area estimator.

Summary comments on the obtained results and final considerations conclude
this thesis.
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Chapter 1

Branch Current Distribution System
State Estimation

1.1 State Estimation overview

The idea to apply State Estimation (SE) methods to the electrical power systems
dates back to the 1970s, when Fred Schweppe proposed the use of SE techniques
for achieving an accurate knowledge of the operating conditions of transmission
networks [1-3]. In [1], Schweppe describes SE as the result of the combination of two
big fields, load flow and statistical estimation theory. Basically, SE can be defined
as a mathematical technique that, through the processing of raw measurements and
network data (such as, for example, topology of the network, impedances of the
lines, etc.), allows the estimation of the most probable operating state of a network.
According to Schweppe’s definitions, the state of an electrical system is given by the
set of the voltage magnitudes and angles at all the network buses. The estimation
of the voltages, together with the knowledge of the network data, allows also the
computation of all the other quantities representative of the electrical system, thus
providing an overall picture of the operating conditions of the network.

SE was identified by Schweppe as the necessary link between the raw measure-
ment, data provided by the instruments deployed on the field and the management
programs installed in the control centers. In fact, measurements are always affected
by errors due to the limited accuracy of the measurement devices. Moreover, bad
data, instrument failures, communication errors and telemetry loss can also occur.
As a result, meter readings are not always fully reliable and available for direct use
in control applications. For this reason, a suitable processing of the telemetered mea-
surements is needed in order to remove clearly erroneous data, to handle possible
measurement unavailability and to filter out the random errors intrinsically present
in the measurements.
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Since the ’70s, SE has been object of large research efforts. Currently, it re-
presents the heart of the control centers of transmission systems, where it enables
proper operation of the control programs and serves as monitoring tool for human
operators. Comprehensive reviews of the state of the art in power system SE can
be found in [4,5].

In general, SE tools commonly implemented in control centers include the fol-
lowing functionalities [4]:

- Topology processor: it allows building the current topology of the network,
according to the acquired states of switches and breakers.

- Observability analysis: it is a pre-processing stage where all the gathered mea-
surements are analyzed to verify the observability of the whole network; if the
redundancy of the available measurements is not sufficient to achieve the full
observability of the system, the observable islands have to be detected in order
to allow SE to be run at least on them.

- SE algorithm: it is the core of the state estimator, that is the algorithm
designed to process the collected real-time measurements and to provide the
estimated state of the network.

- Bad data detection and identification: depending on the estimation approach,
this step can be directly included in the estimation algorithm or can be a post-
processing step. It allows detecting, identifying and then discarding possible
bad data occurring due to instrument malfunctioning, communication errors or
other reasons. A preventive bad data check can be also performed before run-
ning the SE algorithm in order to immediately reject senseless measurements
(such as, for example, negative voltage or current magnitudes).

- Topology error identification: similarly to the bad data identification, it is a
step where the estimation results are analyzed to identify possible errors in
the assumed topology of the network (due to an erroneous or missed commu-
nication of the state of a switch).

Fig. 1.1 shows the flowchart for the typical operation of a state estimator. It
is possible to observe that, if bad data or topology errors are detected, then SE
must be repeated, after the corrective actions, since such errors drastically affect
the estimation results. Each one of the stages included in Fig. 1.1 represents an
important research topic within the wider field of SE. In this thesis, as recalled in
the following, the focus is mainly on the SE algorithms, but it is worth underlining
that each one of the mentioned steps is essential for the effective realization and
deployment of a SE function into a power system control center.
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1.2 State Estimation in distribution systems

1.2.1 Evolution of distribution systems

SE is today an essential part of the Energy Management Systems (EMSs) imple-
mented in the control centers of transmission grids. In distribution systems, instead,
the detailed monitoring of the network has not been necessary so far, since the pas-
sive operation of these grids allowed an easy management without advanced control
tools. As a consequence, until now, SE has not been generally employed at the
distribution level.

Currently, however, significant changes are affecting the operation of distribution
systems [6]. First of all, because of the massive increase of Distributed Generation
(DG), the assumption of passive behaviour is no longer valid; bi-directional power
flows are now possible and this calls for a more complex and active management of
the network [7]. Moreover, new players are entering (or are going to enter in the
upcoming future) in the scenario of distribution systems. Among these, it is worth
mentioning the Electric Vehicles (EVs), whose foreseeable spread in next years is
expected to have a significant impact on the distribution system operation [8]. If
EVs are not properly managed, major issues could arise because of the large power
demand occurring in case of contemporary request of charge by many vehicles. On
the contrary, a suitable management of the charging strategy can be beneficial for the
grid operation, contributing to voltage control and power loss minimization [9,10].
Besides the EVs, storage devices and demand-side management are also forecast
to support the operation of future distribution grids [11,12]. All these options are
included under the more general name of Distributed Energy Resources (DERs);
they are an important solution for achieving higher openness to renewable energy
sources, postponement of grid refurbishment, and improvement of efficiency and
reliability of distribution networks. Again, to coordinate the operation of all these
assets, smart Distribution Management Systems (DMSs), equipped with advanced
control functions, must be developed.

In this context, SE will be playing a crucial role. In fact, for the proper func-
tioning of the control tools, an accurate awareness of the operating conditions is
essential. A poorly accurate knowledge would be detrimental, leading to possible
wrong decisions by the DMS with consequent technical issues or unwanted costs [13].
Thus, like in transmission systems, SE is necessary to process measurement data,
enhance their accuracy and provide a reliable picture of the operating conditions to
the upper level functions within the DMS.

4
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1.2.2 Features of distribution systems

Despite the similar role of SE in both transmission and distribution grids, the real-
ization of the state estimators in the two systems has necessarily to be quite different.
In fact, distribution grids differ significantly from the transmission ones under sev-
eral aspects. Typical features of distribution networks affecting the Distribution
System State Estimation (DSSE) are [14]:

- Imbalance: distribution grids, like the transmission ones, are three-phase net-
works. However, transmission grids are generally balanced systems and can
be, for this reason, modeled through an equivalent single-phase scheme repre-
senting the positive sequence of the system. Distribution grids, instead, can
have significant unbalances of the three-phase quantities due to the presence of
many non-symmetrical loads and of single-phase portions of the network. The
imbalance of the grid is further exacerbated today by the massive growth of
small-size generation plants, mainly fed by renewable energy sources, character-
ized by single-phase connection to the network. As a consequence, distribution
systems have necessarily to rely on a three-phase model of the network and to
duly consider the mutual coupling among the different phases. Comprehensive
references for the three-phase modeling of lines and other components of the
distribution systems can be found in [15, 16].

- Topology: differently from the transmission systems, which, for reliability rea-
sons, are generally highly meshed networks, most of the distribution systems
are radial or weakly meshed. This allows for the development of different for-
mulations of the SE algorithm, tailored to such topology of the system. The
idea to consider branch-currents as state variables in the estimator, instead of
the traditionally used node voltages, relies on the possibility to achieve simpler
and faster estimators exploiting the radial or weakly meshed configuration.

- Line parameters: distribution and transmission lines obviously differ because
of the associated voltage levels and their physical characteristics. In trans-
mission, the series impedance in the equivalent pi-model of the line is mainly
composed of the inductance term, while the resistance term is significantly
lower. Having very low R/X ratios allows neglecting the resistance for prac-
tical purposes and decoupling the SE algorithms, separating the estimation
of voltage magnitudes and angles. In distribution systems, instead, the same
considerations do not hold. In fact, it is not unusual to find R/X ratios equal,
or even higher, to 1. As a result, decoupling versions of the DSSE algorithms
cannot be easily obtained. Another important difference in the modeling of
the line concerns the shunt admittances. In distribution systems the capacitive
terms are usually very low (above all in case of overhead lines, [15]) and this
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allows approximating the line model by considering only its series impedance.
As a result, modeling and functions to be included in the DSSE algorithm can
be significantly simplified.

Number of nodes: this represents a critical aspect for distribution systems. In
fact, the number of nodes in Medium Voltage (MV) networks can be really
high, even some orders of magnitude larger than the number of nodes in trans-
mission systems. This situation is further aggravated if the monitoring of the
distribution grid is extended to the Low Voltage (LV) lines. As a consequence,
it is clear that computational issues arise, together with demanding require-
ments for data acquisition and storage in the computational centers; thus,
suitable solutions have to be found. First of all, the design of fast and efficient
DSSE algorithms, able to reduce execution times and to make real-time ope-
ration possible, is essential. From this point of view, it is worth recalling that
DSSE algorithms cannot be decoupled in the same way of the estimators for
transmission systems, and that a three-phase modeling must be used. These
factors imply additional computational burden for the estimator and make the
goal of efficiency even more challenging. An alternative solution to deal with
the large size of distribution networks (presented in Chapter 6) is the design of
suitable Multi-Area State Estimation (MASE) architectures. As an example,
DSSE could be decomposed according to the different voltage levels of the net-
work or according to geographical criteria. Even if the MASE approach can
bring large improvements in terms of execution times, due attention must be
paid to the proper design of both the architecture and the MASE algorithm.
In fact, a decomposition in too many areas or the use of inaccurate MASE
techniques can lead to a significant loss of accuracy in the estimation results
or to additional issues concerning communication.

Number of measurement devices: as already mentioned, distribution networks
have been so far poorly monitored networks. As a consequence, measurement
instruments installed on the grid are very few, often limited only to the High
Voltage to Medium Voltage (HV/MYV) substation. Because of the huge number
of nodes, the redundancy of available measurement devices is not expected to
significantly increase in the near future. To deal with this issue, all the possible
information has to be exploited to create the so-called pseudo-measurements.
Pseudo-measurements can be defined as non-real-time measurements derived
from statistical, historical or forecast data owned by the Distribution System
Operator (DSO). In particular, typical profiles of loads and generators can
be used to create pseudo-measurements for the power injections at the nodes.
The use of such pseudo-measurements allows obtaining the observability of the
network and thus to solve the DSSE problem. However, since these data are
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not based on real measurements, their modeling into the DSSE algorithm must
be done using large uncertainties, and this drastically affects the accuracy of
the estimation results. To this purpose, many research efforts are currently
ongoing for the development of techniques and methods aimed at providing
pseudo-measurements with enhanced accuracy and detailed modeling of their
uncertainty (see, for example, [17-19]). As additional issue, since the redun-
dancy of the measurements (even when including pseudo-measurements) is
not high, other auxiliary functions of the state estimator could work not prop-
erly. As an example, in some cases, the bad data detection and identification
function can be unable to detect an erroneous measurement or, even if the
detection is successful, it could be unable to properly identify the wrong data
(problem of bad data on critical measurements, see [4] for details).

- Uncertainty of network model: in the SE framework, the data of the network
are usually assumed to be known and they serve as input for the SE algorithm.
In distribution systems, however, the knowledge on the line parameters can
be highly uncertain, due to the network aging and the lack of recent accurate
measurement campaigns. As a result, such uncertainty can more or less heavily
affect the accuracy of the estimation results. The impact of this uncertainty on
the DSSE model has, therefore, to be duly taken into account and evaluated,
in order to guarantee the proper operation of the estimator and the reliability
of the achieved results.

1.3 Weighted Least Square estimators

Focusing on the SE algorithms, different approaches can be used to perform SE. All
the methods usually refer to the same measurement model, which is used as starting
point for defining the objective function implemented in the algorithm.

1.3.1 Measurement model

The measurement model commonly used for SE is:
y=h(x)+e (1.1)
where:

- y is the vector of the available measurements that will be used as input in
the SE algorithm; measurements can be voltages on the nodes and currents or
active and reactive powers either on the branches or on the node injections.

7
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- x is the vector of the chosen state variables; according to the traditional design
of power system state estimators, it is usually composed by the voltage magni-
tudes and angles at all the network buses; more in general, however, the state
of the system can be defined as a set of variables that, once known, allows
the computation of all the electrical quantities of the network. Thus, different
options for the choice of the state vector are possible.

- h(x) is the vector of measurement functions (in general nonlinear) linking
measurements y to the state variables x; basically, each function expresses the
associated measured quantity in terms of the adopted state variables.

- e is the vector of the measurement errors; traditionally, they are considered as
zero mean (E(e;) = 0), decorrelated (E(e;e;) = 0, for ¢ # j) errors, thus with
a resulting diagonal covariance matrix (X, = E(ee’) = diag(c?), where o; is
the standard deviation associated to the i-th measurement y;).

1.3.2 WLS method

Despite the large number of alternatives proposed in the literature (see, for example,
[20-25]), most of the estimators implemented in transmission system control centers
refer to a same approach, the Weighted Least Squares (WLS) method.

As for DSSE, different alternative approaches are also possible. In [26], some of
the techniques most used in transmission systems have been compared to test their
performance when adapted to work in a distribution system context. The analysis
shows that the WLS method has the best performance in terms of bias, consistency
and quality of the estimation results, and thus it can be considered a proper choice
for use also in DSSE.

In the WLS approach, the estimation algorithm is designed to achieve the mini-
mization of the following objective function:

J(z) = Zw [ys — ha(2))? (1.2)

where w; is the weight assigned to the i-th measurement, and M is the total number
of measurements available as input for the estimator. The term y — h(x), that is
the difference between measured value and corresponding quantity obtained as a
function of the state vector, is commonly indicated in the literature as measurement
residual.

Equation (1.2) can be generalized in matrix form as:

J(x) = [y —h(x)]" W[y — h(x)] (1.3)

8



1.4. Branch Current based estimators

where W is a resulting M x M weighting matrix, having the weights w; on the diag-
onal elements. The weighting matrix plays a critical role in the WLS approach. In
fact, it allows considering the different reliability of measurements, giving more im-
portance to those with higher accuracy. For a proper modeling of the WLS method,
it should be chosen as the inverse of the covariance matrix >, of the measurement
errors.

The minimization of the objective function J(z) is usually obtained using an
iterative Gauss-Newton method. Its application (see [4] for details) leads, at each
iteration k, to the following equation system (often referred to as normal equations
in the literature) to be solved:

G(x,)Ax, = H{W [y — h(x)] (1.4)

where H, = H(xy) is the Jacobian of the measurement functions h(x), G(xx) =
HI'WH,, is the so-called Gain matrix, and Ax;,, is the updating state vector used
to compute the new state according to the following:

Xktr1 = Xk + AXk (15)

The iterative process continues until a specified convergence criterion is achieved.
Usually, the largest absolute element in the updating state vector Ax is compared
to a defined tolerance threshold ¢, and the algorithm stops when maz(|Ax|) < e.
The state vector obtained at the last iteration is the estimation outcome provided
by the WLS algorithm.

1.4 Branch Current based estimators

First works proposing state estimators specifically conceived for distribution systems
date back to the 1990’s. A first attempt to address the DSSE issue, relying on a min-
imum number of available measurement devices, was performed in [27]. In [28,29],
instead, the need to use three-phase models for the modeling of distribution networks
was highlighted. To this purpose, the traditional WLS method was adapted to in-
clude the three-phase framework and to consider the mutual coupling among the
different phases. In [30,31], different alternatives for the state variables to be used
into the DSSE algorithm were proposed. In [30], the WLS algorithm was modified
to use the node voltages in rectangular coordinates in place of the traditionally used
voltage magnitudes and angles. Some approximations were also made to achieve a
decoupled version of this estimator. In [31], instead, Baran and Kelley proposed for
the first time the use of a WLS estimator based on branch currents (in rectangu-
lar coordinates) as state variables. Such a solution allows exploiting the radial or
weakly meshed topology of the distribution grids and to develop simpler and faster
estimators.



1. BRANCH CURRENT DISTRIBUTION SYSTEM STATE ESTIMATION

In the following years, several works have contributed to the development of
enhanced Branch Current Distribution System State Estimation (BC-DSSE) algo-
rithms. In [32], the first version of the BC-DSSE was modified in order to achieve
a per-phase decoupled version of the estimator. However, both the algorithms pro-
posed in [31,32] initially allowed processing only power and current measurements.
For this reason, developments of these original versions have been presented af-
terwards in [33,34], where possible formulations to include the voltage magnitude
measurements in the estimator model are presented.

1.4.1 Framework of BC-DSSE

The BC-DSSE approach is based on an iterative WLS algorithm composed, at each
iteration, of the following three main steps:

1) definition/update of input measurements;
2) solution of the normal equations (1.4) of the WLS problem;
3) forward sweep calculation to compute the bus voltages of the network.

In the first step, the definition or update of the measurements is required to
convert power measurements in equivalent current measurements. This process has
been introduced to allow an easier treatment of possible power flow measurements
and, above all, of the pseudo-measurements of node power injections. In fact, given
a pair of active and reactive power, the following equivalent current measurements
can be calculated at each iteration k:

Lj@)* (1.6)

iy + Jip = ( o
where ¢" and ¢* are the real and imaginary components of the current, P and )
are the active and reactive measured powers to be converted, and v, is the com-
plex voltage available at iteration k either in the node of the power injection or in
the sending node of the measured branch power (depending on the type of power
measurement). The operator * is instead the complex conjugate operator.

As it can be observed, such transformation converts the power measurements
in the same quantities used as state variables in the WLS algorithm, thus allow-
ing an easy and linear inclusion in the estimator. This operation can be really
convenient in terms of efficiency of the algorithm, above all considering that the
pseudo-measurements of power injection represent, of course, the majority of the
input measurements to be processed.

In the second step of the algorithm, relying on the collected input measurements
and assuming the knowledge of topology and data of the network, the WLS problem
described in Section 1.3.2 has to be solved. The main novelty of the BC-DSSE ap-
proach is in the choice of the state variables; in this case, according to the proposals

10
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presented in [31-34], and considering the three-phase formulation of the estimator,
the state vector x is:

X = X4, Xp,Xc| (1.7)

where the generic state vector x,, associated to phase ¢ (with ¢ = A, B, C) is:

X¢ - [Z§¢”ZTNbr¢’ZT¢”Z§:Vbr¢] (]_8)

with the generic variable 7;, indicating the current on the i-th branch of phase ¢
and with NV, equal to the total number of branches for the considered phase.

Consistently with the used state vector, measurement functions h(x) and Jaco-
bian matrix H(x) have to be calculated, and then the normal equations (1.4) can
be solved.

Finally, once the state of the branch currents at iteration k is obtained, the volt-
ages at all the network buses are computed by means of a forward sweep calculation.
In the forward sweep, starting from the voltage at the HV/MV substation node,
all the remaining voltages are achieved, descending the network and exploiting the
temporarily estimated branch currents, through a simple calculation of the voltage
drops along the lines. Since the knowledge of the voltage at the HV /MV substation
is needed to compute all the remaining ones, in [31] it is proposed, to this purpose,
to use the voltage measurement in substation (which is usually available) or, if this
is not possible, to set such voltage to 1 per unit (or the rated voltage of the system).

It is worth to recall that, since DSSE has to consider the three-phase nature of
the network, the calculation of the voltage drops has to duly consider the mutual
coupling among the phases. Thus, given a generic three-phase line, like the one
depicted in Fig. 1.2, the voltage on the ending node is given by:

V24 V1A ZAA  ZAB  ZAc| |la
UoB| = (ViB| — |#BA ZBB <BC B (1 -9)
(%o (%1l ZCA RCB *cC c

where z; (with i = A, B, C) is the self impedance of phase 7 and z;; (with j = A, B,C
but # i) is the mutual impedance between phases i and j.

Vi . V2
1A
PhaseA —@ >— o—
PhaseB —e@ > 18 o—
PhaseC —g )IC o—

Figure 1.2: Three-phase line.

11



1. BRANCH CURRENT DISTRIBUTION SYSTEM STATE ESTIMATION

It is important to underline that the forward sweep is an essential step, not only
to obtain the voltage profile of the network and to make it available as output of
the estimator, but, above all, to update the estimated voltages and to allow, in this
way, the refinement of the equivalent current measurements at each iteration.

As in generic WLS estimators, the BC-DSSE algorithm stops when the largest
absolute element of the updating state vector Ax is smaller than a chosen threshold
€.

1.4.2 Measurement functions h(x)

Traditional measurements that can be included in the BC-DSSE are: active and
reactive power (either on a branch or on a node injection), current magnitude on
a branch and voltage magnitude on a node. To solve the WLS problem, all the
corresponding measurement functions, which express the measured quantity in terms
of the state variables, have to be defined.

e Active and reactive power flow

As described in the previous subsection, in BC-DSSE active and reactive pow-
ers are converted in equivalent current measurements. Thus, indicating with
hefi and heq the measurement functions associated to the real and the imagi-

nary part of the equivalent current obtained for a power flow measurement on
branch [ of phase ¢, it is:

B+ s = adif, + i) (1.10)

where o = 1 if the measured power is in the same direction of the correspond-
ing branch current used in the state vector and o = —1 if the power is in the
opposite verse. As it can be observed, obviously, the transformation of the
powers in equivalent currents leads to a linear relationship for this measure-
ment function. Moreover, these functions are only related to state variables
(i}"¢ and if¢) belonging to the same phase of the measurement, thus, there is
no coupling among the different phases.

e Active and reactive power injection

Similarly to the previous case, the power injections are converted in equivalent
current injections. The associated measurement functions, for the equivalent
current, injection on phase ¢ of node ¢, are:

Wil A ghE = | (ing + Gikg) — (i + Jitg) (1.11)

'Ln] 'Ld) 'Ln] ¢
ke meA
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where () is the set of branches incoming on node 7 and A is the set of branches
outgoing from node 7. The variable « in this case, instead, is equal to 1 if the
considered power injection is drawn from the network (like for a load), while
it is equal to -1 in the opposite case (like for a generator). Even in this case,
it is possible to observe that the obtained measurement functions are linearly
related to the state variables and that no coupling exists among the different
phases.

e Current magnitude

The function associated to a current magnitude measurement I;;, on phase ¢

of a generic line [ is:
hi, =\ iry? + g, (1.12)

It is possible to notice that current magnitude measurements introduce non-
linearities in the estimator model and lead to the coupling between real and
imaginary state variables. However, they are still related to state variables
belonging only to the same phase ¢ of the measurement, thus, no coupling
among the different phases is introduced.

e Voltage magnitude

The voltage phasor v,s on the phase ¢ of a generic node ¢, can be expressed
as:

Vip = V1¢p — Z Zk7¢ik (113)

kel’

where vy, is the voltage phasor on phase ¢ of the starting node of the network
(that is usually chosen to be the HV/MV substation bus), Zj;, and i, are,
respectively, the row related to phase ¢ of the three-phase impedance matrix
and the column vector of the three-phase currents associated to branch k,
and I" is the set of branches in the path between the starting node and the
considered bus .

The related voltage magnitude measurement V;, can, instead, be expressed as:

’U1¢ — Z Z/Wbik

kel

Vig = e~ 9% (1.14)

where ;4 is the angle of the considered voltage on the phase ¢ of node 7. With
further modifications, it is possible to write:

‘/M):Re

Vigelro—0ie) - - Zk,dﬁkejéid)] (1.15)

kel
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1. BRANCH CURRENT DISTRIBUTION SYSTEM STATE ESTIMATION

and the final function of the voltage magnitude measurement is:
I, = Vig os(B15=0i)— Y (R gl =X 1) co8(dig) = _ (X gt +Ru pif) sin(dis)

kel kel

(1.16)

where R;, 4 and X, , are the real and imaginary part, respectively, of the consid-

ered row vector of the three-phase impedance matrix Zj, 4 of the branch k. As

it can be observed, found relationship for the voltage magnitude measurement

is nonlinear and introduces in the estimator model coupling both between real

and imaginary components of the currents, and among the different phases of
the system.

To solve the WLS problem, besides the definition of the measurement functions,
the computation of their derivatives with respect to each state variable has to be
developed in order to achieve the Jacobian matrix. Details on the Jacobian terms
resulting for each measurement function are provided in Appendix A.1.

1.5 New formulation of BC-DSSE

Branch-current based estimators proposed in [31-34| can be potentially well suited to
the problem of DSSE. In fact, they are able to easily include the pseudo-measurements
about power injections on the nodes, which are the majority of the measurements
available in distribution systems; moreover, they can also include current magnitude
measurements without too much complex functions, as it is the case, instead, of the
traditional voltage-based estimators. However, the formulations provided in [31-34]
show some issues in specific cases. In particular:

- The voltage profile of the network is obtained through the forward sweep
step starting from the voltage measurement in the HV/MYV substation; thus,
the accuracy of the voltage profile is drastically affected by the uncertainty
of such voltage measurement; moreover, further issues can arise in case of
unavailability or bad data for this measurement.

- Despite the efforts made in [33,34] to include the voltage measurements in the
BC-DSSE model, both the papers show that this kind of measurement does
not have a clear impact on the accuracy of the BC-DSSE results.

- Reference papers on BC-DSSE date back to the 1990’s. As a result, they
only consider the possibility to have traditional measurements as input to the
estimator. However, recently, new generation measurement devices, such as
Phasor Measurement Units (PMUs), are becoming widespread on the market.
Therefore, the estimator model has to be adapted in order to include the
measurements provided also by these new measurement instruments.

14
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In [35,36], a new formulation of the BC-DSSE model has been proposed to solve
the aforementioned issues and to consider phasor measurements. The following
subsections present the proposed model and the overall structure of the designed
BC-DSSE algorithm. Next section shows the benefits coming from the proposed
new formulation. The following section, instead, deals with the inclusion of phasor
measurements provided by PMUs in the estimator model.

1.5.1 Extension of the state vector

The voltage profile of a grid is one of the most important information needed in the
control center of a network. For this reason, the problems inherent to the proposed
versions of the BC-DSSE are a significant limit to its applicability in a real context.
To deal with this issue, and to allow an accurate estimation even for the voltage
profile, in [35,36] the BC-DSSE model has been modified to include the slack bus
voltage as state variable into the state vector. As a consequence, the proposed new
state vector to be used in the estimator model is:

X = [x4,Xp,Xc] (1.17)

with the total state vector composed of the single vectors associated to each phase
of the system, and with the generic single-phase state vector x4 equal to:

X¢ - [‘/S(b’lq@’erbr(b’lib"ijvbr¢] (]_]_8)

where V4 is the voltage magnitude of the chosen slack bus of the network on the
phase ¢.

It is worth recalling that, in general, the slack bus voltage is usually used in
power networks as a reference for the angles of all the electrical quantities of the
system. Thus, the slack bus voltage angle of the first phase is usually set equal to
zero and all the other angles are defined as angle differences with respect to this
reference. As a consequence, the estimation of the voltage magnitude is sufficient to
obtain a complete information on the voltage state of the slack node, and this allows
computing all the remaining voltages at the other nodes of the network exploiting
the result of such estimation.

It is also important to highlight that the proposed solution meets the proper
definition of state of a network. In fact, as mentioned in the previous sections,
the state of a network can be defined as a set of variables that allow the complete
knowledge of the system and, thus, the computation of all the other quantities
representative of the network. With the only current state variables this was not
possible due to the lack of information for the voltages. Instead, with the inclusion
of the slack bus voltage, the definition is now fully respected, and all the other
electrical quantities of the grid can be obtained starting from the estimated values.
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1. BRANCH CURRENT DISTRIBUTION SYSTEM STATE ESTIMATION

With respect to the previous formulation, the new one is expected to provide the
following advantages:

e to obtain a larger impact on the estimation results by using voltage measure-
ments;

e to achieve an improved knowledge of the slack bus voltage state and a more
accurate estimation of the overall voltage profile of the network.

1.5.2 The proposed estimator

The branch-current based estimator here proposed basically keeps many of the fea-
tures of the original version of BC-DSSE proposed by Baran and Kelley. The main
differences are the addition of the slack bus voltage in the state vector and some
other details that are described in the following subsections. The overall structure
of the estimation algorithm is composed of the following steps:

1) initialization of the state vector x;

[\

building of the weighting matrix W;

w

N

)
)
) building of the constant Jacobian sub-matrices;
) start of the iterative procedure;

)

5) computation of the equivalent current measurements and update of the mea-

surement vector y;
building of the non-constant Jacobian sub-matrices;
computation of the measurement functions h(x);

calculation of the measurement residuals r = y — h(x);

)
)
)
9) calculation of the Gain matrix G = H' WH;
) solving of the normal equations GAx;, = H Wr;
) update of the state vector xj,1 = X + Axy;
)

execution of the forward sweep step to compute the voltage at the different
buses;

13) check of the convergence criterion: if max(]Ax|) < e then quit the iterative
procedure, otherwise go back to step 5.
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1.5. New formulation of BC-DSSE

1.5.3 State initialization

The initialization of the state vector is a procedure that, if properly designed, can
lead to a faster convergence of the estimation algorithm. The simplest approach,
but also the least efficient, is to initialize the state vector with the so-called flat
start. According to this approach all the voltage magnitudes should be set equal
to 1 p.u., while the current magnitudes should be set equal to 0. As for the angles,
both voltage and current angles should be set equal to 0 for the first phase and
+120° for the other phases. Such initialization, since the initial conditions are far
from the real ones, leads to a significant number of iterations for the algorithm to
converge. Moreover, in [31], where this approach is implemented, the need to discard
the current magnitude measurements in the first step of the algorithm is pointed
out, since the starting angles of the currents would lead to a wrong calculation of
the related Jacobian terms.

In [32], to improve the convergence properties of the algorithm, the current angles
are proposed to be set with the opposite angle with respect to the one of the power
measurement in substation (that is usually an available measurement). In fact, since
it is S = vi* (where S is the complex power in substation) and under the assumption
v = 1Z0 p.u., it is possible to find that the angles of S and i are equal but opposite
in sign. Thus, according to [32], for a feeder with a good power factor it is a good
choice to initially set all the currents with such angle value (for the first phase, while
angles of the other phases are obtained in the same way but then shifted of +120°).
In this way, differently from the flat start, it is possible to use the current magnitude
measurements also in the first step. However, this procedure works properly only in
case of radial networks.

In the proposed BC-DSSE algorithm, a different approach has been conceived to
enhance the state initialization. The proposed technique is based on the knowledge
of the node power injections (nodes can be load or generation buses where at least the
pseudo-measurements should be available, or a priori known zero injection nodes).
The power injection on a generic node i can be written as:

S; = v; LZQ i — ZAzm] (1.19)

where () is the set of branches incoming in node ¢ and A is the set of branches
outgoing from ¢ (with the assumption that powers drawn by loads are positive and
powers provided by generators are negative).

Eq. (1.19) can be written in matrix form as:

where i is the column vector of the branch currents of the network and A, is a row
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1. BRANCH CURRENT DISTRIBUTION SYSTEM STATE ESTIMATION

vector having terms equal to £1 in the positions associated to the currents involved
in the considered power injection.

Starting from eq. (1.20), for each phase ¢, the initialization can be performed
using: the value of the voltage measurement vy, in substation for all the power
injections (the voltage magnitude measurement is usually available and the angle
can be set equal to 0 or £120° depending on the considered phase); the row vectors
A;4 (which depend only on the topology of the network); the known values of the
power injections S;s. Writing the equation in matrix form, it is:

S¢ = ?}S¢A¢i¢ = U¢i¢ (121)

where S; is the column vector of the power injections, A, is a matrix composed of
the vectors A;s on the rows, and U, is the matrix obtained from the multiplication
’US¢A¢.

It is worth noting that in case of radial networks, both the branch currents and
the pseudo-measurements are n — 1 (where n is the total number of nodes of the
grid), since the slack bus (substation) is commonly not considered in the set of the
pseudo-measurements. Thus, matrix Uy, is a square matrix that can be inverted to
find:

i, =U, 'Sy (1.22)

The obtained vector is the initialization for the current state of phase ¢. The
initialization for the voltages can be then achieved through a forward sweep, consid-
ering the voltage drops starting from the slack bus voltage in substation.

The approach proposed until now works properly only in case of radial networks.
If some meshes are present, the number of branches increases while the number
of pseudo-measurements does not change: thus, the equation system (1.21) is not
solvable, since the number of unknowns is larger than the number of equations. To
handle this issue, the following constraint on the Kirchhoff’s voltage law on the
meshes can be added to the equation system:

> a;Zji; =0 (1.23)

jew

where WU is the set of branches involved in the considered mesh, Z; and i; are
the three-phase impedance matrix and the three-phase current vector associated to
branch j, respectively, and «; is 1 depending on the reference mesh direction with
respect to the direction of branch j.

It is worth noting that the presence of meshes causes the coupling among the
different phases of the network. Therefore, a three-phase equation system is needed.
Building the three-phase version of the equation system in (1.21) and adding the
mesh constraints, the following holds:
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S, Ua 0 0]
Sy 0 Ug of |4

sl =10 0 ue ;B (1.24)
0 Umesh ¢

where U,,.q;, is a matrix containing in each row the impedance terms (in the posi-
tion corresponding to the branch currents to be multiplied) determining the mesh
constraint. Writing (1.24) in compact form, it is:

Stot = Uil (1.25)

It is worth noting that each additional branch with respect to the radial tree of
the network leads to a mesh constraint, thus in the extended equation system the
number of unknown branch currents is equal to the number of available equations
and U,y is a square matrix that can be inverted to provide:

i=U,;S (1.26)

As in the case of radial systems, the resulting vector provides the initialization
for the current state, while the voltage initialization can be then achieved by means
of a forward sweep step.

Finally, it is important to underline that the state initialization approach pre-
sented here is proposed to improve the convergence properties of the algorithm when
any other information is missing. However, in a real environment, the state estima-
tor can rely on the knowledge of the quantities estimated in the previous time step.
Thus, in such a scenario, the best choice should be to use the previously estimated
quantities as initial state. In particular, in case of high reporting rate for the SE
tool and with quasi-stationary operating conditions, such choice can provide an ini-
tialization really close to the real conditions, thus allowing a significant reduction of
the number of iterations required from the algorithm to converge, and consequently
decreasing the total execution times.

1.5.4 Equivalent current measurements

In Section 1.4, the conversion of the power measurements (or pseudo-measurements)
in equivalent currents has been introduced. The following relationship is used:

P+jQ)*

- (1.27)

f+jz'f:(

For a proper modeling, due attention must be paid to the resulting uncertainties
of the currents, which have to be calculated for obtaining the weights to be included
in the weighting matrix of the SE algorithm.
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Manipulating eq. (1.27), the following can be obtained:

(P —5Q)(v" + jv*)

1"+ gt = 2 (1.28)

Considering the voltage magnitude approximately equal to 1 p.u., it is:
i" = Pcosd + @Qsind (1.29)
i* = Psind — @ cosd (1.30)

where 0 is the angle of the voltage that, in first approximation, can be considered
as 0 for the first phase and +120° for the other phases.

Taking into account the power uncertainties and the law of propagation of the
uncertainty, the following holds:

Of;ra Ofra]”

S = [ 8qu} S, [—aqu (1.31)
where 3, and X; are the covariance matrix of the measurement errors in P and
Q and the unknown covariance matrix of the resulting measurement errors in " and
1", respectively, while the derivative matrix is a matrix including the derivatives of
the functions associated to i" and i* (see equations (1.29) and (1.30)) with respect

to the variables P and Q.
Expanding the matrices in (1.31), it is possible to obtain:

[a,% a] _ [5 sin5] [0-;. am} [5 Siné] (1.32)

Oirie O sind —cosd| |opg 0p] |sind —cosd

where 0% and aé are the variances of P and Q, op( is the possible covariance existing
between P and ), and ¢, 0% and 0, are the similar variance and covariance terms
referred to the currents " and ¢”.

Assuming the covariance opg as null, the following results can be found:

o = 0pcos’§ + og sin’ 0 (1.33)
0 = opsin® 6 + op) cos® § (1.34)
Oiriz = cos dsind(op — 03)) (1.35)

From the obtained relationships, it is possible to observe that in case of § = 0,
the covariance term is null and the variances of i" and ¢* are equivalent to the
ones of P and Q. Instead, when 6 = £120°, both the variances and the covariances
are nonzero terms and have to be taken into account. As a result, the weights to
be considered in the weighting matrix of the BC-DSSE algorithm can be obtained
through the inversion of the 2 x 2 covariance matrix ¥;~ and have to include also
the resulting covariance terms.
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1.5.5 Building of Jacobian and measurement functions

The measurement functions used in the new formulation of the BC-DSSE algorithm
are the same described in Section 1.4.2. Some changes arise instead for the Jacobian
matrix, due to the inclusion of the voltage slack bus into the state vector. In fact,
the Jacobian terms are the derivatives of the measurement functions with respect to
the state variables used in the state vector. Thus, because of the additional voltage
into the state vector, also the derivatives with respect to the slack bus voltage state
variable have to be calculated. Appendix A.1 reports the Jacobian terms for the
derivatives with respect to the real and imaginary current variables. Appendix A.2
reports, instead, the additional terms of the Jacobian associated to the derivatives
with respect to the slack bus voltage.

From an implementation standpoint, it is important to observe that some of the
measurement functions used in BC-DSSE are linear. This means that the associated
Jacobian sub-matrix is constant. Therefore, the computation of these sub-matrices
can be made outside the iterative procedure required to solve the WLS problem, in
order to reduce the execution times. Moreover, once built the constant Jacobian sub-
matrix Hy, the related measurement functions h,(x) can be simply computed as a
matrix multiplication H,x between Jacobian and temporary state vector. Since the
pseudo-measurements, which are the majority of the available input measurements
for the estimator, are characterized by linear functions, such implementation scheme
allows obtaining important benefits in terms of execution times.

As for the nonlinear measurement functions, instead, the resulting Jacobian sub-
matrices depend on the variables included in the state vector, thus they should be
updated at each iteration of the WLS procedure. In some papers, it is proposed
to stop in any case the update of the Jacobian after a given number of iterations,
because if the algorithm is close to converge the changes in the Jacobian terms are
minimal. However, the number of iterations needed to converge is strictly dependent
on the type of network and on its operating conditions. For this reason, here, the
Jacobian sub-matrices related to nonlinear functions are always updated at each
iteration of the WLS procedure.

1.5.6 Forward sweep step

As described in Section 1.4, the forward sweep calculation is an essential step in
the BC-DSSE model since it allows the computation of all the bus voltages that are
needed to refine the equivalent current measurements. Differently from the original
proposal of Baran and Kelley in [31], in the BC-DSSE formulation here proposed
this calculation is performed starting from the estimated slack bus voltage (instead
of the measured substation voltage) and then computing the voltage drops along
the lines resulting due to the estimated currents. Thus, the quantities involved in
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this calculation are: the estimated state variables (both the slack bus voltage and
the currents) and the impedances of the branches in the path between the slack bus
and each considered node.

The execution of this step can be performed by building a predefined matrix Z,,,q,
which depends on the particular topology of the network, containing the impedance
terms needed to compute the voltage drops involved in the calculation of each bus
voltage. Therefore, it can be written:

V = Vglack — Z,wdi (136)

where v is the column vector of the complex voltages of each node of the network;
Vslack 1S @ column vector (with the same size of v) composed of the estimated slack
bus voltage; i is the column vector of the complex branch currents.

Expanding eq. (1.36) to highlight all the three-phase components, it is:

ZAA ZAB ZAC

VA VslackA nod nod nod 14
_ BA BB BC :
VB | = | VslackB| — Znod Znod Znod 1B (1 37)
CA CB cc :
\Ze; VslackC Znod Znod Znod Ic

where the subscripts A, B and C indicate the phase to which the vectors are referred.
As for the matrix Z,,.4, the sub-matrices included in the diagonal blocks contain the
self-impedance terms of the branches involved in each voltage drop calculation, while
the sub-matrices outside the diagonal blocks include the related mutual impedance
terms.

1.5.7 Treatment of meshes

Differently from the voltage based estimators, which can handle the meshes with-
out particular modifications of the algorithm, the BC-DSSE model has to be duly
adapted to consider possible meshes and the consequent presence of additional cur-
rent state variables associated to the reclosing branches. To deal with this issue,
both [31] and [32] propose the inclusion in the estimator model of the constraint
given by the Kirchhoff’s voltage law along the mesh. Possible methods to include
the equality constraints in the BC-DSSE model are described with more details in
Chapter 2. Here, a simple way to tackle this issue is presented, that is the inclusion
of the mesh constraint as a virtual measurement.

According to the virtual measurement approach, the constraint has to be con-
sidered as any other measurement. Thus, both the measurement function and the
related Jacobian sub-matrix have to be computed.

The Kirchhoff’s voltage law constraint can be expressed in the following way:

> anZyiy =0 (1.38)

hev
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where W is the set of branches involved in the considered mesh, Z,, is the three-phase

impedance matrix of branch h, i, is the three-phase vector of the complex currents

associated to branch A, and «y, is +1 or —1 depending on the mesh direction with

respect to the conventional direction assumed for the current of branch h.
Equation (1.38) can be also written in the following form:

> an[(Raf, — Xaif) + j(Xdj, + Raif)] = 0 (1.39)

hevw

where Rj, and X, are the real and the imaginary parts of the three-phase impedance
matrix Zj, respectively.

As it can be observed, each mesh includes two constraints, one for the real part
of the equation and the other one for the imaginary part. As a result, the following
two measurement functions can be obtained:

:nesh = Z ah<Rhiz - Xhifl) (140)
hev

Fesh = > on(Xnij, + Roif) (1.41)
hevw

The found relationships show that the mesh constraints can be expressed through
linear measurement functions. Consequently, the related Jacobian sub-matrix is con-
stant and can be built outside the iterative WLS procedure. Details on the Jacobian
terms associated to the mesh constraints, when considered as virtual measurements,
can be found in Appendix A.3.

It is worth noting that, if the mesh involves all the three phases of the system,
then there are two constraints for each phase, that is overall six constraints to
be included in the BC-DSSE model. The virtual measurements associated to the
meshes must be set equal to zero and, since these are actually constraints, a large
weight must be assigned to each one of them to emphasize their high confidence.

1.6 Advantages of the new formulation

This section presents the benefits brought by the new BC-DSSE model on the accu-
racy of the estimation results. To this purpose, some tests have been performed on
the simple 18-bus network depicted in Fig. 1.3. Details about the line parameters
and the rated load consumption can be found in [37]. Generation of 0.35 MW and
0.75 MW has been considered in nodes 7 and 14, respectively.

Tests have been performed by means of a Monte Carlo approach through 25000
trials. True reference operating conditions have been calculated by considering the
nominal load consumption and by performing a power flow computation. Then, for
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Figure 1.3: 18-bus test network.

each Monte Carlo iteration, measurements are extracted taking into account the
assumed measurement uncertainties. In particular: pseudo-measurements on both
load and generation nodes have been considered with a maximum deviation of 50%
with respect to the nominal values of active and reactive power and with Gaussian
distributions; voltage magnitude measurements have been assumed to be available in
substation (node 1) and on nodes 4 and 11, with normal distribution and maximum
value equal to 1%; measurement of active and reactive power has been supposed on
the starting branch of the network, with normal distribution and maximum value
equal to 3%.

First of all, the capability of the new BC-DSSE formulation to filter out the
errors present in the substation voltage measurement (that is, on the node assumed
as slack bus, whose voltage is included in the state vector) has been evaluated. Fig.
1.4 shows the detail of the measured value of voltage and the resulting estimation for
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Figure 1.4: Slack bus voltage: measured versus estimated values.
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1.6. Advantages of the new formulation

50 Monte Carlo iterations. It is possible to observe that, thanks to the presence of
the other voltage measurements on nodes 4 and 11, the measurement in substation
can be clearly refined leading to an estimation closer to the true voltage value (that
is 1.02 p.u.).

Table 1.1 shows, instead, the overall results for the estimated voltage profile in
terms of both magnitudes and angles. In particular, the minimum and the maximum
expanded uncertainties (with a coverage factor equal to 3) among all the nodes of
the grid are reported.

Table 1.1: Voltage estimation results for original and new BC-DSSE model.

Voltage Magnitude Voltage Angle
Model Type
Min Unc.  Max Unc. Min Unc.  Max Unc.
(%) (%) (crad) (crad)
Original BC-DSSE 0.99 1.04 0.08 0.10
Proposed BC-DSSE 0.56 0.59 0.07 0.09

Results highlight the inability of the original BC-DSSE model to accurately es-
timate the voltage profile of the network. In fact, all the estimations are strongly
affected by the uncertainty of the measurement in substation. This is clear looking
at the minimum and the maximum uncertainties for the voltage magnitude: both
of them are around 1%, that is the uncertainty of the voltage measurement in sub-
station. In the proposed model, instead, the whole profile can rely on the enhanced
estimation of the slack bus voltage and, thus, uncertainties lower than 0.6% can be
achieved for all the nodes of the network. Results also show that drawbacks of the
original BC-DSSE model are mainly focused on the voltage magnitude estimation.
However, a slight degradation of the estimation accuracy also exists for the other
quantities, as it can be seen for the voltage angle estimations.

As further confirmation of the obtained results, tests with an increasing number
of voltage measurements have been carried out. At the beginning, only the voltage
measurement in substation (plus the additional power measurement on the starting
branch) has been taken into account. Then, in each following test, an additional
voltage measurement is considered on a randomly chosen node. All the voltage
measurements have been assumed to have an uncertainty equal to 1%. Fig. 1.5
shows the results for the maximum voltage magnitude expanded uncertainty among
the nodes. It is possible to observe that the original BC-DSSE does not allow
an enhancement of the voltage magnitude estimation, in spite of the increasing
number of voltage measurements placed in the network. With the new state vector,
instead, each additional voltage measurement brings an improvement in the resulting
estimation, confirming the proper operation of the proposed formulation.
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Figure 1.5: Voltage magnitude estimation with an increasing number of voltage
measurements.

1.7 Inclusion of PMU measurements

1.7.1 Phasor Measurement Units

The Phasor Measurement Units (PMUs) are new generation measurement devices
able to provide accurate measurements of voltage and current phasors synchronized
to an absolute time reference [38]. Time synchronization is possible thanks to the
Global Positioning System (GPS), which provides a reference time signal synchro-
nized to the Coordinated Universal Time (UTC) with a time uncertainty lower than
1 ps. The use of a common time reference allows for the synchronization of real-time
measurements performed in remote points of the network, providing in this way a
snapshot of the electrical quantities affecting the grid in a given instant of time.
Moreover, using a universal reference allows direct measurement of phase-angles,
which was so far technically infeasible.

Besides the time synchronization, PMUs also have other advanced features. First
of all, they are digital instruments based on microprocessors, and this allows for the
implementation of complex signal processing techniques in order to achieve the high-
est possible accuracy. In last years, large research efforts have been focused on the
design of algorithms able to compute the so-called synchrophasors with the maxi-
mum accuracy, even under dynamic conditions [39-42]. In addition, the availability
of increasingly powerful and performing processors allows for the attainment of high
reporting rates, with the consequent possibility to perform many measurements per
second.
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For all these reasons, PMUs represent an interesting option for the monitoring
and control of modern power networks [43]. In transmission systems, the deployment
of PMUs is ongoing since several years. In many countries their operation is still
in a testing stage, but in the near future measurement systems based on PMUs
are expected to provide support to the Supervisory Control and Data Acquisition
(SCADA) systems and to enable new advanced functions into the control centers
[44, 45].

State estimation is of course one of the main applications that can take advan-
tage from the deployment of PMUs on the network. Many works deal with the
issue of including phasor measurements in state estimators for transmission systems.
In [46], the possibility to have linear state estimators based on phasor measurements
is shown. However, such possibility is constrained to the presence of PMUs in each
node of the network and, thus, it is not applicable in current practical cases. In [47],
instead, a two-step state estimator is proposed to minimize the modifications to
existing SE algorithms. In this proposal, the first step is performed relying on con-
ventional measurements and using one of the traditional SE formulations; then, an
additional step is performed, by introducing the phasor measurements, in order to
refine the estimation results. Hybrid formulations of SE, simultaneously incorpo-
rating both conventional and phasor measurements, have been also proposed [48].
Furthermore, alternative methods to include the phasor measurements have been
also presented. In [49|, for example, different solutions for including the current
phasor measurements in traditional voltage based estimators are tested and ana-
lyzed.

In distribution systems, the need of PMUs for the monitoring and control is
still a debated topic. On one hand, the time synchronization, the high accuracy
and reporting rate can be important features also at the distribution level. On the
other side, the high costs of the commercial PMUs currently available in the market
represent an obstacle to their effective deployment. As a result, a trade-off has
to be found considering both the costs involved in the installation of the different
measurement instruments (and the associated communication infrastructure) and
the technical requirements needed for the different applications envisioned in the
control center [50].

Whatever the chosen solution for the measurement system, the state estimators
conceived for distribution systems should be able to handle the possible presence of
PMU measurements. Since in distribution grids SE will be based on newly designed
algorithms, an hybrid solution, simultaneously implementing both conventional and
synchronized measurements, is the most suitable choice. Next subsections show
the arrangement of the BC-DSSE algorithm in case of PMU measurements, the
mathematical functions to be considered for handling voltage and current phasors
and some implementation details useful to speed up the algorithm.
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1.7.2 BC-DSSE formulation with PMU measurements

As aforementioned, PMUs have the capability to provide both magnitude and an-
gle measurements of voltage and currents. In particular, angle measurements are
provided with reference to a cosine wave, at the nominal frequency of the system,
synchronized to the occurrence of the UTC second [51]. To exploit such angle mea-
surements and to have an information consistent with the other angle quantities, the
choice of the slack bus angle as a reference is not possible anymore. In [52], the pos-
sibility to use the UTC time as reference for the angles of all the electrical quantities
involved in the SE problem, when PMU measurements are available, is presented.
Following this solution, the slack bus angle is not a known quantity anymore and it
also has to be estimated.

As a consequence, when PMU measurements are available, the BC-DSSE for-
mulation here proposed has to be modified in order to allow the estimation of the
slack bus angle. To make this possible, the state vector presented in equations (1.17)
and (1.18) has to be extended to include also the slack bus angle information. In
particular, with reference to the generic single-phase state vector x,, (associated to
phase ¢), and considering the slack bus voltage in rectangular coordinates, the state
vector becomes:

X¢ — [U§¢7 ’U;B(b, ng)’ ceey ZrNb'rd)’ 'l:f¢’ ceey Z%‘Vb'r(b] (142)

where vg, and vg, are the real and imaginary part of the slack bus voltage, respec-
tively.

It is worth underlining that the inclusion of the slack bus angle information in the
state vector can be obtained using both rectangular and polar coordinates. However,
in the proposed BC-DSSE algorithm, the use of rectangular coordinates has been
preferred since it allows a simpler implementation of measurement functions and
Jacobian in the algorithm. It is also important to recall that, since the state vector
is changed, the resulting modifications for the Jacobian terms (that is, the derivatives
with respect to both real and imaginary part of the slack bus voltage) have to be
duly taken into account (see Appendix A.4).

1.7.3 PMU measurement functions

In the same way of the traditional measurements, even for the phasor measurements
it is necessary to find the measurement functions to be considered in the SE algo-
rithm. PMUs usually provide the phasor measurement in terms of magnitude and
angle. However, for the inclusion into the BC-DSSE algorithm, their transformation
in rectangular coordinates is more convenient since it allows a simpler implementa-
tion.
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e Current phasors

In this case, the benefits resulting from the transformation of a current pha-
sor in rectangular coordinates are evident, since this choice allows achieving
linear functions. Similarly to the case of branch power measurements, the mea-
surement function for a current phasor measured on the phase ¢ of a generic
branch [ is:

hi{¢ —+ jh%} = Oé(ilr(b + jlfd)) (1.43)
where « is =1 depending on the direction of the measured current with respect
to verse assumed as positive for the currents included in the state vector. It is
possible to observe that current phasor measurements do not imply coupling

among the different phases of the system.

e Voltage phasors

As seen in equation (1.13), the voltage phasor v, on the phase ¢ of a generic
node 4, can be expressed as:

Vip = V1¢p — Z Zk7¢ik (144)

kel

where I' is the set of the branches involved in the path between slack bus and
measured node. Starting from this expression, it is possible to find:

’U1¢ — Z Zk7¢ik

hviTq; +]hvf¢ = Re +3 Im [Ul¢ — Z Zk,¢ik] (145)

ker ker

hag, = vl = > (Rl — X o) (1.46)
kel’

huz, = vy = > (Xl + Rioiy) (1.47)
kel

It is possible to observe that both the real and the imaginary part of the volt-
age measurement lead to coupling among the different phases of the network.
However, both the functions are characterized by linear relationships.

Besides the computation of the measurement functions, it is important to prop-
erly model the uncertainty of the rectangular quantities that have been obtained.
In fact, these quantities represent indirect measurements whose uncertainty should
be calculated duly considering the error propagation coming from the provided mag-
nitude and angle measurements. The rectangular expression of both currents and
voltages is obtained by means of the following:
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y" =Y cosd (1.48)
y* =Ysind (1.49)

where y indicates the generic phasor (either of current or voltage), Y and § are its
magnitude and angle, while " and y* are its real and imaginary parts, respectively.

Indicating with 3, the desired covariance matrix of the phasor measurement
in rectangular coordinates and with 3y s the covariance matrix of the polar version
of the phasor, the error propagation law is:

5] = [8fyr$] Sys]

8XY K}

T

afym
aXY K}

(1.50)

where ;= is the vector of the functions shown in (1.48) and (1.49) whose derivatives
with respect to the starting quantities Y and § have to be calculated.
Computing the derivative terms in (1.50), the following holds:

ngT ayyyx] _ {0055 —Ysin(j [032/ Uy6:| [ cos 0 sin 9 ] (1.51)

Oyrye Ope sind  Ycosd | |oys oF| |—Ysind Y cosd
where 0% and o} are the variance terms associated to the starting magnitude and
angle measurements (which can be obtained from the PMU data sheets, see for
example [53]), oys is the possible covariance term between magnitude and angle
measurement, and asr, azx and oyrye are the equivalent terms associated to the real
and imaginary components of the phasor.

Assuming the absence of correlation between magnitude and angle measurement,
the following uncertainty terms can be found:

o = 0y cos”§ + 0 Y?sin® § (1.52)
o2 = 0y sin?d 4 05 Y2 cos?§ (1.53)
Oyrys = cosdsind (o3 — o3 Y?) (1.54)

It is possible to observe that the proper modeling of the measurement errors
for the rectangular components of the phasor leads to a matrix where a covariance
term also exists. As a consequence, the weighting matrix should be built taking into
account the presence of such correlation and including the weights resulting from
the inversion of the full covariance matrix X r«.
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1.7.4 Building of PMU Jacobian and functions

In the previous subsection, the measurement functions to be considered for the
current and voltage phasor measurements have been presented. Obviously, each
one of these measurements implies the presence of two rows in the Jacobian matrix
(one for the real component and one for the imaginary one). The details about the
derivative terms arising from the phasor measurements are shown in Appendix A.4.
Here, some indications about the implementation of Jacobian and measurement
functions in the proposed BC-DSSE algorithm are provided. In particular, it is
useful to highlight that both current and voltage measurements are characterized
by linear functions. This implies that the corresponding Jacobian sub-matrices are
constant matrices that can be built outside the iterative WLS process. Moreover,
the associated measurement functions can be simply computed, at each iteration of
the algorithm, through a matrix multiplication between Jacobian sub-matrix and
state vector.

Further simplifications are possible if the measurement system is only composed
of PMU measurements (in addition to the power injection pseudo-measurements). In
fact, it is possible to observe that, if there are not any voltage or current magnitude
measurements, then all the measurements to be considered in the BC-DSSE model
are characterized by linear relationships. In such a situation, the whole Jacobian
matrix and even the Gain matrix can be computed only once outside of the iterative
WLS process, allowing in this way a significant reduction of the execution times.
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Chapter 2

Inclusion of equality constraints into
BC-DSSE

2.1 Equality constraints

In the previous Chapter, it has been mentioned that SE can be performed following
different methods, each one with its strengths and weaknesses. The WLS method
is in general the most used technique in transmission systems [4]|, and some works
show that it can be the most convenient choice even for DSSE [26]. Despite the tra-
ditional use of voltage magnitudes and angles as state vector of the system, the WLS
approach can be implemented in different ways depending on the variables chosen as
state vector. The used state vector, obviously, has an impact on the characteristics
of the estimator. Besides the SE approach and the choice of the state variables,
there is another important aspect affecting implementation, computational burden
and performance of the SE algorithm: the way in which the equality constraints are
considered and included into the SE model.

The equality constraints are sure information deriving from a priori knowledge
on the operating conditions or the topology of the network. The most common
case of equality constraints that can be found in electrical systems is given by the
so-called zero injections. The zero injections are nodes where there is the certainty
that there is neither load consumption nor power generation. For instance, nodes in
which there is the branching of an incoming line in more outgoing branches, without
the presence of connected loads or generators, are typical examples of zero injection
nodes.

The inclusion of the equality constraints in transmission system state estimators
has been widely investigated in the literature and different approaches have been
proposed to this aim. One of the simplest methods to handle these constraints is
to consider them as virtual measurements [4|. Taking into account the previously
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mentioned zero injection, the corresponding virtual measurement can be a power or
a current injection on the node equal to zero. The problem in such approach is that
the uncertainty associated to this information is null and, therefore, the resulting
weight for the virtual measurement should be infinite. Obviously, this value cannot
be used in the real implementation and then it is replaced by a very large weight
in order to emphasize the higher reliability of this information with respect to the
reliability of the other measurements. However, the use of very large weights can lead
to numerical problems in the running of the SE algorithm and thus other methods
have been proposed.

An alternative approach is given by the use of the Lagrangian method (see, for
example, [54]). This technique has been conceived to deal with constrained mini-
mization problems and for this reason it is well suited to be used even in the SE
context. In [55], to further improve the numerical properties of the SE algorithm, a
formulation based on the use of augmented matrices has been proposed: however,
such kind of approach leads to large equation systems to be solved at each itera-
tion of the SE algorithm. More recently, in [56], a modified version of the virtual
measurement, approach has been proposed: the use of very large weights has been
avoided by considering low weights even for the zero injections and then re-imposing
the constraints between subsequent iterations of the SE algorithm.

In this Chapter, an alternative option for the inclusion of the equality constraints
in the proposed BC-DSSE model is presented and tested. It is worth underlining
that, in distribution systems, the issue of dealing with the equality constraints can
be particularly relevant. In fact, the number of zero injections can be very high,
since, in the three-phase model of the distribution network, many nodes may have
no loads or generators connected to some of the phases. Moreover, as anticipated
in Chapter 1, differently from the voltage based estimators, in the branch-current
formulation of the SE algorithm even the Kirchhoff’s voltage law along the meshes
has to be considered as a constraint. For these reasons, in the BC-DSSE models, an
efficient handling of the equality constraints is an important requirement.

2.2 Classical formulation of the equality constraints

Zero injections are the most common case of equality constraints that can be found
in distribution networks. They can be generally represented as:

c(x) =0 (2.1)

where c(x) is a column vector of the functions expressing the constraints associated
to the 2N, zero injections in terms of the state variables (2N, because each one
of the N, zero injection nodes has constraints on both the active and the reactive
component of the power or current injection). It is important to highlight that the
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functions involved in ¢(x) can be linear or nonlinear, depending on the chosen state
vector. In the case of the proposed BC-DSSE model, since the constraints can be
considered as zero current injections, c(x) is a vector of linear functions (see the
measurement functions of the equivalent current injection measurements in Section
1.4.2 for details), thus it is:

c(x) =Cx (2.2)

where the Jacobian C is a 2N, x N matrix (N is the number of variables in the
state vector) in which the j-th row includes the derivatives of the j-th zero injection
function with respect to the variables of the state vector (see Appendix A.1 for
details about the creation of the Jacobian matrix associated to equivalent current
injections).
As for the mesh constraints, similarly, the Kirchhoff’s voltage law along the
meshes can be expressed as:
m(x) =0 (2.3)

where m(x) is a 2N,,cq, size vector (with N, representing the number of meshes
in the network) in which each couple of rows j and j + 1 refers to the constraints
associated to the real and imaginary voltage drop along the path of the considered
mesh. As in the previous case, the functions associated to the mesh constraints
can be linear or nonlinear depending on the chosen state vector. In the case of the
BC-DSSE algorithm here proposed, again, the mesh constraints are linear functions
(see Section 1.5.7 for the details about the measurement functions associated to the
meshes) and they can be expressed as:

m(x) = Mx (2.4)

where M is a 2N,,.s, X N matrix having in each row the derivatives of the corre-
sponding mesh function with respect to the state variables (details about the terms
in the Jacobian matrix M can be found in Appendix A.3)

In the following subsections, the most used methods to deal with the equality
constraints, namely the Virtual Measurements (VM) approach and the Lagrange
Multipliers (LM) method, will be presented. Such methods are then used as reference
for assessing the performance of the proposed approach, which will be presented in
Section 2.3.

2.2.1 Virtual Measurements approach

As already anticipated, the simplest method to consider the equality constraints in
the SE model is to include them as virtual measurements with very large weights.
Indicating with y,, the column vector of the proper measurements (that is, the
vector of the real-time measurements and the pseudo-measurements), with y,; the
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column vector of the virtual measurements given by the zero injections, and with
V.m the column vector of the mesh constraints, the total measurement vector to be
considered in the BC-DSSE model is:

Ym Ym
y = Yzi = 0 (25)
Yzm 0

In the same way, and using the same subscripts for the notation, the Jacobian,
the weighting matrix and the residual vector can be written as:

H,, H,,
H=|H,, | =]|C (2.6)
H,, M
W,, 0 0
W=|0 W, o0 (2.7)
0 0 W.,.
) Ym hm<X)
r=|r,;| = —c(x) (2.8)
- —m(x)

Taking into account the so-called normal equations to be solved at each iteration
of the WLS step in the SE algorithm (see equation (1.4)), the equation system
becomes:

H:W,H,, + C'W_,C + M"W_,, M)Ax =

2.9
H'W,r, - C"W_c - M"W_,m (2.9

which can be rewritten as:
(G + G + G.p)Ax = H! W, r,, - C"W_,c — M"W_,,m (2.10)

where G,, = HI W, H,, is a Gain matrix component associated to the measure-
ments and, similarly, G,; = HLW_H_; and G.,, = HY 'W_, H_,, are Gain matrix
contributes brought by the zero injection and mesh constraints, respectively. It is
worth underlining that the size of the obtained equation system is equal to N, where
N is the number of variables in the chosen state vector.

Despite its simplicity, the VM approach can lead to numerical problems in the
solution of the normal equations shown in (2.10) because of the simultaneous pres-
ence of weights with different orders of magnitude. Such issue, well-known in the
literature under the name of ill-conditioning (see for example [4| for more details),
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brings small errors in the different entries of the equation system to be translated
in large errors for the solution vector. Thus, both convergence problems for the SE
algorithm and poor accuracy in the estimation results can arise in presence of an
ill-conditioned equation system.

This aspect can be particularly critical in distribution systems since, in addition
to the large weights of the equality constraints, there is the simultaneous presence
of pseudo-measurements that, instead, have to be considered with a very low weight
due to their poor reliability. For this reason, it is important to pay due attention to
the numerical properties of the DSSE algorithm during its design.

2.2.2 Lagrange Multipliers method

The Lagrange Multipliers (LM) method is a technique used in many different con-
texts for solving constrained minimization problems. For this reason, it can represent
a suitable option also for the SE problem in presence of equality constraints. Accord-
ing to this approach, the objective function to be minimized in the WLS problem
(described in Section 1.3.2) has to be extended by including also the equality con-
straints through suitable Lagrange multipliers. Taking into account the expression
of the constraints given by the functions c(x) and m(x) for the zero injections and
the meshes, respectively, the objective function becomes:

J(x) = [y =h(x)]" W [y — h(x)] + Alie(x) + AL, m(x) (2.11)

where A,; and A, are the column vectors of the Lagrange multipliers associated to
the zero injection and mesh constraints, respectively.

FEach Lagrange multiplier appearing in the above equation is an unknown and,
thus, the derivation of the objective function and the subsequent application of the
Gauss-Newton approach to solve the resulting equations lead to the following system
to be solved at each iteration of the WLS step:

G, C' M"' Ax H™Wr
cC 0 0 A | = | —ex) (2.12)
M 0 0 Am —m(x)

where c(x) and m(x) are the constraint functions computed through the estimated
state vector X.

In (2.12), it is possible to observe that the equality constraints are duly consid-
ered in the estimation process and that it is still necessary to compute both the
constraint functions c(x) and m(x) and the corresponding Jacobian matrices C and
M. However both the zero injections and the meshes are not considered as mea-
surements anymore and thus they do not need to have an associated weight. The
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only Gain matrix involved in the equation system is G,,, that is the Gain matrix
associated to the set of real measurements and pseudo-measurements.

Such solution allows avoiding the use of large weights and hence relieves the ill-
conditioning problem. It is worth noting that in [4], to further reduce the numerical
conditioning of the system, the use of a normalization coefficient v for the weighting
matrix is suggested. The normalization coefficient can be chosen as:

- min(o?) (2.13)
v= max(W;) a i )
where W; is the weight of the generic i-th measurement (or pseudo-measurement)
and oy; is its standard deviation.

Introducing the normalization coefficient in equation (2.12), the resulting system

to be solved at each iteration of the SE algorithm is:

vG,, CT MT Ax YHTWr
cC 0 0 A | =] —e®) (2.14)
M 0 0 Ao _m(%)

It is important to highlight that the obtained equation system is expected to
have better numerical properties with respect to the one found in equation (2.10),
but also implies a larger number of unknowns due to the presence of the Lagrange
multipliers. Considering that each constraint has an associated multiplier, the size
of the equation system (2.14) is N + 2N, 4+ 2N esh.

2.3 State Vector Reduction approach

In this Section, a possible alternative approach to deal with the equality constraints
in the proposed BC-DSSE algorithm is shown. The proposal is based on a simple
State Vector Reduction (SVR): this can be easily obtained thanks to the linearity of
the functions expressing the constraints in the proposed BC-DSSE formulation [57].

Firstly, let us consider the case of zero injections. As already mentioned, zero
injections can be expressed as equivalent phasor current injections equal to zero.
Thus, both for the real and the imaginary part of the current, it is possible to write:

> it =0 (2.15)

JEB;
> it =0 (2.16)
J€B;
where O; is the set of the branches incident to the zero injection node ¢, and «; is
a coefficient equal to +1 or —1 depending on the incoming or outgoing direction
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of the j-th branch. From the above relationships, it is easy to observe as a simple
state variable elimination can be obtained expressing one of the incident branch
currents in terms of the remaining ones (according to the Kirchhoff’s current law).
The total state vector x can be, therefore, divided in a reduced state vector x of
length N=N-— 2N, and a set of 2N, removable state variables x,; (where N, is the
number of zero injection nodes). Since each one of the eliminated variables is linked
to the remaining ones through the injection constraints, the following relationship
between the starting state vector x and the reduced version X can be found:

X:|:XX:|:|:II_‘N:|X (2.17)

where I is a N x N identity matrix and I',; is a 2N, x N matrix with nonzero
elements equal to +1 that link the eliminated variables x.; to the remaining ones.

As for the mesh constraints, in the same way, it is possible to exploit the linear
relationship of the constraint function for writing one of the currents involved in the
mesh as a function of the other ones. As already seen in Section 1.5.7, the mesh
constraint can be expressed as:

> anZuiy =0 (2.18)

where W is the set of the branches involved in the mesh, a4, is =1 depending on the
direction of the generic h-th current (with respect to the conventional direction of
the mesh), and Z, and i, are the three-phase versions of the impedance and the
current of the h-th branch, respectively. From equation (2.18) it is possible to find:

ik = —akZ,;l Z ahZhih (219)

hev
h#k

where k is the index of the branch whose currents i, s and 7, will be eliminated from
the state variables. The above equation thus allows achieving the expression of the
currents in branch £ as a function of the remaining branch currents of the mesh.

Considering this additional step, 2/N,,.s; state variables x,,, can be eliminated
(where Npesp, is the number of meshes; in general, if the mesh involves three-phase
branches, for each reclosing branch it is N,,.s, = 3) and the state vector X can be
further reduced to a length equal to N = N — 2Ng — 2N,esn. Equation (2.17) can
be adapted to consider also the variables eliminated due to the mesh constraints as
follows:

X I
Xzm Fzm
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where T'.,, is a 2N,,esn X N matrix linking the 2V, s, eliminated current variables
X, to the remaining ones.

In presence of the new state vector X, the only arrangement needed to adapt the
BC-DSSE algorithm concerns the normal equations to be considered in the WLS
step, which have to be adapted according to the following:

H'W, H,Ax =HW,r,, (2.21)

where the new Jacobian ﬂm is:

l

I
H, =H,, | T (2.22)
r

zm

LT,

Once the state vector X is found, it is easy to compute the eliminated branch
currents using the matrices I',; and I',,,, as shown in equation (2.20). It is important
to note that, since the equality constraints are information known a priori, the
matrices I',; and I',, can be built outside the SE algorithm, exploiting the knowledge
on the topology and the features of the network. This avoids the computation of
such matrices inside the algorithm and thus allows saving computational time.

Among the other characteristics of the proposed method, it is clear that the
ill-conditioning problems brought by the VM method are avoided, since the in-
put measurement vector includes only the real-time measurements and the pseudo-
measurements. The reduction of the state vector, however, leads to a lower sparsity
of the system, reflecting the fact that each eliminated variable is expressed in terms
of some remaining quantities. This can represent a drawback for the efficiency of
the algorithm, because the fill-ins in the involved matrices can affect the sparse tech-
niques usually adopted for handling the matrices and solving the equation system.
At the same time, anyway, the reduction of the state vector also allows having a
significantly smaller equation system to be solved. In fact, as can be seen in equa-
tion (2.21), the size of the system in this case becomes N — 2N, — 2N,,c41, that
is significantly smaller than the cases of the VM and LM approaches (in particu-
lar considering that the number of zero injections in distribution systems is usually
quite high). From a computational standpoint, this aspect counteracts the draw-
back given by the lower sparsity: the performance of the BC-DSSE algorithm has,
thus, to be evaluated in each specific case depending on the particular features of
the analyzed network.

A further discussion concerns the applicability of this approach to other WLS
DSSE algorithms. From this point of view, it is worth to highlight that the elimi-
nation of the state variables, even if possible also with other state vectors, can be
implemented with such simplicity and efficiency only when using rectangular branch

and the residual vector is computed as r,, = ym — h([x", x"T],
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currents, thanks to the linearity of the functions associated to the constraints. When
different variables are used in the state vector, instead, the non-linearity of the con-
straints make the application of such approach significantly more complex and less
efficient.

2.4 Tests and results

2.4.1 Test assumptions and metrics

Several tests have been performed on the unbalanced IEEE 123-bus network to
assess the performance of the SVR approach here proposed for the treatment of
the equality constraints. Results are compared to those obtained by means of the
traditionally used VM and LM metods in order to highlight the advantages or the
possible drawbacks associated to the proposed method. Fig. 2.1 shows the topology
of the benchmark grid; the data of the network can be found in [58].

,350
33 111 110 112 113 114

4@ 5 6 16

195

Figure 2.1: [EEE 123-bus test network.

In order to achieve significant results from a statistical point of view, tests have
been performed through Monte Carlo simulations. The number of Monte Carlo
trials for each simulated scenario is Ny, = 25000. For each test, first of all, the true
conditions of the network are computed by means of a power flow calculation. Then,
in each trial, measurements are extracted adding random errors to the corresponding
true values according to the assumed uncertainty of the quantities. In particular, the

41



2. INCLUSION OF EQUALITY CONSTRAINTS INTO BC-DSSE

measurement system has been supposed to be composed of PMUs, with synchronized
measurements characterized by normal uncertainty with standard deviation equal to
one third of the accuracy value. Accuracies equal to 0.7% and 0.7 crad (i.e. 0.7 -1072
rad) have been considered for the magnitude and angle measurements, respectively,
in order to simulate a maximum Total Vector Error (TVE) of 1% (as prescribed by
the synchrophasor standard [51]| for the measurements in steady state conditions).
In addition to the PMU measurements, pseudo-measurements having a Gaussian
distributed uncertainty, with a maximum deviation equal to 50% of the nominal
value, have been considered for all the loads of the network. Extracted measurements
are then provided as input to the BC-DSSE algorithm for the estimation process
and the results are stored for the subsequent analysis.

In order to perform a global assessment, the performance of the different ap-
proaches is evaluated in terms of accuracy, numerical properties and computational
efficiency. To this purpose, the following metrics have been used.

- Estimation accuracy: the Root Mean Square Error (RMSE) is an index com-
monly used in Monte Carlo simulations for assessing the accuracy of an esti-
mated quantity. Given a quantity x, whose true value is ;... and the corre-
sponding estimation is z, the RMSE resulting from N, Monte Carlo trials
is defined as:

1 Nye
RMSE, = Ti — Tirue )? 2.23
T 3 i) 223

In this section, however, the focus is not on the accuracy of a specific quantity,
but on the overall accuracy performance of the different approaches. For this
reason, a mean RMSE, obtained by averaging the RMSEs through all the
branches or nodes of the network (depending on the considered quantity), is
introduced as overall index for the accuracy assessment.

Besides the accuracy of the estimated quantities, another parameter will be
monitored to evaluate the accuracy of the different approaches in modeling the
zero injection constraints. Such parameter is given by the sum of the power
injections among all the zero injection nodes and allows evaluating possible
issues deriving from an improper modeling of the zero injection constraint.
In [56], as an example, it is shown that an unsuitable modeling of the zero
injection constraints can also lead to the estimation of significant amounts
of injected powers in the zero injection nodes, despite the inclusion of the
constraint in the estimation algorithm. Equation (2.24) shows the definition
of the indexes concerning both active and reactive power injection (with B
representing the set of all the zero injection nodes of the network).

Ponj =Y P, Qomj =Y _|Qil (2.24)

1€B i€B

42



2.4. Tests and results

- Numerical properties: as already anticipated in the presentation of the VM
approach, one possible issue in the modeling of the equality constraints is given
by the resulting condition number of the equation system to be solved. The
condition number can be defined as the sensitivity of the solution of a linear
system of equations to possible errors present in the input data. In particu-
lar, a high condition number means that the obtained solution vector can be
drastically affected by possible errors (even if small) present in the entries of
the equation system, while a low condition number indicates a strong robust-
ness of the solution vector to possible erroneous data. Because of the need to
solve an equation system at each iteration of the WLS step in the estimation
process, this issue obviously affects also the SE problem [4]. The so-called ill-
conditioning of the system can lead to inaccuracies in the estimation results,
to possible convergence problems (i.e. a larger number of iterations required
to the algorithm to converge) and, in the worst cases, even to numerical insta-
bilities for the algorithm.

In all the presented approaches, the equation systems to be solved (i.e. (2.10),
(2.14) and (2.21) for the VM, LM and SVR methods, respectively) can be
rewritten in a common compact form as follows:

GtotAXtot =u (225)

where Giot 18 a coefficient matrix, Axyq¢ is the total vector of the unknowns
(note that this vector includes different variables depending on the approach
and, in the case of LM method, also the Lagrange multipliers are included in
it) and u is the vector resulting from the measurement and constraint residuals
in the second member of the equation system.

Given this compact form of the equation system, the condition number K can
be computed referring to the coefficient matrix Ggo¢ according to the following:

K(Grot) = |Grotll - Gt (2.26)

where ||-|| stands for the 2-norm of the considered matrix.

Besides the condition number, other interesting properties are the density and
the size of the coefficient matrix: in fact, both of them have a direct impact
on the computational burden and the efficiency of the estimation algorithm.
The density of a matrix is defined as the ratio between the number of nonzero
terms and the total number of elements in the matrix. A low density of the
matrix implies a large number of zeros and allows adopting suitable sparse
techniques for handling the matrix and solving the equation system. Such
techniques can lead to significant benefits for the computational burden of the
algorithm. The size of the coefficient matrix is, instead, directly related to the
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number of unknowns and equations to be solved. Obviously, a smaller number
of unknowns and equations brings advantages from the point of view of the
computational burden and, consequently, on the overall execution times.

All these parameters (condition number, density and size of the coefficient
matrix) will be duly taken into account in the following tests, in order to
highlight differences among the presented approaches and to show their impact
on the performance of the BC-DSSE algorithm.

- Computational efficiency: the efficiency is a crucial factor in the design of the
estimation algorithm, since the real-time running and the reporting rate of the
estimator are strictly dependent on it. As a consequence, in the following tests,
the overall execution times of the different approaches will be assessed through
the monitoring of the average execution time among the different Monte Carlo
trials. Moreover, since the execution times are directly affected by the number
of iterations needed for the algorithm to converge, the average number of itera-
tions among the Ny;c Monte Carlo trials, for the different alternative methods,
will be also evaluated. It is worth underlining that achievable results can be
significantly affected by the hardware, software and implementation technique
adopted for developing the SE algorithm. However, here, the implementation
of all the versions of the compared methods has been referred to a common and
optimized structure of the BC-DSSE algorithm; the only differences concern
the implementation details associated to the different inclusion of the equality
constraints in the BC-DSSE model, in order to make the comparison as fair as

possible. Tests have been performed under Matlab environment and run on a
2.4 GHz quad-core processor with 8 GB RAM.

2.4.2 Impact of the weight on VM approach

Before beginning the comparison of the different methods presented to deal with the
equality constraints, a first series of tests, focused only on the VM approach, has been
carried out. In fact, in the VM approach, different settings can be used, depending
on the particular choice of the weights assigned to the virtual measurements. For
this reason, some tests have been performed by using different weights for the virtual
measurements, in order to highlight the impact of different choices. In these tests,
a measurement system composed of three measurement points, placed at nodes 150,
18 and 67, is assumed to be available in addition to the pseudo-measurements. Each
measurement, point is supposed to have a voltage synchrophasor measurement on
the node and current synchrophasor measurements on all the branches converging
to the monitored bus.

Table 2.1 shows the results for the total power injection in the zero injection
nodes when weights with increasing orders of magnitude are used. As it can be
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expected, the use of larger weights leads to lower values of the power injections
estimated in the zero injection nodes, while, if low weights are used, a non-negligible
amount of power injection is erroneously assigned to such buses. As a consequence,
to strictly fulfil the constraints, the weights to be used should be sufficiently high.

Table 2.1: Variation of Fy,;,; and Qoi,; in VM

Virtual Measurement weight
10% 10° 10%0 101 10'2
Poinj kW] 2.1 2.2-107Y 22-1072 22-100% 22-107¢
Qoinj[kvar] 3.2 33-100! 33.107%2 33-107% 33.107%

In any case, it is worth noting that, despite the significant variation of erroneous
power injection estimated in the zero injection nodes, in all the cases the mean
RMSE for the active powers in the branches is similar (5.4 kW). The reason is
twofold: on one hand, the errors in the zero injection estimations are different in
sign, and this leads to an overall compensation that limits the effects brought on
the branch power estimations; on the other side, the high uncertainty of the pseudo-
measurements determines poor accuracy in the estimations of the power flows: thus,
the impact of the erroneously estimated zero injections is in any case small with
respect to the actual errors in the branch power estimations.

Table 2.2 shows instead the trend for the condition numbers obtained with dif-
ferent weights. As anticipated in previous sections, it is possible to see that larger
weights result in increasing values of conditioning. Despite the different orders of
magnitude in the obtained condition numbers, the tests here performed (with dou-
ble precision) do not show any particular deterioration of the accuracy results or of
the convergence properties. However, it is important to underline that even larger
condition numbers could be obtained if other operating conditions or measurement
configurations are considered. Moreover, features of the network (like, for example,
the impedance values [4]) significantly affect the conditioning, and their effects are
strongly dependent on the used hardware. Therefore, in general, the choice of the
weight should be carefully evaluated, searching a trade-off between the requirement
to accurately model the equality constraints and the need to avoid ill-conditioning

Table 2.2: Variation of the condition number K in VM

Virtual Measurement weight
108 109 1010 101! 1012
K 6.20-10* 2.66-10° 2.64-105 2.64-107 2.64-108
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of the system. In the comparison tests shown in the rest of the Chapter, the weight
used for the virtual measurements in the VM approach will be conventionally set
equal to 10,

2.4.3 Impact of the zero injection constraints

In this subsection, tests aimed at assessing the impact of the zero injections on
the performance of the different approaches are presented. The same measurement
system illustrated in the previous subsection (measurement points in nodes 150, 18
and 67) is used as reference configuration.

Performed simulations clearly highlight an important result: all the considered
methods exhibit really similar accuracy performance. As an example, the mean
of the percent values of RMSE obtained for the voltage and current magnitude
estimations are 0.14% and 7.40%, respectively, for all the tested methods. Similar
results can be found also for the mean RMSEs of the other electrical quantities. As
for the power injection estimation in the zero injection buses, it has been already seen
that the VM approach has values of the Fy;,,; and Qg;y,; indexes slightly different from
zero: this reflects the approximation made by using a weight different from infinite,
which, theoretically, would properly represent the null uncertainty associated to the
constraint. Nevertheless, such approximation does not have significant effects on
the accuracy of the other estimated electrical quantities. In case of the LM and
SVR methods, instead, since there is no approximation in the modeling of the zero
injection constraints, the power injection estimated in the zero injection buses is, as
expected, equal to zero.

Since all the methods show a similar behaviour from the point of view of the
accuracy, the evaluation of the performance can be focused on their computational
efficiency. In this case, significant differences can be found due to the different
numerical properties of the presented approaches. Table 2.3 shows the characteristics
of the coefficient matrix involved in the equation systems of the different methods.
First of all, it is possible to note the significant reduction of the size of the equation
system resulting from the elimination of the state variables in the SVR method.

Table 2.3: Numerical properties of the coefficient matrix

Method | Coeff. matrix Coeff. matrix Condition
density size number

VM 3.26% 454 x 454 2.64 - 106
LM 1.48% 692 x 692 1.21 - 10°
SVR 21.17% 216 x 216 2.75 - 104
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Such a large reduction derives from the large number of zero injections (119 over
227 total nodes for all the three-phases) that are present in the grid because of the
connection of many single-phase loads to three-phase nodes. As it can be observed
in Table 2.3, however, this size reduction happens at the cost of a significant increase
in the density of the coefficient matrix. On the contrary, in the LM method, the
high number of zero injections leads to a larger size and a lower density of the
corresponding coefficient matrix.

Table 2.4 shows the obtained results in terms of average number of iterations
and execution times. It is possible to observe that the SVR approach clearly results
the most efficient method, with an enhancement of the computational performance
larger than 20% and 30% with respect to the VM and LM methods, respectively.
Moreover, it is worth noting that, given the density of the coefficient matrix and
the not too much large size of the equation system, in this specific case, the SVR
approach could be also designed without using sparse techniques for handling the
coefficient matrix and solving the equation system: in such conditions, the enhance-
ment of the computational performance rises up to more than 30% and 40% with
respect to the VM and LM approaches, respectively.

Table 2.4: Average iteration numbers and execution times

Method Iteration Execution
number time [ms]
VM 3.36 17.6
LM 3.36 20.5
SVR 3.20 14.0

Results also show that the SVR method has better convergence properties: the
average iteration number is, in fact, slightly lower than those of the VM and LM
approaches. This can be a very important feature, above all for those network (or,
in general, those scenarios resulting from the particular measurement system and
operating conditions) that require a large number of iterations for the algorithm
convergence. An additional advantage guaranteed by the SVR method concerns the
conditioning of the coefficient matrix. As it can be seen from Table 2.3, the SVR
method has the lowest condition number, while the VM approach, with the chosen
weight for the virtual measurements, presents the worst result.

2.4.4 TImpact of the measurement configuration

Additional tests have been performed to verify the obtained results even with other
measurement system configurations. First of all, the possible use of different mea-
surement devices has been taken into account. To this purpose, PMU measurements
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have been replaced with voltage magnitude measurements on the monitored nodes
and active and reactive power measurements on the connected branches. Uncertain-
ties with normal distribution and maximum values equal to 1% and 3% have been
considered for the voltage and power measurements, respectively.

Performed tests confirm all the results previously found for the case of PMU
measurements. In fact, all the approaches show similar accuracy performance, while,
from the computational point of view, the SVR method results again the most
efficient one. Tables 2.5 and 2.6 show the numerical properties and the efficiency
results for the different approaches. In Table 2.5, numerical properties basically
replicate the characteristics of the coefficient matrix seen in Table 2.3 for the PMU
measurements (it is worth noting that, in this case, due to the lack of synchronized
measurements, the size of the equation systems is smaller because of the different
formulation of the state vector, and in particular of the slack bus voltage variables).
Even in this case, the SVR approach is characterized by a reduced size of the equation
system but also by a higher density of the coefficient matrix. Moreover, it exhibits
the best properties from the point of view of the system conditioning.

In Table 2.6, the outcomes of the simulations show that, also in this case, the
SVR method allows saving computational time, with improvements higher than 15%
and 30% with respect to the VM and LM approaches (more than 23% and 37% if
the SVR approach is handled without using sparse matrix techniques). Furthermore,

Table 2.5: Numerical properties of the coefficient matrix, traditional measurements

Method | Coeff. matrix Coeff. matrix Condition
density size number

VM 3.09% 451 x 451 4.05 - 108
LM 1.40% 689 x 689 477 - 104
SVR 20.56% 213 x 213 9.98 - 103

Table 2.6: Average iteration numbers and execution times, traditional measure-
ments

Method Iteration Execution
number time [ms]
VM 4.99 22.9
LM 4.99 27.8
SVR 4.97 194
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it is possible to observe that the use of traditional measurements leads to a higher
number of iterations for the algorithm convergence. The convergence properties of
the SVR are, in this case, almost equal to those of the other methods.

Another series of tests has been carried out taking into account again the start-
ing measurement configuration with PMUs. In these tests, additional voltage phasor
measurements are supposed to be available besides the measurement points in nodes
150, 18 and 67. Such scenarios have been chosen because the voltage measurements
are particularly critical for the BC-DSSE algorithm. In fact, each voltage mea-
surement introduces non-zero quantities in all the Jacobian terms associated to the
branch currents in the path between the slack bus and the monitored node. As a
result, the following coefficient matrix is also characterized by a larger number of
non-zero elements, and this higher density could affect the computational efficiency
of the different methods.

To assess such impact, tests have been performed assuming two additional volt-
age measurements in nodes 86 and 105. Table 2.7 reports the obtained results in
terms of both numerical properties and computational efficiency. As expected, the
presence of the additional voltages leads to higher densities for the coefficient ma-
trices of all the analyzed methods: this is the main reason for the longer execution
times with respect to those shown in Table 2.4. It is important to underline that the
obtained increase in the execution times further emphasize the benefits related to
the use of the SVR approach. In this case, the improvements in the computational
efficiency with respect to VM and LM are larger than 26% and 40%, respectively.

Table 2.7: Numerical properties and computational efficiency, two additional volt-
age measurements

Method | Coeff. matrix = Coeff. matrix [teration Execution
density size number time [ms]
VM 5.95% 454 x 454 3.24 20.4
LM 2.68% 692 x 692 3.24 25.0
SVR 24.52% 216 x 216 3.15 15.0

To check the trend in the improvements brought by the SVR method, another
test has been performed adding four supplementary voltage measurements with
respect to previous scenario (in nodes 25, 42, 48 and 91). Table 2.8 shows the
associated results in terms of density of the coefficient matrix and efficiency of the
different methods. As it can be observed, the placement of the additional voltage
measurements significantly affects the matrix densities for all the methods and this
causes an important rise of the execution times. In these conditions the advantages
brought by the use of the SVR approach become still more evident, with saved
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times close to 30% and 50% with respect to the VM and LM approaches. It is
worth underlining that, as previously mentioned, with these values of density of the
coefficient matrix and this size of the equation system, further advantages could be
obtained by designing the SVR method without using sparse techniques. In this
case, in fact, the enhancement in the computational performance with respect to
VM and LM rises up to almost 37% and 50% for the scenario with two additional
voltage measurements, and up to more than 45% and 60% for the measurement
configuration with six supplementary voltages.

Table 2.8: Coefficient matrix density and computational efficiency, six additional
voltage measurements

Method | Coeff. matrix Iteration Execution
density number time [ms]
VM 10.36% 3.16 25.8
LM 4.64% 3.16 35.8
SVR 31.49% 3.09 18.2

2.4.5 Impact of the mesh constraints

To evaluate the behaviour of the different approaches when dealing with the mesh
constraints, some tests have been performed on the benchmark network considering
two reclosing branches (between nodes 151 and 300 and between nodes 54 and 94)
and taking into account the base monitoring configuration composed of synchronized
measurement, points in nodes 150, 18 and 67.

The presence of meshes, as shown in Table 2.9, has a remarkable impact on the
characteristics of the coefficient matrices for all the approaches. The first effect is
on the size of the equation systems to be solved. In case of VM, the presence of
the additional branches creating the meshes leads to a larger number of unknowns
and, consequently, even to a larger number of equations required to solve the system.
This is obviously reflected in the size of the coefficient matrix. In the LM method,
this aspect is further exacerbated by the need to have a Lagrange multiplier for
each constraint. For this reason, the increase of the size of the coefficient matrix
for the LM method (with respect to the size reported in Table 2.3 for the case of
radial network) is bigger than the one resulting for the VM approach. As for the
SVR method, instead, since each equality constraint leads to the elimination of a
state variable, no change appears in the size of the equation system and, thus, in
the coefficient matrix.
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Table 2.9: Numerical properties of the coefficient matrix, weakly meshed network

Method | Coeff. matrix Coeff. matrix Condition
density size number

VM 11.42% 466 x 466 1.52 - 107
LM 1.78% 716 x 716 5.92 - 10°
SVR 34.43% 216 x 216 7.88 - 104

Also from the point of view of the coefficient matrix density, the effects brought by
the mesh constraints are different depending on the specific approach. It is important
to observe that each mesh introduces several non-zero entries in the Jacobian matrix
M, since it involves all the three-phase currents of the branches belonging to the
mesh itself. In the VM and SVR approach, due to the multiplications involving
the Jacobian in the computation of the coefficient matrix, this leads to a significant
increase of the matrix density. In the LM method, instead, since the constraints are
not involved in any matrix multiplication, and given also the important increase in
the size of the coefficient matrix, the sparsity properties are not jeopardized.

All these aspects obviously bring direct effects on the computational performance
of the different approaches. Table 2.10 shows the obtained results in terms of itera-
tion numbers and execution times. Despite the significant increase of the coefficient
matrix density, the SVR approach provides, once again, the best results both from
the point of view of the convergence properties and, above all, of the execution
times. Moreover, it is also important to highlight that, in this scenario, because of
the drastic increase of the density in the VM approach, the LM method provides
better computational performance than the VM method. The time saved by using
the SVR approach is larger than 25% with respect to both VM and LM methods,
with a peak of 43% if no sparse techniques are used.

Table 2.10: Average iteration numbers and execution times, weakly meshed net-
work

Method Iteration Execution
number time [ms]
VM 3.55 31.7
LM 3.56 31.0
SVR 3.42 23.2
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2.4.6 Impact of the size of the network

A last series of tests has been performed to investigate the possible effects brought
by different sizes of the network. This analysis is crucial, since actual distribution
grids are generally very large networks that can also have thousands of nodes. Thus,
it is important to test the performance of the different approaches even for networks
with similar dimensions. To this purpose, and to make the comparison with the
previous results possible, networks with larger number of nodes have been created
by considering an increasing number of feeders, where each feeder replicates the
topology of the original 123-bus network. In all the tests, the measurement system
is supposed to be composed of a measurement point in the primary substation and,
for each feeder, of two measurement points in the nodes corresponding to the buses
18 and 67 of the original version of the grid.

The main effect brought by the increasing sizes of the network is the reduction
of the density in the coefficient matrices. Figure 2.2 shows, as an example, the
decreasing trend obtained for the density of the coefficient matrices of the different
methods when passing from one to ten feeders. It is possible to observe that, despite
the increasing number of measurements, the presence of a large number of nodes
drastically reduces the matrix density. In this situation, even considering the huge
size resulting for the equation systems, the use of sparse techniques is a forced choice
for the design of an efficient BC-DSSE algorithm.

Table 2.11 reports the results obtained when ten feeders are considered in the
network. In this configuration, the resulting grid has more than two thousands
nodes (considering the three phases). From Table 2.11, it is possible to observe that,
obviously, the execution times are significantly higher than those of all the previous

N
N
1

20+ —— VM
= LM
élB* —4— SVR
2 16
2
T 141
=]

Z 12r
g 100
5 8
5]
= 6r
8
O 4r
27 \\g
YR o A A A o
0 L Il

1 2 3 4 5 6 7 8 9 10
Number of feeders

Figure 2.2: Variation in the coefficient matrix density for networks with an in-
creasing number of feeders
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tests (given the larger size of the equation system to be solved). Even in this
scenario, the SVR method keeps all the aforementioned advantages; its execution
times are in fact significantly lower than those of the other methods and it allows
saving more than 25% and 38% of the computation time required by the VM and
LM approaches, respectively. Similar results and similar considerations also hold for
the tests performed with different numbers of feeders.

Table 2.11: Numerical properties and computational efficiency, 10-feeders network

Method | Coeff. matrix  Coeff. matrix Iteration Execution
density size number time [ms]
VM 0.36% 4486 x 4486 4.00 185.4
LM 0.15% 6866 x 6866 4.00 223.1
SVR 2.22% 2106 x 2106 4.00 137.4

2.5 Final discussion

Tests and results shown in this Chapter clearly highlight that the inclusion of the
equality constraints through the elimination of state variables can provide important
benefits from the point of view of the computational efficiency of the BC-DSSE
algorithm. It is important to underline that such approach, even if well-known in the
literature, is usually not implemented in traditional voltage based estimators, since
the resulting non-linearity of the constraints does not allow a simple and efficient
implementation of this technique. The possibility to express the constraints with
linear relationships and to obtain the state vector reduction in a simple way is, thus,
a specific feature of the BC-DSSE algorithm.

The achievable improvements on the computational efficiency are, obviously,
strictly dependent on the particular features of the considered network. The tests
here proposed, for example, refer to a benchmark network having a lot of zero injec-
tions, which can be easily handled with the proposed approach. However, it is to be
noted that, in a three-phase context, a large number of zero injections should be a
common feature, since three-phase nodes often have loads or generators connected
to only one of the phases.

The SVR method proved also to be efficient in handling the mesh constraints,
despite the increase of computational burden caused by the many fill-ins brought
by the meshes. From this standpoint, two aspects have to be underlined. First of
all, depending on the size of the considered network, the possibility to design the
proposed method without using sparse matrix techniques can be taken into account.
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2. INCLUSION OF EQUALITY CONSTRAINTS INTO BC-DSSE

Performed tests show that, if the network is not too large, computations made by
using full matrices can be convenient in some scenarios, above all if the density of the
coefficient matrix of the equation system is quite high. In this case, the performance
of the algorithm are only affected by the size of the equation system and not by the
number of fill-ins in the coefficient matrix. Thus, increasing advantages can be
obtained even in case of a large number of meshes.

Instead, when the size of the network is very large, the use of sparse matrix
techniques is almost a forced choice for obtaining an efficient design of the algorithm.
In this situation, the performance of the proposed approach can be adversely affected
by the fill-ins appearing with a large number of meshes. However, hybrid solutions
combining the advantages of different methods can be also conceived to deal with
this possible issue. As an example, the LM method proved to have smaller problems
(from the point of view of the density of the coefficient matrix) in presence of mesh
constraints. Thus, a solution implementing the SVR method for the zero injection
constraints and adopting the LM approach for handling the mesh constraints can
be also considered to further improve the efficiency performance. In any case, it is
worth noting that distribution grids are usually radial or weakly meshed networks.
As a result, possible problems caused by the number of fill-ins in the coefficient
matrix of the equation system are generally limited, and the SVR approach can be
conveniently adopted to handle all the types of constraints.
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Chapter 3

Performance analysis of BC-DSSE

3.1 WLS distribution system state estimators

As described in Chapter 1, the SE problem in power systems is traditionally faced
referring to WLS estimation algorithms that use the voltage magnitudes and angles
at the different buses of the network as state variables [4]. Several reasons support
this choice. First of all, transmission grids are usually highly meshed networks,
because this topology ensures a higher reliability for the system. As a consequence,
the choice of state variables associated to the nodes, rather than to the branches,
allows achieving a smaller size for the equation systems to be solved inside the
algorithm. Moreover, transmission systems are usually characterized by very low
R/X ratios. This feature can be duly exploited in practical applications by neglecting
the resistance terms. In this way, the SE algorithm can be decoupled, separating the
computation of the voltage magnitudes from the estimation of the voltage angles.

In distribution systems, because of the different features of the network, these
advantages do not hold anymore. In most of the cases, distribution grids are radial
or only weakly meshed; thus, the number of branches and nodes in the network
is similar. As for the line parameters, R/X ratios close to 1 or even higher are
quite common; therefore, the decoupling of the traditional state estimators is not
possible. As a result, different formulations of the WLS algorithm could be more
convenient than the traditional one and, in general, the electrical quantities related
to the branches become a possible alternative as state variables of the system.

For these reasons, in the literature, two main classes of WLS algorithms have
been developed to deal with the DSSE problem: state estimators based on the node
voltages (as, for example, in [28-30,54,59]) and estimators using the branch currents
as state variables (like, for example, [31-34, 36, 60]). Each one of these categories
can be further divided depending on the implementation of the state variables in
polar or rectangular coordinates.
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This Chapter aims at assessing the performance of the proposed DSSE algorithm.
The goal is to highlight the strengths and weaknesses of the presented proposal,
providing a comprehensive and as fair as possible evaluation of the performance
through the comparison with other types of WLS estimators available in the litera-
ture, based on different state variables. In fact, for example, the type of variables
directly estimated through the DSSE algorithm could affect the final estimation ac-
curacy. Moreover, the need to consider different mathematical relationships in the
algorithm can imply a different computational burden, and thus, also a different
efficiency for the alternative approaches [61]. Besides the global performance of the
proposed DSSE formulation in terms of accuracy, efficiency, computational burden
and numerical properties, the possibility to design a phase-decoupled version of the
algorithm will be also investigated. Furthermore, the impact brought by the network
parameter uncertainties, due to the mathematical model used in the algorithm, will
be analyzed.

3.2 Node voltage based estimators

As aforementioned, voltage based estimators are well known in the literature since
they are commonly used in transmission systems. Their main advantage is the
handling of the meshed networks: in fact, they guarantee a constant number of state
variables regardless of the radial, weakly or highly meshed topology of the network.
Moreover, the constraints associated to the application of the Kirchhoff voltage law
along the meshes are inherently considered in the model and do not require a specific
implementation. Since in distribution systems the traditional decoupling of the state
estimator, obtained by neglecting the resistance component of the line parameters,
is not possible, both polar and rectangular coordinates have been proposed as a
possible choice for the state variables of the system.

3.2.1 Polar voltage DSSE formulation

Referring to the three-phase model of the distribution systems, if the node voltages
in polar form are assumed as state variables of the DSSE algorithm, the state vector
can be written as X = [X4,Xp,X¢], where the generic component x, referred to
phase ¢ is:

Xy = [52¢,...,5N¢,‘/1¢,...,VN¢] (31)

where d,4 and Vj, are the angle and the magnitude of the voltage at the i-th node of
the phase ¢ and N, is the number of buses belonging to the phase ¢ of the network.

This state vector is usually implemented when only conventional measurements
are deployed in the grid: in fact, the voltage angle of the first node (namely the
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slack bus of the system) is chosen as angle reference, fixed equal to zero (or +120°
depending on the considered phase of the system) and thus it can be removed from
the set of variables within the state vector. Instead, if synchronized measurements
provided by PMUs are also available, as shown in [52|, the reference is given by the
UTC time and thus the voltage angle of the slack bus should be also included in the
state vector for being estimated, leading to:

Xy = [51¢7---75N¢7‘/1¢7---7VN¢] (32)

The main differences among the different formulations are basically focused on
the mathematical relationships needed to express the measurement functions and,
consequently, the Jacobian matrix involved in the estimation process. Considering
[28] as reference for the mathematical details involved in the computation of the
functions associated to the conventional measurements, and [49] for the inclusion of
the syncrophasor measurements, the following relationships have been considered.

e Active and reactive power flow

Indicating with hp, and hg,, the measurement functions associated to the
active and reactive power flow measurement on the phase ¢ of branch [, it is
possible to write (see [28] for details):

C
iy =Vis > {Gow [Vaw c05(8es — bap) — Vi €08(8s — 0,p)]
iy (3.3)
+ bigy [Vsg sin(0sp — 0sy) — Vi sin(dsp — 0ry)]}
C
hQu = Vas > {0100 [V Sin(0ss — ) — Vi sin(8sp — 0ry)] (3.4

p=A
— by [Vay €08(0sp — Oop) — Vip €08(0sp — Ory) |}

where Vy,;, and V,, are the voltage magnitudes of the generic phase 1 at the
sending and the receiving node of branch [, respectively; 05, and 9,, similarly,
are the voltage angles of the generic phase 1 at the sending and the receiving
nodes of the line, respectively; g; 4, and 0; 4y are, respectively, the real and
imaginary parts of the admittance in branch [: if ¢y = ¢ the components refer
to the self-admittance of the branch, while if ¢ # ¢ the terms represent the mu-
tual admittance between the different phases of the three-phase model. From
(3.3) and (3.4) it is possible to observe that the found relationships are non-
linear and involve the voltage states of both magnitudes and angles of all the
three phases of the sending and the receiving node of the considered line. As
a consequence, the derivatives required in the Jacobian matrix, if computed
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3. PERFORMANCE ANALYSIS OF BC-DSSE

without using approximations, are also nonlinear and would need to be up-
dated at each iteration of the estimation process. Moreover, coupling among
the different phases exists because of the presence of the mutual admittance
terms.

Active and reactive power injection

The power injection on the phase ¢ of node 7 can be seen as the sum of the
branch powers converging to the considered node. As a result, the measure-
ment functions hp, ., and hq,,. .., related to the active and reactive compo-
nents of the power injection, respectively, can be written as:

Posis = Vio D Z{gk o [Vi €08(0ip — Giy) — Vi c08(0ip — ryp)]

keQ p—A
+ brgy Vi sin(digp — i) — Vi sin(dig — 0ry) ]}

(3.5)

C
hQus = Vio O > AGrw [Viu sin(Sis — 6i) — Vi Sin(Sig — 6y, (3.6)
keQ yp=A )

— gy [Vig c08(0ig — Gip) = Vi €08(0igp — Oy )]}

where € is the set of branches converging to node 7, Vj,, and d;, are the voltage
magnitude and angle of the generic phase 1 of the considered node ¢, V,,
and 9,,, are the corresponding voltage magnitudes and angles of the ending
nodes of the k-th branch and gj 4y and by 4y are, similarly to the previous
case, the real and imaginary parts of the admittances in branch k. As in the
case of power flows, it is possible to note that the relationships describing
the power measurements, and the associated derivative terms, if considered
without any approximation are nonlinear and introduce coupling among the
different phases.

Current magnitude

The function associated to a current magnitude measurement ;4 on the phase
¢ of a generic line [ can be obtained as follows:

hi, =\ i1y + ity (3.7)

where ¢, and i, are the real and imaginary parts of the considered current,
which can be computed as follows:

ity = Z{gz o [Vey €08(0sp) — Vi c08(6ry)]

— by [Vay sin(dsy ) — Viy sin(dry)]}

(3.8)
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c

ity =Y {91 Vey sin(Ses) — Vi sin(6y)] (3.9)
y=A .

+ bigy [Vay c08(0sy) — Vig cos(0ry)]}

where, similarly to the case of the branch power flows, V;, and V,, are the
voltage magnitudes of the generic phase 1 at the sending and the receiving
nodes of branch [, d,, and 6, are the voltage angles at the same nodes, and
91,6 and by 4 are, respectively, the real and imaginary parts of the admittance
in branch [. As clear from the shown relationships, the current magnitude
measurement functions are nonlinear and involve all the three phases of the
sending and receiving nodes of the considered branch. The calculation of the
derivatives with respect to the generic variable x of the state vector, computed
by using the rule of differentiation [28], yield:

oL, 0L, Oif, oL, 0if,

= d
or  0Oij, Ox  Oif, Ox (3.10)
oLy Oiy, Dy
S = O cos(6;) + e sin(6;4) (3.11)

where 04 is the current angle that can be obtained from the calculated real
and imaginary currents as follows:

i{L‘
01 = tan~! (Z’—¢> (3.12)
lo

As it can be observed from equations (3.7)-(3.12), if the proper computation of
the measurement functions and the Jacobian sub-matrix related to the current
magnitude measurements is performed, several steps are needed. Moreover,
the Jacobian has to be updated at each iteration of the estimation process.

Voltage magnitude

The measurement functions related to a voltage magnitude measurement Vg4
on the phase ¢ of the node 7 is trivial, since it corresponds to a state variable
of the system. Thus, it is:

hy,, = Vig (3.13)

The presence of voltage magnitude measurements does not introduce coupling
among the different phases of the system. Moreover, the corresponding Ja-
cobian sub-matrix is constant and, hence, it can be computed outside the
iterative part of the DSSE algorithm to reduce the computational burden and
speed up the estimation process.
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e Current and voltage phasors

Following what demonstrated in [49], the more convenient way to include the
current PMU measurements in a voltage based estimator is by considering
them in rectangular coordinates. The reference functions are thus the same
indicated in (3.8) and (3.9) for the real and the imaginary components of
the current, respectively. It is worth noting that, similarly to what shown in
Chapter 1 for the BC-DSSE estimator, the inclusion of the synchrophasors
in rectangular coordinates leads to correlations between real and imaginary
parts of the phasor, which should be duly considered for a proper modeling
of the measurement errors. It is also worth noting that the derivatives to
be considered in the Jacobian are not constant and need to be computed at
each iteration of the WLS algorithm. As for the voltage phasor measurements,
instead, their inclusion in the mathematical model of the polar voltage based
estimator is straightforward, since both magnitudes and angles are variables
of the used state vector. In this case, therefore, the Jacobian sub-matrix is
constant and can be computed only once outside the iterative part of the
estimation algorithm.

In comparison to the BC-DSSE proposed in Chapter 1, it is important to under-
line that in this model all the measurement functions are directly considered (while
in the rectangular BC-DSSE formulation the power measurements were converted
in equivalent current measurements). As a result, the polar Node Voltage DSSE
(NV-DSSE) does not require the computation of equivalent measurements and the
consequent calculation of the related full covariance matrix of the measurement
errors. Furthermore, it is worth noting that, differently from the branch current
estimator, the other electrical quantities of the network (in this case, for example,
the currents) do not need to be computed at each iteration of the WLS algorithm,
but, if required, they can be calculated at the end of the iterative process (in the
proposed branch current estimator, instead, a forward sweep step was necessary at
each iteration to compute the node voltages to be used in the calculation of the
equivalent current measurements). This allows reducing the computational costs
in the polar NV-DSSE. At the same time, however, the presence of many nonlin-
ear measurement functions and the need to update at each iteration the associated
Jacobian sub-matrices, lead to the opposite effect of increasing the computational
burden.

3.2.2 Rectangular voltage DSSE formulation

The rectangular version of the voltage based DSSE is an alternative that allows a
more straightforward implementation of many of the measurement functions. In
particular, similarly to the proposed BC-DSSE, power measurement functions can
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be linearized by using equivalent current measurements. This allows an easier imple-
mentation of many of the measurements available in a distribution system, namely
the pseudo-measurements related to the power injections of loads or generators. Re-
ferring to the three-phase model of the distribution systems, and indicating with
X = [Xx4,Xp,Xc| the three-phase state vector, if only traditional measurements are
available in the field, the generic component x, referred to phase ¢ is:

Xp = [Ulg, s UNgs Vagy -5 Unig] (3.14)
where v and vj, are, respectively, the real and the imaginary parts of the voltage at

node . If also PMU synchrophasors are present in the measurement system, instead,
the vector x is:

Xy = [Ulgy s UNgs Vlgs -+ Unig] (3.15)
where the imaginary part of the slack bus voltage is introduced because of the use
of the UTC time as reference for the angle measurements.

The indications shown in [30] are used as reference for the implementation of
the measurement functions for this DSSE model. In the following, for the sake of
convenience, the measurement functions used in the implementation are reported.

e Active and reactive power flow

As aforementioned, in the rectangular NV-DSSE model, power measurements
are converted in equivalent current measurements (see Section 1.4 for details
on the computation of the equivalent measurements). As a consequence, the
active and reactive power flow in branch [ are converted in real and imagi-
nary currents on the line, which can be expressed in terms of the rectangular
voltages used in the state vector as follows:

C
hf{i - Z{gl,qw [y = Vi) = bugy [V, — V5] } (3.16)
p=A
C
hig = Aguow [v5y — vig] + bugs [viy — vy]} (3.17)
Y=A

where vg, and vg, are the real and the imaginary parts of the voltage at the
sending node of the considered branch [, respectively, vy, and vy, are the anal-
ogous voltages at the receiving node of the line, and g¢; 4, and b; 4yare the real
and imaginary terms of the admittance for branch /. From the reported equa-
tions, it is possible to observe that the conversion of the powers in equivalent
currents allows achieving linear relationships. As a consequence, the resulting
Jacobian sub-matrix is constant and can be computed only once at the begin-
ning of the estimation process. The presence in the functions of the self and

61



3. PERFORMANCE ANALYSIS OF BC-DSSE

mutual terms of branch admittance, instead, leads to the coupling among the
different phases of the system.

Active and reactive power injection

Also for the power injections, the conversion in equivalent current measure-
ments is generally performed. Considering the equivalent measurements deriv-
ing from a power injection on the phase ¢ of node 4, the following holds:

C
hfgnj i¢ - Z Z{gk"bw [U;/’ o U:M/J] o bk,qﬁw [Ufw - Ufkw}} (318)
’ keQ p=A
C
h%ij ié - Z Z{gk’@p [vﬁﬂ - vfklﬁ} + bkﬂiw ['U;w - ’U:kw]} (319)
’ keQ p=A

where (2 is the set of the branches converging to node 7, v, and vy, are the real
and the imaginary parts of the voltage of the generic phase ¢ at the considered
node i, vy, ,, and vy, are the real and imaginary parts of the voltages on the
phase 9 of the ending node of the k-th branch, and g 4 and by, 4, are the real
and imaginary parts of the admittances in branch k. Similarly to the previous
case, it is possible to note that the measurement functions are characterized
by linear relationships (and consequently by a constant Jacobian) and that
they imply the coupling among the different phases of the system.

Current magnitude

In [30], the current magnitude measurements are converted in equivalent cur-
rent phasors exploiting the phase-angle computed starting from the rectangular
components of the current calculated as in (3.16) and (3.17). Here, to have a
fair comparison with the other approaches, such a conversion is not performed
and the current magnitude is implemented in its original form. Similarly to
what shown in the previous subsection for the polar NV-DSSE, the current
magnitude measurement in a generic branch [ is computed as:

hi, = \/i1s? + it (3.20)
where 4}, and 4j; are the real and imaginary parts of the considered current
calculated as in (3.16) and (3.17). Even in this case, the rule of differentiation

can be used to compute the derivatives to be included in the Jacobian matrix
and, thus, the following holds:

Ly Oiy Dy
9~ B cos(6;) + e sin(6;4) (3.21)
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where z is the generic state variable of the state vector and 6, is the current
angle in the considered branch, whose tangent is equal to the ratio between
the computed real and imaginary components of the current phasor. It is
worth noting that proper consideration of the current magnitude measurement
implies a nonlinear function involving also the other phases of the grid and,
therefore, lead to the coupling among the three-phases of the system.

e Voltage magnitude

A voltage magnitude measurements on the phase ¢ of a generic node i of
the grid can be included in the model of the rectangular NV-DSSE algorithm

according to the following:
hv,, = /Uiy 4 057 (3.22)

where Vj, is the considered voltage magnitude and vj, and vy are the real
and imaginary components of the same voltage. It is possible to observe that
(3.22) is a nonlinear function but it does not introduce any coupling among
the different phases of the system (thus, only state variables belonging to the
same phase of the measured voltage are involved in the calculations).

e Current and voltage phasors

The inclusion of the current and voltage phasors in the rectangular NV-DSSE
is straightforward. As for the currents, the linear relationships shown in (3.16)
and (3.17) can be used to consider the real and imaginary part of the phasor,
respectively. As for the voltage phasors, the implementation is also easy, since
the measurements can be converted in rectangular coordinates in order to
have a full correspondence with the chosen state variables of the algorithm. In
both cases, it is worth noting that the conversion in rectangular coordinates
of the synchrophasors provided by the PMUs requires the computation of the
resulting full covariance matrix, starting from the original measurement errors
associated to the magnitude and phase-angle measurements. The procedure
to calculate this covariance matrix is the same indicated in Section 1.7.3 for
the rectangular BC-DSSE. It is also important to note that both current and
voltage phasors, being characterized by linear measurement functions, allows
the computation of their constant sub-matrices only once in the estimation
algorithm.

In this formulation of the DSSE, similarly to the proposed rectangular BC-DSSE,
equivalent current measurements are introduced in place of the original power mea-
surements. This allows the achievement of linear functions (and constant Jacobians)
for the branch power measurements and above all for the pseudo-measurements of
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power injections, which are the majority of measurements in the distribution system
context. Differently from the rectangular BC-DSSE, however, the voltages needed to
update at each iteration the equivalent current measurements are directly estimated
into the state vector, and thus they do not need any other dedicated step. As for
the estimation of the currents (or the powers) in the branches, if needed, it can be
carried out at the end of the algorithm, outside of the iterative part, exploiting the
estimation of the node voltages and the consequent knowledge of the voltage drop
along the lines.

3.3 Branch current based estimators

As illustrated in Chapter 1, the idea to use the rectangular branch currents as state
variables in the DSSE has been conceived because of the radial topology of many
of the distribution networks and the simplicity in the definition of the measurement
functions (in particular for the power measurements, when converted in equivalent
current measurements). As already described, besides the computation of the equiv-
alent current measurements, this procedure also requires the execution of a forward
sweep step at each iteration of the WLS algorithm, in order to obtain the updated
values of the voltages at the nodes. Some years later, the possibility to implement
a DSSE algorithm using the branch currents in polar coordinates was advanced by
Wang and Schulz [60]. The main reason for this proposal was associated to the
consequent, easiness in the handling of possible current magnitude measurements.
In fact, this kind of measurements can bring issues in traditional state estimators
and, for this reason, sometimes they are also discarded in case of high redundancy
of the measurements. Since in distribution systems the measurements are only few,
the possible presence of current magnitude measurements cannot be disregarded.
As a consequence, they should be duly taken into account and properly introduced
into the DSSE model. The use of the polar BC-DSSE, thanks to the use of the
current magnitudes as state variables of the system, represents of course the most
straightforward solution for the management of these measurements.

3.3.1 Polar current DSSE formulation

Similarly to the polar version of the NV-DSSE, the polar BC-DSSE does not take
particular advantages from a possible definition of equivalent current measurements
in place of the powers. For this reason, power measurements can be defined in their
original form. Despite the lack of this calculation, similarly to the rectangular version
of the BC-DSSE, a forward sweep step is required at each iteration of the estimation
algorithm to compute the updated values of the voltages at the nodes. In fact (as
it will be shown in the following description of the measurement functions) the
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knowledge of the node voltages is necessary to calculate the measurement functions
and the Jacobian terms needed in the estimator. It is worth noting that, similarly
to what described in Chapter 1 for the rectangular BC-DSSE, the original version
of the polar BC-DSSE presented in [60] is based on the use of only currents in
the state vector. However, such a choice does not allow the achievement of any
knowledge about the voltage profile of the network. To deal with this issue, in [36],
a modified version of this estimator has been proposed, where the slack bus voltages
are included within the state vector. As shown also for the rectangular BC-DSSE
(Section 1.6), the extended state vector with the additional slack bus voltages allows
a suitable estimation of the voltage profile and to properly exploit the presence
of the voltage measurements available in the network. Referring to this extended
model, and taking into account the three-phase scheme of the distribution systems,
the state vector x = [x4,Xp,X¢] has, for each phase ¢, the following form:

Xy = [Vitack.ps L1g, s INpp 0105 -+, Oy 6] (3.23)

where Vqcr,s is the voltage magnitude of the phase ¢ of the slack bus, [;4 and 0,
are the magnitude and phase-angle, respectively, of the current in the same phase
¢ of the generic branch [, and N, represents the total number of branches present
in the network. The state vector formulation shown in (3.23) can be used when
only conventional measurements are available on the field. Similarly to the other
estimators, if PMU measurements are also present, then the phase-angle of the slack
bus voltage has also to be estimated and thus it has to be included in the state vector.
In this case, the inclusion of the slack bus voltage is more convenient if performed by
referring to its rectangular components (the measurement functions deriving from
this choice are simpler, see [36] for additional details). As a consequence, the state
vector when synchrophasor measurements are present is:

Xp = [Uglack,@ U:lack,gb? [1¢>7 sy [Nbr¢>7 ‘91¢>7 sy 0Nbr¢>] (3'24)

where v, 4 and v, . , are the real and imaginary parts of the slack bus voltage on
the considered phase ¢. In the following, referring to the considerations presented
in [60], the measurement functions used for the implementation of the polar BC-
DSSE algorithm are reported for the sake of convenience.

e Active and reactive power flow

The active and reactive power measurements on the phase ¢ of a generic branch
[ can be expressed in terms of the polar coordinates of the branch currents as
follows:

h'Pl¢> = OA/S(bll(b COS<55¢ — ‘9[(;5) (325)
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th = Oz‘/8¢11¢ Sin(55¢ - 01¢) (326)

where V;, and ;4 are the voltage magnitude and angle, respectively, of the
phase ¢ of the sending node of branch [, [;;, and 6;; are the current magnitude
and angle of the same phase ¢ of branch [, and « is +1 depending on whether
the measured power has the same direction of the one chosen as convention-
ally positive for the branch or not. From (3.25) and (3.26) it is possible to
observe that the measurement functions describing the branch power flows are
nonlinear and they require the knowledge of the voltages in the considered
node. This emphasize the importance to perform the forward sweep step at
each iteration of the DSSE algorithm (in order to have the updated values of
voltage) and above all to include the slack bus voltages within the state vector
in order to have a proper estimation of the voltage profile of the network. As
shown in [60], the Jacobian terms can be conveniently calculated using the
same calculations needed for the definition of the measurement functions. It is
also worth noting that, similarly to the rectangular BC-DSSE, power measure-
ments do not imply the coupling among the different phases of the system.

Active and reactive power injection

As seen in the previous cases, the power injection in a generic node i can be
defined as the sum of the powers of the branches converging to the considered
node. Indicating with €2 and A, respectively, the sets of the branches incoming
and outgoing from the considered node 7, the searched measurement functions
can be expressed as:

hpmj’w = Oz‘/;(b Z Ik¢ COS(5Z‘¢ - 0k¢) - Z Im¢ COS((SW - 9m¢) (327)
keQ meA J

hQinj,izb Oz‘/;(b Z Ik¢ sm wb - 9k¢ Z Im¢ SlIl wb 9 ) (328)
ke meA J

where V, and ;4 are the voltage magnitude and angle at the considered node
i, respectively, I, and 04 are the current magnitude and angle of the generic
branch k (the same notation also holds for the currents of the branches m) and
« is a constant equal to £1 depending on the direction of the power injection
(load consumption or power generation). As in the previous case, it is possible
to observe that power injections are characterized by nonlinear measurement
functions that require the knowledge of the voltage profile of the network for
their calculation. Moreover, they involve multiple branches but do not imply
any coupling among the different phases of the three-phase system.
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e Current magnitude

The definition of the current magnitude measurements is obviously trivial since
such measurements correspond to state variables of the system. Therefore, for
the generic measurement on branch [, it is possible to simply write:

hr, = Lig (3.29)

where ;4 is the current magnitude of the considered branch. In this case, the
measurement functions are linear and the related constant Jacobian matrices
can be computed only once at the beginning of the estimation process.

e Voltage magnitude

A voltage magnitude measurement on the phase ¢ of a generic node ¢ can
be treated by considering the voltage drops along the lines, starting from the
estimated slack bus voltage. In particular, indicating with I' the path between
the slack bus and node 17, it is possible to write:

Vie = Vstacko — 3 _ Lok (3.30)

kel

where v;4 is the voltage phasor on the phase ¢ of the measured node %, vVgacre
is the voltage phasor on the same phase of the slack bus, Zj 4 is the row of
the three-phase impedance matrix of branch k including the self and mutual
impedances for phase ¢, and i is the three-phase vector of the currents in
branch k. Starting from (3.30), it is possible to define the voltage magnitude
measurement function in node 7 as:

hViq& = Re { Uslackgp — Z Zk,¢ik] €j6i¢} (331)

kel
where 6, is the voltage angle on the phase ¢ of node i. From (3.31) it is
possible to obtain:

C
hViq& = ‘/slackqﬁ COS(5slack¢ — 5@) — Z Z Zk#w[]m/, COS(Ck,@/, + 9k¢ - 5@) (332)
kel p=A

where Vjgere and Ogqcrg are the magnitude and the angle of the slack bus
voltage, Z 4y and (j 4y are the magnitude and the angle of the impedance in
branch k (the self impedance of phase ¢ if ©) = ¢ or the mutual term between
phases ¢ and ¢ if ¢ # ¢), and I, and 6y, are the magnitude and angle of
the current on phase ¢ of the k-th branch. As it can be observed from (3.32),
the voltage magnitude measurement function involves the currents of all the
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branches (and phases) in the path between slack bus and measured node. The
function is nonlinear and implies the coupling among the different phases of
the system.

Current and voltage phasors

The inclusion of the current phasors in the polar BC-DSSE algorithm is straight-
forward, since PMUs provide the currents in terms of their magnitude and
phase-angle, thus in the same form of the variables within the state vector. As
for the voltage phasors, instead, a convenient implementation can be obtained
by implementing the phasors in rectangular coordinates (see [36] for further
details). Considering a voltage synchrophasor measurement on the phase ¢ of
a generic node 7, the associated measurement function can be obtained by com-
puting the real and the imaginary parts of the voltage measurement function
reported in (3.30) as follows:

C
hy, = Vatacke — Z Z Ze gLy c08(Cpgp + Orys) (3.33)
kel ¢=A
C
hug, = Vgtacks — Z Z Zrepp Ty S0 (g + Ok (3.34)
kel Y=A

where vg, ., and vg, .., are the real and imaginary parts of the phase ¢ of
the slack bus voltage, and the impedance and current terms are the same
presented for the case of voltage magnitude measurements. As it can observed,
current phasor measurements are linear, with a constant Jacobian, and do
not introduce any coupling among the phases of the system, while voltage
phasor measurements are nonlinear and imply the coupling of the phases of
the network.

Meshes

As described in Chapter 1, DSSE algorithms based on branch current state
variables require the explicit implementation of the mesh constraints brought
by the Kirchhoff’s voltage law along the meshes. As a consequence, even
for the polar BC-DSSE it is necessary to define the equivalent measurements
associated to the mesh constraints to be included in the DSSE model. As seen
in Section 1.5.7, the mesh constraint can be expressed in the following terms:

> anZyiy =0 (3.35)
where W is the set of the branches belonging to the considered mesh, «; is
+1 depending on the mesh direction with respect to the conventional direc-

tion assumed for the hA-th branch current, and Z,; and i, are the three-phase
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impedance matrix and the three-phase current vector associated to the h-th
branch, respectively. Expressing (3.35) in terms of the polar currents of the
polar BC-DSSE state vector, and considering that the Kirchhoff’s voltage law
holds for both the real and imaginary voltage drops, it is possible to find:

C
meshis = O D hZngw s 05(Cn gy + Ony) (3.36)
heW p=A
C
Freshg = O D O ZngwIn S0 (G gy + Ony) (3.37)
hEW y=A

where Zj, 4, Chppy Iny and Oy are the same terms of impedance and current
used also for the voltage measurement functions. As clear from (3.36) and
(3.37), measurement functions associated to the mesh constraints are nonlinear
and imply the coupling among the different phases of the grid.

3.4 Tests and results

3.4.1 Test assumptions and metrics

Several tests have been performed to analyze the performance and characteristics
of the presented WLS formulations in different scenarios. The balanced 95-bus
network depicted in Fig. 3.1' is used as benchmark grid to assess the performance
of the WLS models in presence of changing measurement system configurations and
in case of meshed topology of the network (obtained by connecting some nodes as
described in the following). The presence of either conventional or synchrophasor
measurements has been supposed to investigate possible differences of the impact
brought on the WLS algorithms performance. Data of the 95-bus network can be
found in [62]. Further simulations are then carried out on the unbalanced IEEE
123-bus network shown in Fig. 3.2 [58]. The focus in this case is on the impact
brought by the three-phase model of the network (with the consequent presence of
mutual terms for the branch impedances) on the numerical properties of the different
WLS formulations. Moreover, the possibility to achieve the phase-decoupling of the
different WLS algorithms is also studied.

Tests have been performed by means of Monte Carlo simulations using a number
of Monte Carlo trials Ny;c = 25000. In all the tests, a load flow, referring to the
nominal conditions of the network, is performed to find the operating conditions of
the grid to be considered as reference. Then, starting from these reference conditions,

' As for the numeration of the branches, each branch index is given by the node number of its
end node (the largest one), decreased by one.
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Figure 3.1: Balanced 95-bus test network
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Figure 3.2: Unbalanced IEEE 123-bus test network

measurements and pseudo-measurements are extracted according to their assumed
uncertainty distribution. In particular, the following assumptions have been used in
all the tests.
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- Pseudo-measurements are assumed to be available for all the load and genera-
tion nodes, and are considered as random variables with a Gaussian probability
distribution having expanded uncertainty (with coverage factor equal to three)
equal to 50% of their rated value.

- Real measurements are assumed as random variables with a Gaussian probabil-
ity distribution having standard deviation equal to one third of their accuracy.
As for the conventional measurements, an accuracy of 1% and 2% is consid-
ered for voltage and current magnitude measurements, respectively. As for the
synchrophasors provided by PMUs, instead, an accuracy equal to 0.7% and
0.7 crad has been taken into account for the measurements of magnitude and
phase-angle, respectively; such a choice allows obtaining a maximum TVE of
1% as prescribed by the standard for the synchrophasors [51] for the measure-
ments in steady state conditions.

- Equality constraints are handled in all the methods by means of virtual mea-
surements with a weight equal to 10'°. As seen in Chapter 2, some benefits
could be achieved for the rectangular BC-DSSE by including the equality con-
straints through a state vector reduction; however, here, the same approach
has been adopted for all the algorithms in order to obtain a fair comparison
through the use of the same settings.

- The same convergence criterion has been used for all the algorithms. To
achieve a comparable behaviour even from this point of view, in branch cur-
rent based estimators the stop criterion has been fixed on the voltage variables,
considering at each iteration the difference between the actual voltage state
(as obtained from the forward sweep) and the voltage state of the previous
iteration. Similarly to the voltage estimators, the maximum absolute value
among these voltage differences is compared to a predefined threshold (10~°
for all the estimators).

As for the metrics used to assess the performance of the different WLS algo-
rithms, similarly to Chapter 2, the mean RMSE has been adopted as global index
for the evaluation of the estimation accuracy. Together with the accuracy perfor-
mance, the computational efficiency of the different WLS formulations has been
evaluated through the average of the execution times in the different Monte Carlo
trials. In addition, the average number of the iterations and the numerical properties
of the different WLS formulations, in terms of density of the Gain matrix, are also
monitored. The number of iterations is considered since the convergence properties
of the algorithm have an obvious impact on the execution times. As for the Gain
matrix, its density can affect the execution times when sparse matrix methods are
used, as usual, to handle the matrices and to solve the equation systems within
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the WLS algorithm. In the following sections, a detailed analysis is carried out to
investigate the impact of these aspects on the overall performance of the different
WLS formulations.

3.4.2 Results on the 95-bus network

The first series of tests has been performed referring to a realistic measurement sys-
tem scenario, where only few measurement devices are placed on the network. To
this purpose, three measurement points have been assumed to be available at nodes
1, 11 and 55. Each measurement point is composed of the voltage measurement
at the node and of current measurements in two of the branches connected to the
node. The test has been carried out considering the possibility to have either conven-
tional or synchrophasor measurements (thus considering magnitudes or phasors of
voltage and current). A first important result is obtained looking at the accuracies
provided by the tested algorithms. In fact, all the WLS formulations provide the
same accuracy results regardless of the used state variables. This is a relevant result
since it highlights that the different choice of the state variables does not affect the
estimation accuracy. Moreover, it also proves that the conversion of the power mea-
surements in equivalent currents, into the rectangular formulations of both the node
voltage and the branch current estimators, does not lead to any degradation of the
accuracy performance of the corresponding estimators. As a consequence, the choice
of the most suitable algorithm to be used in a specific context can be addressed by
other factors, like, for example, the computational efficiency. Table 3.1 shows the
results of mean RMSE obtained for all the WLS formulations.

Table 3.1: Test with starting measurement configuration, current and voltage esti-
mations: mean Root Mean Square Errors (RMSEs)

Measurement Current Current Voltage Voltage
type magnitude angle magnitude angle
[%] [crad| [%] [crad|
Conventional 9.26 3.94 0.20 0.09
PMU 8.30 2.59 0.14 0.01

As for the computational efficiency, instead, different results have been obtained
depending on the adopted formulation. Table 3.2 shows the comparison of the re-
sults in terms of execution times, together with the convergence properties and the
numerical characteristics of the Gain matrix of each one of the tested algorithms.
It is possible to observe that significantly lower execution times can be obtained
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Table 3.2: Test with starting measurement configuration, computational and nu-
merical properties

Beti Measurement Avg Avg Gain
stimator type Execution Iteration matrix
Time [ms]  Number  density [%)]
C tional 7.5 6.4 3.7
rect. BC-DSSE enventiona
PMU 4.5 3.5 3.8
C tional 25.8 6.3 5.3
polar BC-DSSE onvertiona
PMU 18.3 4.2 5.4
Conventional 9.3 6.4 5.8
rect. NV-DSSE
PMU 5.3 3.5 5.8
C tional 23.3 6.3 5.8
polar NV-DSSE onvertiona
PMU 14.4 3.6 5.8

through the rectangular versions of the estimators. The main reason is the presence
of a larger number of linear measurement functions. In particular, the conversion
of the pseudo-measurements, which represent the majority of the measurements to
be processed, in equivalent currents allows only one computation of the related con-
stant Jacobian sub-matrix, thus saving computational time. It is also important to
note that, in the measurement scenario with synchrophasor measurements, since all
the measurements involved in the estimation process are linear (only for the rectan-
gular estimators), then the whole Jacobian matrix can be built only once and also
the Gain matrix can be factorized outside the iterative part of the WLS procedure.
This, obviously, allows saving additional computation time. In general, it is also
interesting observing that, in case of PMU measurements, the availability of pha-
sor measurements allows improving the convergence properties of all the algorithms.
From this point of view (convergence properties), all the compared formulations
exhibit a similar behaviour. In the comparison between the two best formulations,
namely the proposed BC-DSSE and the rectangular NV-DSSE, it is possible to ob-
serve that the branch current version provides slightly better efficiency performance.
This is also due to a more straightforward management of the pseudo-measurements
that, as seen in Chapter 1, can be expressed as a simple sum of the used state vari-
ables. In this way, in fact, only a reduced number of state variables are involved
in the associated Jacobian sub-matrix and this leads to a lower density of the Gain
matrix. As discussed also in Chapter 2, this allows obtaining important advantages,
in particular considering the common use of sparse matrix methods for the execution
of the mathematical operations within the algorithms.
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Impact of the measurement system configuration

Further tests have been performed by considering different configurations of the
measurement, systems. The aim is to highlight possible differences with respect to
the previous test scenario, or possible drawbacks for some of the WLS algorithms, in
presence of specific configurations of the measurement infrastructure. In particular,
looking at the mathematical relationships describing the measurement functions of
the different WLS formulations, it could be expected that voltage measurements are
critical for the branch current estimators and, on the contrary, current measurements
could be troublesome for voltage based estimators.

Following this criterion, and to emphasize possible drawbacks, a test has been
performed adding seven voltage measurements with respect to the starting mea-
surement system scenario used in the previous test. Voltage measurements have
been placed at nodes: 28, 40, 54, 76, 81, 87 and 95. Even in this case, obtained
results show that all the estimators provide the same accuracy performance, thus
confirming the previous comments on this aspect. As for the computational perfor-
mance, Table 3.3 shows the results in terms of execution times, average iteration
number and Gain matrix density. It is possible to note that, again, the rectangular
versions of the estimators provide results largely better than the polar ones (the
execution times are more than halved). At the same time, in the comparison be-
tween BC-DSSE and NV-DSSE, it is possible to observe that voltage measurements
bring a clear degradation of the efficiency performance of the branch current based
estimators. In particular, the sparsity properties of both the rectangular and polar
BC-DSSE are significantly worsened due to the considered voltage measurements.

Table 3.3: Test with additional voltage measurements, computational and numer-
ical properties

Estimat Measurement Avg Avg Gain
Stimator type Execution  Iteration matrix
Time [ms|]  Number  density [%)]
C tional 11.1 6.3 22.6
rect. BC-DSSE enventiona
PMU 6.2 3.9 23.1
C tional 29.7 6.2 23.4
polar BO-DSSE |~ TV erHona
PMU 21.9 4.2 23.9
C tional 9.3 6.3 5.8
rect. NV-DSSE | ornond
PMU 5.5 3.5 5.8
C tional 23.1 6.2 5.8
polar NV-DSSE | 7 omiond
PMU 13.4 3.2 5.8
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This is an expected result since, in the branch current formulations, each voltage
measurement involves the current variables of all the branches in the path between
the chosen slack bus and the measured node. The important increase of density of
the Gain matrix is clearly reflected in the efficiency performance of the algorithms
and in fact, in this case, the rectangular NV-DSSE exhibits execution times lower
than the proposed BC-DSSE.

A similar test has been performed replacing the voltage measurements with cur-
rents in the branches adjacent to the previously considered nodes. Thus, seven
additional current measurements have been considered in branches 27, 39, 53, 75,
80, 86 and 94. Focusing on the computational properties of the algorithms (the
accuracy results are the same for all the estimators even in this case), Table 3.4
shows an overview of the different results. As it can be observed, the same scenario
presented in Table 3.2 has been obtained. In fact, rectangular estimators provide
significantly better execution times and, in particular, the proposed BC-DSSE has
the lowest execution times. In general, however, it is possible to observe that, differ-
ently from the previous test, in this case the addition of current measurements does
not cause any particular degradation of the performance of voltage estimators.

Table 3.4: Test with additional current measurements, computational and numer-
ical properties

Fstimat Measurement Avg Avg Gain
Stimator type Execution  Iteration matrix
Time [ms] Number  density [%]
C tional 7.1 5.7 3.8
rect. BC-DSSE onventiona
PMU 4.4 3.0 3.9
C tional 23.5 5.6 5.3
polar BO-DSSE | O rvertond
PMU 18.2 4.1 5.4
C tional 8.8 5.7 5.8
rect. NV-DSSE | o ornond
PMU 5.2 3.0 5.8
C tional 21.0 5.6 5.8
polar NV-DSSE | ~Oorventona
PMU 15.5 3.8 5.8

Impact of the network topology

An important difference between voltage and current based estimators is given by
the need to explicitly introduce the mesh constraints in the branch current formu-
lations. Moreover, it is worth noting that, when radial networks are considered,
the number of unknowns in the different estimators is the same; instead, if meshed
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Table 3.5: Nodes connected by branches to simulate the presence of meshes

Mesh 1 Mesh 2 Mesh 3 Mesh4 Mesh 5 Mesh 6 Mesh 7 Mesh 8
3-35 26-47 35-59 76-81 26-40 51-66 35-87 76-92

topologies are assumed, the number of state variables for the branch current estima-
tors automatically increases (if, as in this analysis, virtual measurements are used
to handle the mesh constraints) as a direct consequence of the additional branches
(with respect to a generic radial tree of the network) creating the meshes. For this
reason, it is important to assess the behaviour of the proposed BC-DSSE algorithm
in case of meshed networks.

To this purpose, meshed topologies have been designed, starting from the radial
95-bus network, adding some branches in order to create the meshes. Tests have been
carried out on the resulting meshed grids, by considering the starting measurement
configuration with measurement points in nodes 1, 11 and 55. All the simulations
prove, once again, that all the different estimators have equivalent performance
from the point of view of the estimation accuracy. Different results are obtained,
instead, for the efficiency of the WLS algorithms. Fig. 3.3 shows the execution times
achieved for the rectangular versions of BC-DSSE and NV-DSSE, when a growing
number of meshes is assumed. The considered meshes and the nodes connected by
the additional branches creating the mesh are indicated in Table 3.5.
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Figure 3.3: Impact of the meshed topology on the execution times of rectangular
estimators

The shown results highlight that the performance of the NV-DSSE are practi-
cally not affected by the presence of meshes in the network, while the proposed
BC-DSSE shows a degradation of its performance with an increasing number of
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meshes. It is also worth noting that the presence of the meshes, obviously, creates
completely different conditions for the powers and currents flowing in the network.
These different conditions affect the number of iterations required by the algorithms
to converge. In Fig. 3.3, the average number of iterations required by the tested al-
gorithm (both BC-DSSE and NV-DSSE have exhibited always the same convergence
properties), when considering the different network topologies, is reported (between
parenthesis). Such information allows explaining the slight ripple observable for the
execution times.

As for the motivations leading to the degradation of the BC-DSSE performance,
the main reason is related to the large number of state variables involved in the
measurement, function describing the mesh constraint. As it can be observed in
Section 1.5.7, in fact, each constraint involves all the branches in the path of the mesh.
As a consequence, the numerical properties of the Gain matrix are significantly
affected, as clearly shown in Fig. 3.4. Similar discussions can be done also for the
polar versions of BC-DSSE and NV-DSSE, but considering that, as in the previous
tests, significantly higher execution times are provided by these formulations.
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Figure 3.4: Impact of the meshed topology on the Gain matrix density of rectan-
gular estimators

Impact of network parameters uncertainty

Additional tests have been performed to evaluate the impact of the network param-
eters uncertainty on the estimation results of the proposed BC-DSSE algorithm in
comparison to the other WLS formulations. The uncertainty of the network param-
eters is an aspect often neglected in the solution of the SE problem. Usually, in
fact, line parameters are considered using their nominal values and no attention is
paid to the possible uncertainty in the knowledge of such values. However, some
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works are available in the literature showing the effects brought by the network pa-
rameters uncertainty on the accuracy of the SE results [63-66]. Such issue could be
also particularly relevant in distribution systems [67], where the lines can be quite
old and the network information can refer to manufacturers’ data that do not take
into account possible variations brought by the environmental conditions or by the
normal aging of the lines.

In this subsection, the main aim is to assess the possible different effects arising
due to the different model of the WLS formulations. In fact, from a mathematical
point of view, the propagation of the network uncertainty is quite different for current
and voltage based estimators. In particular, in NV-DSSE, the network parameters
appear in the Jacobian matrix and thus they are directly involved in the WLS proce-
dure. In BC-DSSE, instead, due to the majority of equivalent currents associated to
the pseudo-measurements, only few Jacobian terms (namely those related to voltage
measurements or mesh constraints) involve the line parameters. However, network
data strongly affect the result of the forward sweep, since this step is based on the
computation of the voltage drops along the lines. As a consequence, it could be
interesting to understand if the different WLS formulations are characterized by a
different impact of this additional component of uncertainty that, in practical cases,
is always present and should be properly taken into account.

To this purpose, several tests have been performed on the benchmark 95-bus
test network by considering the starting measurement configuration composed of
measurement, points in nodes 1, 11 and 55. Network parameters uncertainty has
been considered assuming both Gaussian and uniform distributions. Results of
the simulations clearly show that this additional component of uncertainty lead
to a worse accuracy of the estimation results. As an example, Figs. 3.5 and 3.6
show the expanded uncertainty (with a coverage factor equal to three) obtained
for the estimations of voltage magnitudes and angles (expressed as differences with
respect to the slack bus voltage angle), respectively, when uniformly distributed
network parameters, with a maximum deviation of 10%, are taken into account.
Synchronized measurements have been considered for this test. In particular, the
results achievable by considering or not the network parameters uncertainty are
pointed out. For the sake of clarity in the presentation of the results, the estimations
of the proposed BC-DSSE are compared only to those of the polar NV-DSSE, but
analogous results have been achieved even for the other two types of estimator. As
clear in the figures, a slight worsening of the estimation accuracy has been obtained
for the voltage magnitude, while the degradation of the results is more evident for
the voltage angles. However, it can be observed that, regardless of the different
propagation of the uncertainty, the same impact is brought by the line parameters
uncertainty both on the current and the voltage based estimator results. Such
result is also confirmed by the other performed simulations. As a consequence, even
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Figure 3.6: Expanded uncertainty of voltage angle estimation, impact of network
parameters uncertainty

when network data uncertainty is duly taken into account, all the different WLS
formulations provide equivalent results from the point of view of the estimation
accuracy.

3.4.3 Results on the 123-bus network

All the considerations made in the previous test scenario, referring to the balanced
95-bus grid, have been verified even in an unbalanced network scenario. To this
purpose, tests have been performed on the unbalanced IEEE 123-bus network (Fig.
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Table 3.6: Test with unbalanced network, current and voltage estimations: mean
Root Mean Square Errors (RMSEs)

Measurement Current Current Voltage Voltage
type magnitude angle magnitude angle
[%] [crad| [%] [crad|
Conventional 7.82 6.74 0.20 0.07
PMU 7.60 5.51 0.19 0.02

3.2). A measurement system configuration composed of measurement points in
nodes 18, 67 and 149 has been considered for the tests. As presented in Chapter
1 for the rectangular BC-DSSE and in this Chapter for the other formulations of
WLS estimator, in unbalanced conditions the three-phase model of the distribution
system has to be considered. This implies to duly consider all the mutual terms of
impedance arising among the different phases of the system. Mutual impedances
appear both in the computation of the measurement functions and in the Jacobian
matrix used within the WLS procedure. Moreover, in case of BC-DSSE, mutual
terms have to be duly considered also during the forward sweep step.

Table 3.6 shows the accuracy results obtained for voltage and current estimations
in terms of mean RMSE. Confirming the previously found results, even in this case,
all the tested algorithms provide estimations with exactly the same accuracy. As
expected, instead, significantly different results have been obtained for the computa-
tional performance. Table 3.7 shows the results in terms of execution times, iteration
numbers and density of the Gain matrix. As it can be seen, the rectangular versions
of the WLS estimators are the fastest ones even in this context and, in particular, the
proposed BC-DSSE exhibits significantly better performance than the other ones. In
fact, it is important to note that, when unbalanced networks are considered, the need
to use the three-phase models and, consequently, to consider the mutual impedance
terms emphasizes the differences between current and voltage based estimators. In
the branch current formulations, all the pseudo-measurements (thus, the majority of
the available measurements) do not imply the coupling among the different phases
of the system and this simplifies the computation of the related measurement func-
tions and, above all, of the Jacobian terms (each pseudo-measurement is associated
only to state variables belonging to the same phase of the system). Instead, in case
of NV-DSSE, the coupling brought by the pseudo-measurements requires the proper
consideration of all the mutual terms, thus increasing the computational burden of
the algorithms (pseudo-measurements involve the state variables of all the phases of
the system). The effects of this coupling is clear looking at the density of the Gain
matrices. In this case, in fact, the difference between current and voltage estima-
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Table 3.7: Test with unbalanced network, computational and numerical properties

Beti Measurement Avg Avg Gain
stimator type Execution  Iteration matrix
Time [ms]  Number  density [%)]
C tional 40.4 4.8 3.1
rect. BC-DSSE enventiona
PMU 29.7 3.0 3.3
C tional 68.8 4.7 3.6
polar BO-DSSE | o ona
PMU 61.3 3.8 3.7
Conventional 57.6 4.8 6.5
rect. NV-DSSE
PMU 34.2 3.0 6.5
Conventional 161.0 4.4 6.5
polar NV-DSSE
PMU 147.8 3.9 6.5

tors is larger with respect to a similar balanced network scenario (see for example
Table 3.2). The consequent increase of the computational burden is relevant in par-
ticular for the polar version of NV-DSSE: in this case, in fact, execution times are
significantly higher than all the other estimators.

Phase-decoupling of the WLS estimators

As additional analysis, the possibility to design phase-decoupled versions of the
proposed BC-DSSE and the other WLS estimators has been investigated. Such pos-
sibility, advanced even in some other papers in the literature (for example [32]), has
been considered taking into account that, usually, self impedances are larger than
the mutual terms. The performed tests have shown that it is possible to achieve the
same accuracy results of the fully coupled estimators if mutual impedances are ne-
glected only in the Jacobian matrix, but not in the computation of the measurement
functions. In case of the branch current estimators, mutual terms have also to be
duly considered during the forward sweep step. Neglecting the mutual impedances
in the Jacobian allows achieving three different Jacobian and Gain matrices for each
phase. As a result, the WLS procedure can be performed separately for the different
phases, thus relying on smaller equation systems to be solved. Moreover, parallel
computing can be exploited to further speed up the estimation process.

From a computational point of view, different results have been obtained for
the tested WLS algorithms. Table 3.8 shows the execution times and the iteration
numbers obtained for the different estimators. It is worth underlining that the
reported execution times have been obtained without considering any parallelization
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Table 3.8: Test with phase-decoupled estimators, computational performance

Esti Measurement Avg Avg
stimator type Execution [teration
Time [ms] Number
C tional 22.6 5.9
rect. BC-DSSE onventiona
PMU 19.6 4.9
C tional 62.3 5.4
polar BC-DSSE enventiona
PMU 58.0 4.9
Conventional 118.9 16.4
rect. NV-DSSE
PMU 102.6 16.3
Conventional 307.9 16.7
polar NV-DSSE
PMU 325.7 16.4

in the estimation process. In case of parallel computing, thus, execution times
approximately equal to one third of those reported could be expected. Looking at
Table 3.8, some important considerations can be drawn. First of all, it is possible
to observe that significant differences have been obtained, between the current and
voltage based estimators, in terms of number of iterations required to converge.
The reason for such outcome is the different impact of the made approximation in
the two classes of estimator. In fact, as already highlighted, in current estimators
only few measurements (the voltage ones) bring coupling among the phases of the
system. As a consequence, the mutual terms neglected in the Jacobian matrix are
few and their approximation do not significantly affect the convergence properties
of the algorithm. Instead, in case of voltage estimators, the approximation involves
a large number of measurements (all the pseudo-measurements) and Jacobian terms.
For this reason, the convergence properties of the algorithm are drastically affected
and the number of iterations is very high. As clear from the shown results, in
case of voltage formulations, the advantages brought by the phase-decoupling of the
estimator are thus adversely balanced by a significantly larger number of iterations
required from the algorithm to converge.

As additional consideration, it is possible to note that, in case of current estima-
tors (where the degradation of the convergence properties is limited), the execution
of three WLS procedures based on smaller equation systems brings important ad-
vantages even if no parallelization is used. This emphasizes the benefits coming
from the possible use of a decoupled version in the proposed estimator. Finally, it
is worth noting that, when different measurement system configurations or network
topologies (i.e. meshed topologies) are considered, even the proposed BC-DSSE can
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be characterized by a larger number of coupled measurements (both voltage mea-
surements and meshes introduce coupling among the phases). As a consequence,
there could be scenarios where the convergence properties of the estimator could
be more significantly affected, thus leading to smaller benefits, but, in general, re-
sults prove that the phase-decoupling of the proposed BC-DSSE is possible and can
significantly enhance the overall efficiency of this estimator.

3.5 Final discussion

The choice of a suitable DSSE algorithm is important for the proper management of
the distribution systems. In particular, the accuracy of the estimation results plays
a crucial role for the decisions taken by the DMS. Furthermore, the computational
efficiency of the estimation algorithm is essential to allow the real-time execution of
the DMS tasks with, possibly, high reporting rates.

For this reason, in this Chapter, the attention has been focused on the perfor-
mance of the proposed BC-DSSE algorithm, providing a comparison with respect
to different formulations of the WLS estimators. The analysis has been made de-
signing all the algorithms with the same settings in order to achieve a comparison
as fair as possible. Performed tests prove that, regardless of the choice of the state
variables, WLS algorithms provide always the same accuracy results. Such feature
has been confirmed even when considering the effects brought by the network pa-
rameters uncertainty. This is an important result, since it proves that the equivalent
measurements introduced in the proposed BC-DSSE model do not affect the esti-
mation accuracy. From the point of view of the computational efficiency, instead,
different results have been obtained depending on the implementation details of the
algorithms. In general, performed tests show that the proposed BC-DSSE and the
rectangular NV-DSSE are the most efficient, thanks to the presence of many linear
measurement functions (in some cases obtained by means of equivalent current mea-
surements). In particular, the proposed BC-DSSE results the best option in actual
scenarios where few real measurements are available and the networks usually have
radial or weakly meshed topology. However, in case of different scenarios (if many
voltage measurements or meshes are present), the performance of the BC-DSSE can
be slightly deteriorated and the use of the rectangular NV-DSSE could become more
convenient.

In a three-phase context, the estimators performance are affected also by the
presence of the mutual impedances. In this case, the phase coupling introduced
by the measurement functions leads to a degradation of the performance of voltage
based estimators, emphasizing the advantages related to the proposed BC-DSSE
formulation. The possibility to use phase-decoupled versions of the BC-DSSE esti-
mator, neglecting the mutual impedances in the Jacobian, has been also studied. In
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3. PERFORMANCE ANALYSIS OF BC-DSSE

general, it is possible to say that such approximation is feasible and brings to the
same accuracy results of the fully coupled estimator. From the computational point
of view, this solution brings advantages for the computational burden required at
each iteration of the algorithm. In fact, the decoupling allows dividing the estima-
tion of each phase, achieving smaller equation systems to be solved and using parallel
computing for the estimation process. However, at the same time, it can also lead
to a degradation of the convergence properties of the algorithm, thus demanding
a larger number of iterations to converge. For this reason, the possible use of the
decoupled version of the estimator should be carefully evaluated depending on the
considered scenario. In general, performed tests show that, in realistic scenarios, the
proposed BC-DSSE has only a limited deterioration of the convergence properties
and thus significant improvements can be obtained for the computation times.

As final consideration, it is worth noting that many different versions of the BC-
DSSE estimator could be obtained by changing the implementation details. As an
example, in the literature common approximations are to consider the phase-angle
differences between different nodes equal to zero (for example, in the computation of
the Jacobian terms) or to convert the voltage or current magnitude measurements
in equivalent phasor measurements exploiting the angle estimations of the previous
iteration. Such approximations can be introduced in the proposed estimator. In
the presented algorithm, however, the introduction of possible approximations has
been avoided in order to achieve estimation results as accurate as possible or, when
they have been introduced (as in the case of the three-phase decoupled formula-
tion), the achievement of equivalent accuracies has been tested. Moreover, it is also
worth noting that, in this Chapter, in the perspective to test the algorithm with
settings equal to those of the other WLS formulations, the proposed BC-DSSE has
been implemented by using virtual measurements to handle the equality constraints.
However, as shown in Chapter 2, large benefits can be obtained by adopting the
proposed state vector reduction. Obviously, this should be an additional feature to
be duly taken into account in the overall evaluation of the proposed estimator.

84



Chapter 4

Impact of measurements on DSSE

4.1 Role of the measurements in DSSE

Until now, the analysis of the DSSE issue has been mainly focused on the devel-
opment of an estimation algorithm tailored for distribution systems and able to
combine accuracy and efficiency properties. However, the main requirement needed
to achieve accurate estimation results is, of course, the availability of a suitable
measurement system on the field. As already mentioned in the first Chapter, this
represents a particularly critical aspect, since distribution systems have been tra-
ditionally managed without the extensive use of measurement devices. However,
recent changes in the distribution system scenario, like the increasing penetration
of DG or the growing presence of other DERs, have brought significant modifica-
tions to the traditional operation of these networks, adding higher uncertainty and
variability to the operating conditions. For this reason, and because of the more
advanced functions needed to manage such a complex scenario, actual distribution
systems have to necessarily rely on a upgraded configuration of the measurement
system in order to achieve the required targets of estimation accuracy needed for
the proper operation of the control and management functions.

The main obstacle to the deployment of measurement devices in distribution
grids is obviously given by the involved costs. It is worth noting that related costs
are not only those associated to the measurement instruments and the required
transducers, but also those concerning the communication system and all the infra-
structure needed to transmit, acquire, elaborate and store the measurement data.
In the literature, many research works have investigated the problem of finding a
proper trade-off between the need to enforce the measurement system and the ne-
cessity to minimize the financial investments. To this purpose, several criteria have
been proposed aimed at defining measurement systems able to achieve the desired
technical goals with limited costs. The different proposals mainly differ for the type
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of the optimization process used to define type, number and placement of the mea-
surement devices, for the technical requirements to be fulfilled, and for the different
parameters and features of the network taken into account.

In [68], as an example, the enhancement of the voltage magnitude estimation
is addressed by deploying additional voltage magnitude measurements in the nodes
having the highest standard deviation as a result of the DSSE process. The sequen-
tial placement of the voltage measurements is performed until the attainment of a
prefixed accuracy goal for the voltage magnitude estimation in all the buses of the
network. In [69], similarly, the focus is on the accuracy of the voltage magnitude
estimations. A two-step process is proposed to detect the best candidates for the
placement of a new measurement point, which, in this case, relies on a branch power
measurement in addition to the voltage magnitude one. Accuracy requirements
also for the voltage angles, besides the voltage magnitudes, are instead considered
in [70]. The meter placement technique here proposed is based on the analysis of the
covariance matrix of the voltage magnitudes and angles for each bus. Nodes with
the worst matrix determinant are selected for the placement of voltage magnitude
measurements. Once the target for the voltage magnitude accuracy is achieved, a
similar criterion is adopted for defining the placement of power measurements, in
order to fulfil the accuracy target also for the voltage angles. Further refinements
to this meter placement technique have been presented in [71].

More complex scenarios, with additional features of the distribution grids, have
been taken into account in some other papers. In [72], the installation of measure-
ment points near to switches, tap changer transformers and large industrial loads
or generation plants is suggested. Starting from this base configuration, additional
devices, if needed, are added to satisfy the accuracy targets required by the control
functions designed for voltage regulation, switching consequence assessment and loss
estimation. In [73], instead, a meter placement approach based on dynamic program-
ming has been proposed. The allocation of the measurements aims at achieving the
desired accuracy goals with minimum costs, and also takes into account the economic
advantages deriving from the installation of multiple devices in the same measure-
ment point. Moreover, the unavoidable presence of uncertainty in the knowledge of
the network parameters is also considered in the meter placement procedure. The
same technique, based on the Bellman’s principle, has been adapted in [74] to con-
sider also the decay of the metrological characteristics of the measurement system
and to guarantee, in this way, the robustness of the accuracy results with respect to
possible lost or malfunctioning of the measurement devices.

The possible impact of modern measurement instruments is also considered in
different papers. In [50], for instance, a meter placement technique that involves
also smart meters and PMUs, and that takes into account the different accuracies
and costs of these devices, has been proposed. Such approach has been further
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extended in [75] to consider the possibility of different network configurations and
the presence of changing operating conditions brought by the variable behaviour of
loads and generators over the time.

Despite the existence of a large number of proposals, which could provide useful
advices about typology, number and position of the measurement devices to be
installed, a clear idea of the impact of the different types of measurement on the
DSSE results is still necessary, in order to properly design (or to improve) the
meter placement techniques and to address them to achieve the desired technical
requirements. Several papers report general comments about the impact of specific
kinds of measurements, and their placement, on the DSSE results (for example,
[60, 76]). Only few works, however, provide detailed analysis on this aspect. In
[77], some generalizable rules are provided. In particular, interesting considerations
concern the global effect brought by the voltage magnitude measurements on the
voltage magnitude estimation, and the local impact of the power measurements for
the branch power estimation. Empirical analysis of the impact of different types of
measurements can be found also in [78].

This Chapter aims at performing a more detailed analysis on the impact of both
traditional and modern measurement devices on the accuracy of the DSSE results.
The analysis is developed through tests specifically conceived to highlight how the
estimation of the different electrical quantities is affected by type and placement of
the instruments constituting the measurement system. In the case of the voltage
magnitude estimation, considerations obtainable by means of experimental tests are
also supported by a theoretical explanation, which is derived from the mathematical
analysis of the propagation of the uncertainty towards the voltage magnitude esti-
mation in the DSSE. It is important to underline that all the considerations drawn
in this Chapter, which refer to results achieved through the branch current version
of the DSSE, can be easily extended to all the WLS based estimators, since, as
shown in Chapter 3, all the DSSE algorithms provide practically the same accuracy
results independently of the chosen state vector. Shown results aim at providing a
clear picture of the possible effects obtainable through the installation of a specific
measurement device and, thus, are intended to give support for the choice of the
measurement system to be installed in future distribution grids.

4.2 Test assumptions

Tests performed to analyze the measurement impact on the accuracy of the DSSE
results have been carried out on the 95-bus network depicted in Fig. 4.1. As already
seen in Chapter 3, this is a balanced network: for the study here proposed, this is not
a problem since the results obtainable on the equivalent single-phase model can be
generalized to each one of the three-phases in an unbalanced context. The grid is also
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Figure 4.1: 95-bus test network, with indication of the main feeders

characterized by two large sources of DG in nodes 28 and 95. This allows assessing
the impact of the measurements in a realistic scenario with an active behaviour
of the network. Fig. 4.1 also shows, in red, the branches that compose the main
feeders of the network!. Some of the results will be presented focusing only on these
branches, for the sake of clarity.

Tests have been carried out following the same approach used in the previous
Chapters. Monte Carlo simulations have been run to obtain statistical information
about the estimation results, with a number of trials Ny, = 25000. Each Monte
Carlo trial is performed extracting the measurements by adding random errors to
the reference values (achieved through a power flow calculation) according to the
assumed uncertainty. Pseudo-measurements are supposed to be always available
for all the node injections, and are considered to be characterized by uncertainty
with Gaussian distribution having, if not differently indicated, maximum uncertainty
equal to 50%. Real measurements are instead considered and placed differently
depending on the specific test case. In general, however, all the real measurements
are supposed to have Gaussian uncertainty with standard deviation equal to one
third of the accuracy value.

As for the parameters used to assess the impact of the measurements on the esti-
mation results, the main focus is, obviously, on the accuracy of the results. Therefore,

' As for the numeration of the branches, each branch index is given by the node number of its
end node (the largest one), decreased by one. If results refer only to the branches of the feeder,
the numeration of the branches is the one reported in red in the Figure.
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the expanded uncertainty (with a coverage factor equal to 3) of the estimated quanti-
ties will be monitored to evaluate the effects deriving from each specific measurement,
configuration.

4.3 Impact of measurements on voltage estimation

The accurate estimation of the voltage profile of a network plays a fundamental
role for the efficient management of the network itself. In fact, many of the control
functions envisaged in future DMSs rely on the knowledge of the voltage magnitude
at the different nodes of the grid. A high accuracy in such knowledge is crucial, since
it allows the DSO to operate the network with a better awareness and confidence
on the operating conditions. In this way, possible decisions oriented to keep a too
large safety margin can be avoided, allowing a more efficient and reliable operation
of the network.

The analysis of the impact of the different measurements on the estimation of the
voltage profile can be handled conveniently, from a mathematical point of view, by
referring to the BC-DSSE algorithm [79]. In the following, first of all, the theoretical
analysis is presented, in order to highlight the main sources of uncertainty affecting
the accuracy of the voltage estimation. Then, tests and results performed on the
95-bus network are presented, in order to prove the validity of the developed anal-
ysis and to highlight the impact of the measurement configuration on the voltage
estimation results.

4.3.1 Mathematical analysis of the voltage estimation
uncertainty

The analysis here performed refers to the use of the BC-DSSE algorithm presented in
Chapter 1. However, since the estimation results given by WLS estimators having
different state vectors are the same, the outcomes of this analysis have general
validity for all the DSSE algorithms based on the WLS approach. In this section,
just the presence of traditional measurements is taken into account. The effects
resulting from the possible use of synchronized measurements provided by PMUs is
the focus of Section 4.5.

Recalling what was shown in Chapter 1, the structure of the state vector x used
in the BC-DSSE algorithm, when no PMU measurements are available, is:

X = [‘/;7i§7--wirNbruifw“ai?Vbr] (41)

where Vj is the voltage magnitude of the chosen slack bus, ¢} and 7} are the real and
imaginary parts of the current on the generic branch j, and N, is the total number
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of branches in the network. The resulting size of the state vector is, therefore,
N = 2N, + 1.

As known from the literature (see, for example, [4] or [26]), WLS based estimators
allow obtaining the covariance matrix associated to the estimated state variables,
by means of the inversion of the Gain matrix G used in the last iteration of the
estimation process (see equation (1.4)). As a consequence, the estimation covari-
ance matrix G=! is a N x N matrix having the variances related to the estimated
state variables on the diagonal and the covariance terms outside the diagonal. Re-
ferring to the assumed structure of the state vector in equation (4.1), thus, the term
G~1(1,1) of this covariance matrix is associated to the resulting variance of the volt-
age magnitude estimation V, in the slack bus. The following analysis is carried out
by focusing on the factors affecting this variance term. However, since the reference
node can be chosen arbitrarily, the final results of this study can be extended to
deduce the factors affecting the uncertainty of the voltage magnitude estimation of
all the nodes of the network.

Variance of the slack bus voltage

To detect the sources leading to the resulting uncertainty for the slack bus voltage
estimation V, the Gain matrix can be divided as follows:

G=A+B (4.2)
with:
|G G 10 O
a=[% S mo[2 9 "

where G is a scalar, G5 is a row vector of size 1 X 2Ny, Goy is a 2Ny, X 2Ny, matrix
and Go; is a column vector of size 2V, X 1. Since the Gain matrix is symmetric, it
is: Go; = GI, (where the superscript 7' indicates the transpose operator).

In [80], it is shown that, when B is a rank one matrix (as in this case), the inverse
of the sum A + B can be written as:

G!'=A+B) '=A"1-kC (4.4)
where: X
e 4.5
1+ tr(BA™) (4.5)
C=A"'BA! (4.6)

with ¢r(-) representing the trace of the considered matrix (that is the sum of the
elements on the main diagonal of the matrix).
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According to [81], instead, the inverse of the upper block triangular matrix A
can be expressed as:

_[GI' GGGy

A 4,
0 G;zl ( 7)
Using (4.7) to calculate C, the following block matrix can be found:
_ G12G2721G{2 G12G521G1T2G12G521
G2 G?
C= H - (4.8)
G2_21 G1T2 _ G2_21 C'1T2G’12G2_21
G11 Gll

[t is worth noting that the sub-matrices present in C, as expressed in (4.8), have
the same size of the sub-matrices previously defined in A and B.

Since our focus is on the variance of V;, let us consider only the element (1,1)
of the estimation covariance matrix G™!. Using (4.4), and exploiting (4.5) and the
block matrices obtained in (4.7) and (4.8), it is possible to find:

1 1 G;GyGL
-1 1.1) = 123799 12 4
G ( ’ ) G11 + (G11)2 1 + t’I“(BAfl) ( 9)

The trace of BA™! is:

1
tr(BA™!) = ——G1,G,,; G, (4.10)
G
Thus, (4.9) becomes:
- 1 1 G1,G,, GL.
G 1 1’ 1) = + 22 12 4.11
(1,1) Gu  (Gn) G — G12Go, GT, @1
With some arithmetics, it is possible to write:
_ 1 1 GHGHGilGT — ]{?2 + kg
G 1 1’1 — + 22 12 4.12
(1,1) Gu  (Gn)*  Giu — GGy G (412)
where:
ky = G12G5, GGG, G, (4.13)
Then:
1 1 k
G Y1,1)= — 4+ ——(G12G,'GT, + 2 4.14
( ) Gll (Gll)z( 12% 92 12 Gll o G12G2—21G’{2> ( )
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Writing the last member of the above equation as a function of k, the following
holds:

- 1 1 _ G5y GT,G1,G o
GT(LD) = g+ (g, CralGa + k2= =G (4.15)

Looking at the starting equation in (4.4) and considering the blocks in matrix C
(equation (4.8)), it is possible to note that the term between the parenthesis is:

G GGGy
Gn
where 3 represents the block of the covariance matrix G~! associated to the esti-
mations of the currents included in the state vector (it can be obtained deleting the
first row and the first column of G™).

Then, the final result is:

Gy +k =G,y —kCyp =3, (4.16)

1 1
G_l(]_, 1) = G—H —+ G—2[G1221G,{2] (417)
11

Analysis of the elements of the Gain matrix

To fully understand the meaning of the relationship found in (4.17), it is necessary

to analyze the sub-matrices that compose the Gain matrix. In particular, the focus

will be on the blocks Gi; and Gya, since they are those involved in equation (4.17).
As seen in Chapter 1, the Gain matrix is calculated as:

G =H"WH (4.18)

where the Jacobian H and the weighting matrix W are involved in this computation.

For the purposes of this analysis, it is useful to analyze the Gain matrix by
separating the contributions coming from the voltage measurements and the other
remaining measurements (powers and currents). It is worth recalling that, in the
BC-DSSE formulation, all the power measurements (both branch powers and power
injections) are converted in equivalent current measurements. As a result, the mea-
surement vector used as input for the estimation algorithm is composed only of
voltage or current measurements. Grouping these two sets of measurements, Jaco-
bian and weighting matrix can be divided in the following way:

H= Eﬂ W = {“(;V V?,J (4.19)

where Hy and H; are the Jacobian sub-matrices associated to the voltage and cur-
rent measurements, respectively, and Wy and W7 are, similarly, the corresponding
weighting sub-matrices.
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Computing the Gain matrix through the above formulation of Jacobian and
weighting matrix, it is possible to find:

- omp [N w ][] -

=H{WyHy + HHW/H; = Gy + G;

(4.20)

where Gy and G are the independent contributions brought to the Gain matrix by
the voltage and current measurements, respectively.

Obviously, both Gy and G are N x N matrices and, similarly to what has been
done in (4.3), they can be divided in four sub-matrices having the same size and
notation of the blocks of the Gain matrix. Since all the current measurements have
null derivatives with respect to the slack bus voltage variable (see Appendix A), the
sub-matrices Gp,,, Gy, and Gy, are null matrices and, therefore, it is possible to
obtain:

|Gy Gy

G —
G\T/lz Gy + Grao

(4.21)

As it can be observed, the sub-matrices G1; and Gy, which are those of interest
in this analysis, are only dependent on the voltage measurements, while no contri-
bution is brought by the currents. As a result, their computation is reduced to the
analysis of the elements involved in the matrix multiplication H, Wy Hy.. To this
purpose, considering the derivative terms appearing in Hy (i.e. in the Jacobian sub-
matrix related to the voltage magnitude measurements, whose elements are reported
in Appendix A.1), the following results can be found:

GH = Z W% (COS 51)2 (422)

Gio(1,) = {ZZ s ’ ’ (4.23)

Zi A]zX]zWV, cos 52 lfj > Ny,

where: i is the index of the node where the voltage measurement is placed; ¢; is
the difference between the angle of the voltage in node ¢ and the reference angle
in the slack bus; Wy, is the weight associated to the voltage measurement in node
i; Aj; is a logic value equal to 1 if the branch j is in the path, considered in the
Jacobian, between node 7 and the slack bus, while it is equal to 0 otherwise; R;; =
(—rjcosd; —x;sin ;) and X;; = (x; cos §; —r;sind;) are the derivatives of the voltage
magnitude measurement in node ¢ with respect to the real and imaginary parts of
the current in branch j, respectively, with r; and z; representing the resistance and
reactance of branch j.
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Sources of uncertainty for the voltage magnitude estimation

The main factors affecting the accuracy of the voltage magnitude estimation are
obtained by combining the mathematical results found in (4.17), (4.22) and (4.23).
Some approximations commonly made in distribution systems can be supposed in
order to identify the uncertainty sources having a larger impact. For example, since
distribution systems usually have short lines with low impedances, the voltage angles
0; are generally very small and they can be considered, in first approximation, equal
to 0. In this case, considering the resulting value of Gy; in (4.22), and introducing
it into (4.17), the variance of the slack bus voltage estimation becomes:

1 1
+

Equation (4.24) highlights the presence of two different contributions to the
overall variance of the voltage estimation. In particular, the first term is a constant
contribution that only depends on the number and the accuracy of the voltage
measurements available on the network. If, for the sake of simplicity, the hypothesis

to have voltage measurements with the same uncertainty is considered, the following
holds:

2 _ 2 2 _
0V8—01+02—

[G12X;GT)] (4.24)

2
L oy

- MyWy My
where My, is the total number of voltage measurements available on the network
and Wy and 0¥ are, respectively, the common weight and variance assumed for the
voltage measurements.

As for the second term in equation (4.24), the presence of the matrix multiplica-
tion leads to a long sum of elements, making the achievement of a clear relationship
difficult. However, just as an example, it is possible to suppose that the covariance
matrix of the current estimations X; is diagonal. In this case, and always under the
hypothesis to have voltage measurements with the same uncertainty, the following
relationship can be found:

o1 (4.25)

Nb'r
1
2 _ 2 2 2 2
0y = —M‘Q, ZZI)\]Z(TJUZ-; + :cjai;c) (4.26)
i j=

where 7, as before, represents the index of the node where each voltage measurement
is placed, while o and ¢% are the variances of the real and imaginary parts of the
current in branch’ j. In real cases the covariance matrix 3 ; cannot be considered
as diagonal, since the presence of many pseudo-measurements leads to a strong
correlation among the different current estimations. Nevertheless, equation (4.26)
can be useful to obtain a better understanding: in fact, it shows that the component

o2 is basically given by the sum, for each voltage measurement, of the uncertainty
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terms related to the voltage drops between the measured node and the considered
bus.

Finally, as already mentioned at the beginning, it is worth remarking that the
analysis here performed, even if developed by referring to the slack bus voltage, can
be easily extended to the voltage estimation in each bus of the network, because the
choice of the slack bus is arbitrary. In particular, from the obtained results, it is
possible to state that:

- each bus has a common and constant term of uncertainty that depends only
on the number and the accuracy of the voltage measurements deployed on
the network; moreover, since the other contribution is an additional term of
uncertainty, this represents the lowest value of uncertainty that can be achieved
with the considered measurement system;

- each bus has a second contribution of uncertainty, which mainly depends on
the knowledge of the voltage drops present, for each voltage measurement, in
the path between the measured and the considered node; as a result, this term
is strictly dependent on the accuracy of the current estimations (as it can be
seen in equation (4.26)) and on the placement of the voltage measurements
(because this affects the number of terms involved in the sum of equation
(4.26)).

4.3.2 Validation of the mathematical analysis

Several tests have been performed on the 95-bus network to validate the theoretical
analysis and to highlight the implications arising from the found results. The first
series of tests has been carried out to demonstrate the goodness of the proposed
analysis. A reference measurement system composed of four voltage magnitude
measurements, placed at nodes 1, 11, 28 and 37, and with accuracy equal to 1%,
has been taken into account for these tests.

Fig. 4.2 shows the results concerning the expanded uncertainty (with coverage
factor equal to 3) of the voltage magnitude estimations. In particular, both the
theoretical and the statistical uncertainty are reported. The theoretical uncertainty
is obtained extracting the voltage slack bus variance from the estimation covari-
ance matrix G~! and then computing the remaining voltage uncertainties using the
covariance matrix X of the current estimations and applying the uncertainty prop-
agation law. The statistical uncertainty, instead, is the simple result achieved by
means of the Monte Carlo simulation. It is possible to observe that a really good
matching exists: this confirms the reliability of the information associated to the
matrix G~! for expressing the uncertainty of the estimation results.

Besides this aspect, Fig. 4.2 also allows a first assessment of the reliability
of the results found in the previous mathematical analysis. As aforementioned,
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Figure 4.2: Expanded uncertainty of voltage magnitude estimation with theoretical
approach and Monte Carlo simulations

the constant term of uncertainty o? represents the lowest limit of uncertainty that

can be achieved with a given measurement system. The value obtained for the
considered measurement scenario is indicated in Fig. 4.2 as “theoretical limit". Tt
can be observed that the uncertainty of all the voltage estimations is higher than
this limit. Moreover, the impact brought by the second component of uncertainty o2
can be also evaluated. The best estimations are around node 11: in fact, this area is
quite close to all the assumed voltage measurements and this allows minimizing the
number of voltage drops contributing to the overall uncertainty. On the contrary,
the worst estimation is on node 95. This is justified by the long distance of this
node from the buses having the voltage measurements and by the high uncertainty
associated to the large current injected by the generator on this node.

As a confirmation of the role played by the branch current uncertainty (and, thus,
by the voltage drops) on the resulting uncertainty of the voltage profile, another
test has been performed considering different loading conditions for the network.
In particular, a scenario with the power injections (both load consumptions and
generator injections) scaled at 125%, 100%, 75% and 50% is taken into account. Fig.
4.3 shows the obtained results, always considering the previous base measurement
configuration. It is worth recalling that pseudo-measurements are supposed to be
known with an uncertainty expressed in relative terms. For this reason, a lower
loading condition leads to a lower uncertainty, in absolute terms, on the knowledge
of the branch currents. As a result, it is possible to observe that, for lower values of
the loading conditions, the contribution of the uncertainty term o3 is reduced and
this leads to a consequent improvement of the voltage estimation, in general, for all
the nodes of the network.
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Figure 4.3: Expanded uncertainty of voltage magnitude estimation for different
loading conditions in the network

Another test has been performed, instead, considering the original values of
power injections, but assuming different uncertainties in the knowledge of the pseudo-
measurements. In this case, the expected result is to have better estimations of the
branch currents by assuming an improved knowledge of the prior information and,
in these conditions, to achieve a reduction of the uncertainty term o3. Test results
shown in Fig. 4.4 confirm all the provided considerations. In particular, it is possible
to observe as, with a quite low pseudo-measurement uncertainty (10%), the impact
brought by the voltage drops is significantly reduced and the uncertainty of all the
voltage profile is very flat and close to the theoretical limit given by o?. In general,
this emphasizes the potential benefits coming from an accurate modeling of the loads
and generators behaviour.
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Figure 4.4: Expanded uncertainty of voltage magnitude estimation for different
uncertainties in the knowledge of the pseudo-measurements
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Figure 4.5: Expanded uncertainty of voltage magnitude estimation in presence of
branch power measurement

All the previous tests refer to modifications of the scenario involving all the nodes
of the network. This can be a motivation for the global effects found on the changing
uncertainties of the voltage profile. For this reason, a further test has been performed
to highlight possible benefits coming from just one additional measurement. In
particular, the installation of a power measurement on the branch connected to
the generation node 95 has been supposed. Fig. 4.5 shows the impact of such
measurement when considering a quite large or a very low uncertainty (10% and 1%,
respectively). It is possible to observe that, even in the worst case, when the power
measurement has low accuracy, the presence of only one additional measurement, if
suitably chosen, can provide significant benefits to the voltage estimation of a large
number of nodes. In this case, the found result is strongly related to the choice of
monitoring a very large current, which is associated to the high power injected by
the generator at node 95. By measuring this large current, it is possible to improve
the knowledge of the current estimations in many of the adjacent branches and, thus,
to reduce the consequent effects of the voltage drop uncertainties involved in o3.

4.3.3 Impact of the analysis on a meter placement perspec-
tive

As further discussion, a test highlighting the impact of the presented analysis in
a meter placement perspective is proposed. The test has been performed starting
from the same configuration (with four voltage measurements at nodes 1, 11, 28 and
37) used in the previous simulations. As it can be observed in the previously shown
results, such configuration does not allow an accurate estimation of the voltage
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magnitude for all the nodes of the network. To solve this issue and to improve
the estimation accuracy of the voltage profile, if the knowledge brought by the
pseudo-measurements cannot be enhanced, the only choice is to deploy additional
measurement devices on the network.

Several meter placement techniques deal with this issue by detecting the buses
with the highest voltage uncertainty and placing an additional measurement in these
nodes [68,70]. In the following, the case of six additional voltage measurements (in
nodes 4, 25, 27, 93, 94 and 95), placed according to this approach, will be taken
into account; such solution will be indicated as "Solution A". On the other hand,
a possible alternative solution is chosen here by taking into account the results of
the performed analysis and looking at the operating conditions of the network. In
particular, an additional voltage measurement has been added in node 95, in order
to reduce the theoretical limit of voltage uncertainty given by o?. Moreover, three
power measurements (in branches 3, 26 and 94%) are chosen to improve the accuracy
of some of the largest currents of the network. The goal is, in this case, to reduce
the contribution of uncertainty given by ¢2. This measurement configuration is
indicated in the following as "Solution B".

Fig. 4.6 shows the uncertainty results obtained through the two different mea-
surement systems. It is possible to observe that Solution A allows a significant en-
hancement of the voltage estimation in many of the nodes, due to the large number of
voltage measurements and the consequent reduction of the uncertainty contribution
o?. Despite this improvement, there are still some nodes exhibiting a significantly
high uncertainty. In case of Solution B, instead, the best achievable uncertainty is
higher, since the number of used voltage measurements is lower. However, all the
nodes show a similar behaviour and the achieved uncertainty for the voltage profile
is very flat. This solution, therefore, even if using a lower number of measurement
devices with respect to the meter placement of Solution A, could be able to fulfil a
possible accuracy target of 0.5% for all the nodes of the network.

As a final consideration, it is worth noting that, in general, the marginal benefits
arising from the installation of an additional voltage measurement decrease with
increasing number of such measurements. In Fig. 4.7, as an example, the values
of the theoretical limit of uncertainty that can be achieved by using an increasing
number of voltage measurements is reported. The dependence of such limit on the
accuracy of the measurement devices is also shown. As it can be observed, it is clear
that the reported trends are proportional to 1/y/My . These trends, in grids without
too heavy loading conditions and with a suitable monitoring of the main currents,
can provide a good reference for the expected uncertainty of the voltage estimations
depending on number and accuracy of the available voltage measurements.

2As for the numeration of the branches, each branch index is given by the node number of its
end node (the largest one), decreased by one.
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4.4 Impact of measurements on flow estimation

In the literature, many of the works dealing with the issue of the accuracy of the
estimation focus their attention on the voltage magnitude estimation. In fact, above
all in active scenarios with strong penetration of DG, the particular behaviour of
loads and generators in specific periods of the day can easily lead to under or over
voltage issues. The regulation of the voltage profile through the controlled injec-
tion of reactive power in the grid, the generation curtailment or the demand-side
management is one of the main tasks in the DMS. For this reason, many of the
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meter placement techniques are designed to fulfil prefixed targets of accuracy in the
voltage estimation.

Nevertheless, the accurate estimation of the flows in the different branches of the
grid is, in the same way, equally important. The knowledge of the flows, intended
as powers or currents, is in fact essential for several management functions, like, for
instance, loss evaluation and optimal power flow, or to relieve possible over loading
conditions. Some works underline the importance of the power flows estimation.
In [13], as an example, the reference measurement configuration used in the tests is
obtained through a meter placement technique designed to guarantee a minimum
accuracy in the knowledge of the branch active powers. In [82], instead, the impor-
tance to have a suitable measurement configuration for achieving accurate energy
flow estimations is highlighted. Furthermore, as already seen in the previous Section,
it is useful to remind that the uncertainty in the knowledge of the branch currents
has direct effects also on the voltage profile estimation. As a consequence, under-
standing the main factors affecting the estimation of the branch flows is important
both for the power/current estimation itself and for the achievement of an accurate
voltage knowledge.

In the following, tests aimed at highlighting the impact of different measurement
configurations on the accuracy of the current and power estimations are carried out.

4.4.1 Impact of power measurements

One of the main peculiarities of distribution systems is the lack of real measurements
installed on the field and the consequent necessity to use pseudo-measurements to
achieve the observability of the network. A large source of uncertainty is, doubtless,
the poor reliability associated to the information deduced from the historical or
statistical data used to create the pseudo-measurements. Suitable methods aimed
at enhancing the accuracy of the pseudo-measurements are increasingly required and
represent a hot research topic. To show the possible impact deriving from a more
accurate knowledge of the loads and generators behaviour, a first series of tests has
been performed assuming different values of accuracy for the pseudo-measurements.
Figs. 4.8 and 4.9 show the results obtained for the active power and the current
magnitude estimation, respectively, by considering only one voltage measurement
in the substation (with accuracy of 1%) and pseudo-measurements in all the load
and generation nodes. It is worth noting that the state estimation performed on
such scenario is equivalent to the execution of a power flow calculation, since the
number of measurements is equal to the number of unknown state variables (there
is no redundancy in the measurements).

From the figures it is possible to observe that, since the accuracy of all the
power injections has been changed, the whole profile of uncertainty is scaled with
respect to the reference case of pseudo-measurements with uncertainty equal to
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Figure 4.9: Impact of the pseudo-measurements accuracy on the current magnitude
estimation

50%. As in the case of the voltage magnitude estimations, this outcome, even if
trivial, emphasizes the importance to perform an accurate and detailed modeling
of the pseudo-measurements for improving the confidence on their knowledge. An
alternative option could be to use the smart meters to telemeter accurate real-time
measurements of power injection to the control center. This solution could bring
significant advantages, but it is not easily feasible because the consequent massive
amount of data implies hard requirements from the point of view of the communi-
cation.

Considering a more realistic scenario with pseudo-measured injections having
low reliability (assumed uncertainty equal to 50%), the following tests show the

102



4.4. Tmpact of measurements on flow estimation

impact brought by branch power measurements. The first test has been performed
assuming, in addition to the voltage measurement in substation, the measurement of
the powers in the branches departing from such node. An accuracy of 3% is supposed
for both the active and the reactive power measurements. Results achieved for the
current magnitude estimation are reported in Fig. 4.10. They are compared to
those obtained by considering, as reference scenario, the only voltage measurement
in substation, in order to highlight the impact brought by the additional power
measurements.

Fig. 4.10 shows that a very large enhancement of the estimation accuracy is
present in the measured branches (1 and 3) and in all the branches of the main
feeder that are close to the measured ones (in particular, in the path between the
substation and node 11). For these branches, the expanded uncertainty of the current
magnitude estimation is lower than 3%. Moving away from the monitored branches,
the improvements in the estimation accuracy are less prominent but still evident:
for the branches in the feeders between nodes 11 and 28 and between nodes 11
and 42 (see Fig. 4.1), the resulting uncertainty is around 30% (with respect to an
uncertainty larger than 40% for the reference scenario without power measurements).
Effects of the power measurements can be seen even in the branches of the feeder
arriving at node 95 (very far from the substation). A similar behaviour has been
obtained also for the expanded uncertainties of active and reactive power.

For a better understanding of the obtained results, it is important to specify
that the monitored branches in the substation (in particular branch 3) carry a very
large current. This can be the reason of such a large impact on so many branches.
To further investigate this aspect, another test has been performed removing the
power measurements from substation and placing them at branch 75 (which carries
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Figure 4.10: Impact of power measurements in substation on the current magni-
tude estimation
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a significantly lower current). Results shown in Fig. 4.11 for the current magnitude
estimation clearly indicate that the size of the monitored current plays a key role
for the resulting impact. In fact, in this case, the only estimations affected by the
additional power measurement are those of the branches close to branch 75, i.e. the
branches in the path between nodes 61 and 76. For all the other current estimations,
the impact of this power measurement is negligible.

As a result, some important considerations can be drawn from these two per-
formed tests. The main consideration is that the impact brought by the power
measurements strictly depends on the size of the measured quantity. In fact, ob-
viously, the main impact of the measurement is on the uncertainty of current and
power in the measured branch. In the adjacent branches, the uncertainty of the
corresponding currents/powers is also related to the additional contributions of un-
certainty coming from the possible injections or from the currents/powers carried by
connected laterals. If the power in the measured branch is very large with respect to
the other ones, these additional contributions of uncertainty can be relatively small
and do not jeopardize the estimation uncertainty in the adjacent branches. On the
contrary, if the measured power is very small, its accurate knowledge does not bring
any benefit to the estimation in the adjacent branches, since their accuracy will be
affected by the larger contributions of uncertainty coming from the power injections
or the powers of the other connected branches.

Possible implications, in a meter placement perspective, arising from these con-
siderations are shown in the following test. Two different measurement configura-
tions, each one composed of four measurement points, are taken into account. In
the first one (indicated in the following as "Configuration A"), measurement points
have been assumed at nodes 1, 11, 37 and 60: this choice has been made to test
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Figure 4.11: Impact of power measurements in branch 75 on the current magnitude
estimation
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a scenario where the monitored quantities are in the central nodes of the network.
As for the second configuration (indicated in the following as "Configuration B"),
measurement points are placed at nodes 1, 28, 37 and 95: this choice has been made
to assure the monitoring of the largest currents in the network, i.e. those coming
from the substation and the generation nodes. Each one of the measurement points
is composed of power measurements in two of the branches connected to the bus
(obviously, only one measurement is possible for nodes 28 and 95). Moreover, the
measurement of the voltage in the substation is always available.

Fig. 4.12 shows the results obtained for the expanded uncertainty of the active
power estimations with the two different measurement systems. The attention can be
focused on the branches constituting the main feeders of the 95-bus network (see Fig.
4.1), because the powers involved in the lateral branches are smaller and, thus, also
their uncertainties in absolute terms are low. As in the previous tests, it is possible to
observe that the effects of the power measurements are clearly larger in the branches
close to the measurement points. For example, in case of Configuration A, very low
uncertainties have been obtained for the power estimations of the branches close
to the measurement points in nodes 11 and 60 (see Fig. 4.1 for the numbering of
the branches of the feeder). Nevertheless, due to missing monitoring of the DG, a
high uncertainty is still present in the branches near to generation nodes. With the
measurement system assumed in Configuration B, instead, several branches exhibit
a worse estimation accuracy. However, a flatter profile of uncertainty has been
obtained, thanks to the measurement of the largest currents. As a consequence, in
this scenario, all the branch powers are estimated with an uncertainty lower than
70 kW. Such a solution, thus, proves to be suitable for minimizing the maximum
uncertainty among the power estimations of all the branches of the network.
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Figure 4.12: Expanded uncertainty of active power estimation with different mea-
surement configurations
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4.4.2 Impact of current magnitude measurements

Together with the use of enhanced power injections or the deployment of branch
power measurements, the other direct way to improve the uncertainty of the flows
in the network is the use of current magnitude measurements. In this subsection,
tests aimed at assessing the impact brought by these measurements, and highlight-
ing possible differences with respect to the use of power measurements, have been
performed.

The first test has been carried out by considering the installation of current
magnitude measurements (with uncertainty equal to 2%) in the branches departing
from the substation. Moreover, in the substation, the presence of the voltage mea-
surement is assumed. Results of this test are compared to those obtained in the
previous subsection with the same placement of the power measurements, and with
the reference scenario where only the voltage measurement is considered.

Fig. 4.13 shows the results for the uncertainty in the active power estimation.
As expected, it can be observed that the impact brought by the current measure-
ments is similar to that of the power measurements. In fact, the measurement of the
large currents departing from the substation allows achieving a significant improve-
ment in the estimation of the power flowing in the branches close to the substation
bus. Moreover, because of the large size of the measured currents, the estimation
enhancement, even if less prominent, is also propagated to the farthest branches in
the main feeders of the network. In comparison to the results obtained by using
power measurements, Fig. 4.13 shows that the direct measurement of power leads
to larger advantages, above all in the branches closer to the substation bus.

Fig. 4.14 reports, instead, the results obtained for the relative uncertainties of
current magnitude estimation. Even in this case, it is possible to note the signifi-
cant benefits brought by the monitoring of the substation branches: in the feeder
between nodes 1 and 11 the estimation uncertainty is reduced to values smaller than
4%. Another interesting aspect arising from the results shown in Fig. 4.14 is that,
in this case, differently from what seen for the active power estimations, the direct
measurement of the considered quantity (that is, of current magnitude) brings only
slightly larger benefits (with respect to the use of power measurements) and basi-
cally only in the measured branches. On the contrary, in the farthest branches of
the feeders, better current magnitude estimations are obtained considering the de-
ployment of power measurements. This demonstrates, in general, the larger impact
associated to the combined measurement of active and reactive power.

As a final consideration about the use of current magnitude measurements, it is
important to underline that their use has been always particularly critical in the state
estimation context. In fact, their presence in an active scenario (with bi-directional
power flows) can lead to multiple solutions of the SE problem, causing possible con-
vergence issues and consequent inaccuracies in the estimation results. This problem
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Figure 4.13: Impact of current magnitude measurements in substation on the
active power estimation
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Figure 4.14: Impact of current magnitude measurements in substation on the
current magnitude estimation

is well known in the literature [4,83] and in fact, in transmission systems, current
magnitude measurements are often disregarded. In distribution systems, given the
low redundancy of the available real-time measurements, the possible presence of
current magnitude measurements is an essential additional source of information
and, thus, they cannot be disregarded as well. However, in the decisional stage
for the choice of the measurement devices to be used in the upgrade of the actual
measurement system, this aspect should be duly taken into account.
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4.4.3 Impact of voltage measurements

As final analysis of the impact of the different types of measurement on the flow
estimations, the possible effects brought by the deployment of voltage measurements
are investigated. As first test, a measurement system composed of four voltage
measurements (with uncertainty equal to 1%) in nodes 1, 28, 37 and 95 has been
considered. In Fig. 4.15, the active power estimation results obtained with this
measurement configuration are compared to those related to the presence of only a
voltage measurement in the substation. It is possible to observe that, in this case,
an evident enhancement of the accuracy of the active powers can be obtained. The
reason for this outcome is strongly connected to the absence of power or current
measurements. In fact, each couple of voltage measurements provides a sort of
constraint on the voltage drops along the branches and, thus, on the flowing currents.
Because of the poor accuracy associated to the pseudo-measurements, and without
any better information available, these constraints are able to enhance the highly
uncertain knowledge on the branch powers.

As a confirmation, another test has been performed considering the availabil-
ity of measurement points in the same nodes (1, 28, 37 and 95). In one case, the
presence of power measurements (with uncertainty equal to 3%) on all the branches
converging to each monitored nodes has been considered. In the second scenario,
this measurement configuration is integrated with the addition of the voltage mea-
surements on the nodes. Fig. 4.16 shows the obtained results. It is possible to
note that, in this case, the effects brought by the same voltage measurements are
practically negligible. The reason is due to the presence of the power measurements,
which already provide an important information concerning the overall power flow-
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Figure 4.15: Impact of voltage magnitude measurements on the active power
estimation, when no flow measurements are available
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Figure 4.16: Impact of voltage magnitude measurements on the active power
estimation, when power measurements are also available

ing in the paths between the measured nodes. In such a situation, the "constraint"
given by the voltage measurements can bring some additional advantages but not
so important as in the previous test.

4.5 Impact of synchronized measurements

As already discussed in the first Chapter, PMUs are modern measurement instru-
ments that are becoming increasingly widespread in transmission systems. The
capability to provide very accurate measurements of current and voltage phasors,
and the synchronization with respect to an absolute time reference, are the main
reasons for the spread of these measurement devices. In distribution systems, de-
spite the necessity to foresee a measurement system upgrade, the deployment of
PMUs is strongly limited by their high costs.

In this Section, regardless of the economic aspects involved in the choice of the
measurements systems, some tests have been performed to analyze, technically, the
possible advantages coming from the use of PMUs. It is important to underline
that PMUs are measurement devices very different from the other conventional
measurements, under many points of view. As an example, PMUs are designed
to give time tagged measurements that refer to a specific instant of time. The
compliance requirements provided by the standard for the sysnchrophasors [51] set
accuracy limits referred to both steady-state and dynamic conditions. As a result,
compliant PMUs provide instantaneous measurements whose accuracy is guaranteed
under most of the practical operating conditions (except for the presence of large
step changes, which are, however, suitably marked). Moreover, it is worth noting
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that there are devices able to provide synchrophasor measurements with significantly
higher accuracy. On the other side, however, the upstream presence of transducers
leads to the unavoidable degradation of such accuracy. As a result, to obtain the
real accuracy of the PMU measurements, a detailed analysis of all the contributions
of uncertainty arising from the whole measurement chain would be necessary.

Conventional instruments, instead, use a specific time window to perform their
measurements. Their accuracy is generally provided for steady-state conditions,
while their behaviour under dynamic conditions could be not well known. In the
distribution system scenario, where high dynamics can be expected (due for exam-
ple to the unpredictable and intermittent operation of the DG based on renewable
sources), the accuracy characteristics of the traditional measurements could be sig-
nificantly degraded. Another aspect affecting the overall accuracy of a measurement
system based on conventional devices is the lack of synchronization among the dif-
ferent measurements collected from the grid.

An extensive analysis of all the possible sources of uncertainty for traditional or
synchronized measurements is out of the scope of this thesis. The tests presented
here, basically, aims at highlighting the different effects on the estimation results
achievable when using phasor measurements in place of the conventional measure-
ments of voltage and power. To compare the results, in the following, a measurement
system composed of four measurement points at nodes 1, 28, 37 and 95 is considered.
In case of conventional measurements, voltage and power measurements are assumed
to have uncertainties equal to 1% and 3%, respectively. As for the PMUs, instead,
magnitude and angle measurements are supposed to have uncertainty equal to 1%
and 1 crad (1072 rad), respectively. These accuracies have been chosen referring to
the worst case scenario possible for the PMUs, according to the limit of 1% imposed
by the synchrophasor standard [51] for the TVE in steady state conditions.

A first test has been performed by considering only voltage measurements in
the monitored nodes. In this scenario, each PMU provides an additional voltage
angle measurement with respect to the traditional measurements. Therefore, it is
possible to roughly assess the additional contribution brought by the voltage angle
measurements on the estimation of the different quantities. Results show that the
knowledge of the voltage angles is useful to improve the estimation of both active
and reactive powers. As an example, Fig. 4.17 shows the results obtained for
the estimations of active power in the branches belonging to the main feeders of
the network (indicated in red in Fig. 4.1). It is possible to observe that PMUs
allow a clear improvement, which in some branches is larger than 60 kW. Similar
enhancements have been achieved even for the current magnitude estimations. Fig.
4.18 reports the corresponding percent results, always focusing on the branches
of the main feeders. As for the voltage magnitude estimation, both conventional
instruments and PMUs rely on voltage magnitude measurements with the same
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Figure 4.17: Uncertainty on the active power estimation in case of voltage mea-
surements
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Figure 4.18: Uncertainty on the current magnitude estimation in case of voltage
measurements

uncertainty. However, since, as seen in Section 4.3, the voltage magnitude estimation
is affected also by the voltage drops, the better estimation of the flows allowed by
the PMUs leads also to a slightly better estimation for the voltage magnitude profile.

Another test has been carried out by taking into account only the flow measure-
ments in the branches adjacent to the considered nodes and the voltage measurement,
in the substation. In this case, both the measurement typologies rely on two infor-
mations: active and reactive power for the traditional measurements and current
magnitude and angle for the PMUs. This test allows comparing the different im-
pact of such measurements on the estimations of the electrical quantities of the
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network. Even in this case, PMUs lead to a higher accuracy for the power estima-
tions. However, since the presence of flow measurements allows better estimations
with respect to the previous test, in this case the enhancements are lower in abso-
lute terms (around 10 kW for several branches). Similar reasoning also holds for the
current estimations. Fig 4.19 shows the results obtained for the current magnitude
estimation. It is possible to see that, in general, a significant enhancement of the
accuracy has been obtained with respect to the previous measurement test-case (see
the corresponding results in Fig. 4.18). Even in this scenario with enhanced estima-
tions, PMUs still allow improving the knowledge on the current magnitudes. Such
enhancement in the flow estimations, even if not too large, is clearly reflected also
in the voltage magnitude estimations, whose results are shown in Fig. 4.20
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Figure 4.19: Uncertainty on the current magnitude estimation in case of flow
measurements
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Figure 4.20: Uncertainty on the voltage magnitude estimation in case of flow
measurements
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As final test, the simultaneous use of all the measurements (voltage magnitude
and powers for the traditional meters and voltage and current phasors for the PMUs)
has been considered. In case of traditional measurements, with respect to the pre-
vious test, the only addition of the voltage magnitude measurements is provided.
As already seen in the previous sections, such addition has clear effects on the un-
certainty of the voltage magnitude estimation, while it is not particularly useful
to enhance the estimation of currents and powers in the network (see Fig. 4.16).
In case of PMUs, besides the voltage magnitudes, even the voltage angle measure-
ments are added to the set of the input measurements. The presence of voltage
angle measurements proves to have an impact on the power estimations and, in this
case, in particular for the reactive powers. Fig. 4.21 shows the enhancement in the
reactive power estimations obtained by adding voltage phasor measurements to the
measurement scenario of the previous test. It is possible to observe that a slight en-
hancement has been obtained for all the branches of the main feeder. Since the same
enhancement has not been obtained in case of traditional measurements (thus, with
the only addition of voltage magnitude measurements), this estimation improvement
can be totally attributed to the presence of the voltage angle measurements.
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Figure 4.21: Uncertainty on the reactive power estimation in the cases of only
current or current and voltage phasor measurements

4.6 Final discussion

The choice of a measurement system aimed at enabling the accurate estimation of
the electrical quantities of a grid is one of the most challenging issues in distribution
systems. This Chapter presented an analysis of the impact brought by different
measurements on the estimation of the different electrical quantities of a network.
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Results of this analysis allow some important considerations, which can be helpful
in a meter placement perspective.

First of all, it has been shown that the voltage profile estimation is basically
determined by two factors. The first one is the number and the accuracy of the
voltage measurements deployed on the network. The second one is linked to the
accuracy in the knowledge of the flows in the network (and, thus, of the voltage
drops along the branches). If the largest currents in the network are monitored, then,
the uncertainty on the voltage profile estimation is similar for all the nodes and it
basically depends only on number and accuracy of the available voltage measurement
devices. This means that the position of the voltage measurements is not decisive
and can be adapted according to other requirements (like, for example, the necessity
to connect voltage and current or power measurements in the same measurement
point in order to reduce the costs).

As for the branch flows estimation, test results show that significant enhance-
ments can be obtained only by installing current or power measurements. The
impact of these measurements is in general dependent on the size of the measured
quantity. If the measured power or current is large, then the positive effects of such
measurement, can be propagated even to the power and current estimation of other
connected branches. Instead, if the measured quantity is not so large, than the
effects are only local and limited to the measured branch and, maybe, to few other
very close branches. This aspect emphasizes the necessity to monitor, in particular,
the branches belonging to the main feeders or those connected to large loads or gen-
erators (in general, those branches that can be reasonably expected to carry large
currents).

Finally, further analysis has been proposed to investigate the possible technical
benefits coming from the use of PMUs. Such analysis has been limited to consider
the impact brought by the additional angle measurements. It has been shown that
the knowledge of the angles can provide some benefits, in a context characterized
by low redundancy of the measurements, above all for the power estimations. Other
additional benefits could be provided by the higher accuracy of these devices and
the availability of the synchronization to an absolute time reference, but the detailed
analysis of these aspects is out of the scope of this thesis.
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Chapter 5

Impact of correlations on DSSE

5.1 Measurement correlation in DSSE

The deployment of a suitable measurement system is essential for the effective man-
agement and control of future distribution systems. Nevertheless, the number of
measurement devices that will be installed in the near future is not expected to
be too large, due to obvious economic reasons. As a consequence, a careful choice
of type and placement of the measurements is necessary to achieve specific require-
ments in the DSSE results. In any case, it is clear that economic constraints bring
limitations to the design of the measurement system and this, in turn, leads to limits
also for the accuracy achievable in the DSSE. As a consequence, solutions able to
enhance the accuracy of the DSSE results are strongly required. A way to enhance
the estimation results is to provide a very accurate modeling of the measurements
used in the SE process. In [84], as an example, the importance of considering the
uncertainty contribution brought by the instrument transformers, in the modeling
of the measurement uncertainties provided to the WLS estimator, has been high-
lighted. In [85], it is shown that proper consideration of the uncertainty sources
present in the whole measurement chain, thus including both measurement devices
and instrument transformers, allows improving the accuracy performance of WLS
state estimators.

Besides the accurate definition of the uncertainty of each single measurement,
a proper modeling of the measurement uncertainties should also take into account
possible correlations existing among different measurements. In general, correlations
are usually neglected in the SE models. In the literature, only a few works deal with
this issue and investigate the impact brought by possible correlations. In [86], the
estimation of the operating conditions is performed by means of a probabilistic
power flow using the measured values as constraints; in this approach, correlations
among the power injections of similar loads are considered to improve the estima-
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tion results. A probabilistic power flow including correlations is also used in [87];
in this case the considered correlations are among the loads belonging to the same
geographical area and among similar generation sources. Some works show also the
possibility to take into account the correlations in the weighting matrix of the WLS
estimators. In [88], for example, the WLS model includes the correlations among
the pseudo-measurements of different loads and generators, and between active and
reactive power injection of the same node. Possible correlations existing in real
measurements are considered in the WLS estimators in [89] and [90]. In [89], a
point estimate method is used to compute the correlations arising among voltage
and active and reactive power provided by multifunction meters. In [90], instead,
unscented transformations are used to consider the possible correlations among in-
strument transformer signals and to calculate the resulting covariance matrix for
the power meter outputs. More recently, [91]| has investigated the impact, over long
execution periods of SE, brought by the time correlation in PMU measurements
provided with high reporting rate.

In this Chapter, an overall analysis of the most important sources of correlation
that can affect the DSSE is performed [92]. In particular, possible correlations
arising in the measurements provided by power meters and PMUs are investigated.
Moreover, correlations in pseudo-measurements associated to loads and generators
with similar behaviour, or belonging to the same geographical area, are discussed.
Finally, tests aimed at highlighting the effects deriving from the inclusion of such
correlations in the WLS model of the DSSE are presented and discussed.

5.1.1 Inclusion of correlation in DSSE

This subsection shows how to consider correlations in the mathematical model of
the estimators based on the WLS approach. The inclusion of the correlations follows
the same pattern for all the types of input data. Thus, the following considerations
hold for all the types of measurement correlations and the presented scheme serves
as a general reference for all the cases analyzed below.

As already described in Chapter 1, WLS estimators use a weighting matrix W
to assign a different level of confidence to the input measurements. The proper
implementation of the WLS approach is obtained generating the weighting matrix
through the inversion of the covariance matrix 3, of the measurement errors. In the
traditional approach, all the measurements are considered as independent and the
covariance matrix Xy is a diagonal matrix, where the i-th element of the diagonal
is the variance crsi of the i-th measurement ;. In this case, the resulting weighting
matrix is also diagonal and the i-th weight (associated to the i-th measurement) is
the inverse of the variance cr;. More in general, if the correlations among different
measurements are considered, the expression of the covariance matrix is:
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where o,, is the standard deviation of the i-th measurement, p; ; is the correlation
factor between measurements ¢ and j, and M is the total number of measurements.
In this case, obviously, the weighting matrix resulting from the inversion of 3, is
not diagonal anymore. However, it is worth noting that, in general, not all the
measurements are correlated and only some covariance terms are different from zero.
As an example, in case of real measurements, the measurements provided by different
devices can be reasonably considered as independent. Possible correlations can be
found, instead, among the measurements provided by the same instrument. In this
scenario, indicating with Yy the set of all the measurements coming from the k-th
device, and with Y4, the set of all the pseudo-measurements, the covariance
matrix ¥, can be written as the following diagonal block matrix:

S, 0 ... 0
s, = (:) iy, ) (; (5.2)
0 e O Ypseudo

where ¥y, and ¥y - are the covariance sub-matrices associated to the sets of the
measurements in the k-th device and of the pseudo-measurements, respectively. It
is worth noting that the weighting matrix resulting from (5.2) is also a diagonal
block matrix, which can be obtained through the inversion of the single covariance
sub-matrices. From a computational point of view, this allows avoiding the inversion
of the full covariance matrix and, thus, can lead to a reduction of the computational
burden.

5.2 Analysis of correlation in multifunction meters

As anticipated in the previous Section, measurements provided by different instru-
ments can be reasonably considered as decorrelated, since they do not have com-
mon sources of uncertainty. Instead, measurements coming from the same device
can share one or more sources of uncertainty and, thus, they can be correlated. In
the analysis developed here, the focus is on the correlations arising in multifunction
meters. In this context, multifunction meters are intended as instruments able to
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provide measurements of both voltage magnitude and active and reactive power.
To assess the possible presence of correlation in such measurements, the connection
scheme depicted in Fig. 5.1 (which is derived from [89]) is considered. According to
Fig. 5.1, multifunction meters provide the three-phase measurements of voltage and
power relying on the acquisition of the voltage and current signals at the monitored
point. For each phase, the measurements of voltage magnitude V', active power P
and reactive power () are, therefore, obtained through the elaboration of the corre-
sponding inputs of the phase, i.e. the voltage magnitude V' (the same provided as
output), the current magnitude I and the phase-angle difference @ = § — 6, where ¢
and 6 are the phase-angles of voltage and current, respectively.
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',-‘\ C
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multifunction
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signals / | \ signals
1 v <
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Figure 5.1: Measurement scheme of a multifunction meter

Focusing, for the sake of simplicity, only on one phase of the system, and taking
into account only the fundamental components of the input signals of voltage and
current, it is possible to express the measured active and reactive powers as:

P=P(V,I,a)=VIcos(a)

Q=Q(V,1,a) = VIsin(a) (53)

Equation (5.3) indicates that both the powers are indirect measurements ob-
tained through the elaboration of all the input variables. As a result, since the input
uncertainties are the same, it is clear that consequent correlations arise. In [89], the
full covariance matrix of the output measurements is obtained by means of a point es-
timation method that is performed after the first iteration of the SE algorithm. It is
worth noting that, besides the computational burden associated to execution of this
technique, the covariance matrix obtained in this way is only an estimation of the
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real covariance matrix. Here, instead, the law of propagation of the uncertainty [93]
is applied to achieve the proper covariance matrix.

Indicating with f,,, the vector of the mathematical functions associated to the
output measurements, it is:

v
f00=| P(V,1,q) (5.4)
QV,I,«)

Then, indicating with x,;, and 3,;, the vector and the covariance matrix of the
input variables, respectively, it is possible to express the covariance matrix 3J,,, of
the output measurements as:

0] = [afvm} S [afqur (5.5)

OXyia OXyia

where the derivative matrix is the Jacobian of the functions associated to the output
measurements with respect to the input variables:

[ov oV oV ]
of oV 9l O« 1 0 0
P | — | 9P 9P 9P| _— B .
{axm'a] oV 9l Oa Icosa Veosa —VIsina (5.6)
29 9Q 94 Isina Vsina VIcosa
| OV O  Oa

and the input covariance matrix, considering all the input measurements as inde-
pendent, is:

Yiia = O-% (57)

where oy, o7 and o, are the standard deviations associated to voltage magnitude,
current magnitude and phase-angle difference, respectively.

Solving the matrix multiplication in (5.5), the following variances of the output
measurements can be found:

oY = op (5.8)
op =opl?cos’ a + o7V2cos® a+ o2ViI?sin® a (5.9)
oy = oy I’ sin® a+ o7V sin® a + 02V I? cos® o (5.10)
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As for the covariances terms, the following results can be obtained:

oyp = oul cosa (5.11)
ovg = oplsina (5.12)
1
opg = 5 sin20(o} I* + 07V — oZVAI) (5.13)

Since the information provided by the multifunction meter only refers to the
voltage and power measurements, it is necessary to convert the found relationships
in terms of these output variables and of the independent uncertainty contributions.
Considering that uncertainties are usually expressed in terms of their relative values,
it is more convenient to present the variances terms in (5.8 - 5.10) divided by the
squared measured quantities, thus obtaining:

ol of
V—V2 = 7V2 (5.14)
2 2 2
UPI; = (;‘g + % + 02 tan a) (5.15)
o2 o2 o2
Qq; (V‘g + F + 02 cot? ) (5.16)

As for the covariance terms, the conversion of equations (5.11 - 5.13) leads to:

2
gve _ 9y

7 = s (5.17)
ove _ oy
2 2
op g
—PS V_‘g + ﬁ - 03 (519)

Relationships found in (5.8 - 5.13) are those to be considered in the DSSE model
if the input measurements used in the estimation algorithm are voltage and power
measurements. Instead, if power measurements are converted in equivalent currents,
as in the case of the BC-DSSE algorithm presented in this thesis, an additional
elaboration must be performed to achieve the final covariance matrix 3., related to
the voltage magnitude and the equivalent current measurements.

As in the previous case, the law of propagation of the uncertainty can be used
to compute the resulting variance and covariance terms arising due to the presence
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of the indirect current measurements. Retrieving equations (1.29) and (1.30) from
Chapter 1, the real and imaginary parts " and ¥ of the equivalent currents are:

i" = Pcosd + @sind (5.20)
i* = Psind — Q) cos (5.21)

where ¢ is the voltage angle in the considered node. It is worth noting that, to
have a faster computation of the BC-DSSE algorithm, it is more convenient to
build the weighting matrix only once, before the iterative part of the estimator;
thus, a constant covariance matrix is needed. For this reason, the voltage angle
0 can be assumed, in first approximation, equal to 0 or +120°, depending on the
phase, if the overall measurement system includes only traditional measurements.
In case of presence of PMUs, instead, since the angles have to be referred to the
UTC reference, the voltage angle measured (on the considered phase) by one of
the available PMUs can be used as reference. In both cases (measurement system
with only traditional devices or with the presence of PMUs), this choice lead to an
approximation. However, since in distribution systems the lines are usually short
and the impedances are low, the differences in the phase-angles for the different
nodes of the network are generally quite small. For this reason, the introduced
approximation is in general acceptable and, as also shown in Chapter 3, it does not
affect the accuracy performance of the BC-DSSE algorithm.

Considering the relationship functions shown in (5.20) and (5.21), the vector f,;
of the measurement functions associated to the quantities to be provided as input
to the BC-DSSE algorithm can be defined as:

V
f.,=|7(P,Q) (5.22)
i*(P, Q)
Then, applying the law of propagation of the uncertainty, the following covariance
matrix can be obtained:
[(Zu] = |:8va(]:| [Zopg] [8vaq (5.23)

where x,,, is the set of the variables V', P and (), and the Jacobian involved in the
matrix multiplication is:

oV oV 9V
o oV P 00 1 0 0
ot | | 9" 9" 9" | :
{8vaq} =\ov ap 9G]~ 0 cosd sind (5.24)
Ji*  9i"  9i® 0 sind —cosd
oV 0P 00
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It is worth underlining that, since the covariance matrix 3,,, to be used in (5.23)
is the full matrix obtained through (5.5), the final covariance matrix X,; is a full
matrix as well. Therefore, covariance terms arise, indicating the presence of resulting
correlations among voltage magnitude, real and imaginary currents.

5.3 Analysis of correlation in PMUs

Similarly to the case of the multifunction meters, even when considering PMUs, it
is reasonable to assume that measurements provided by different devices are inde-
pendent. The focus is, thus, on the measurements provided by the same PMU. Fig.
5.2 provides an illustration of the general measurement scheme of a PMU, with the
indication of the main blocks involved in the computation of the output synchropha-
sors. As described in [94], each one of these blocks is a source of uncertainty for the
final synchrophasor measurement. In particular:

- Transducers: voltage and current transformers (VTs and CTs, respectively)
are usually employed, whose uncertainty depends on their accuracy class, as
defined in the standards [95] and [96]. Some PMUs provide the possibility
to compensate the transducer errors. However, this would require a very ac-
curate characterization of each single transducer, which could be impractical;
moreover, the behaviour of the transducers depends on the operating and en-
vironmental conditions, thus, a total compensation of their errors is, in any
case, impossible.

- Synchronization system: it allows the time synchronization to the UTC refer-
ence through the acquisition of the GPS signal; such synchronization is affected
by a given uncertainty depending on the characteristics of the GPS receiver.
It is worth noting that this uncertainty contribution plays an essential role in

Transducers //Acquisition Digital Signal
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Itage phasor
—| VT |4 vo
W\/ ~——> Synchrophasor >  measurement
current signal DAQ »  Estimation
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sig@__’ GPS Timing

Synchronization system

Figure 5.2: Uncertainty sources in the measurement scheme of a PMU
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the final accuracy of the synchrophasor, since a time synchronization error is
directly translated in a phase-angle error.

- Acquisition system: it includes both the analog signal conditioning and the
analog to digital converters. Here, uncertainties arise because of noise, nonlin-
earity and gain errors in the signal conditioning and due to the quantization
error in the analog to digital conversion.

- Synchrophasor algorithm: is the mathematical core of the PMU, that is the
algorithm designed to estimate the synchrophasor by using the acquired signals
of voltage and/or current and the time information coming from the previous
stages. The uncertainty introduced in this step is highly dependent on the type
of implemented algorithm and the characteristics of the input signal (presence
of harmonics and/or interharmonics, frequency of the signal, etc.)

The uncertainty contributions coming from transducers, acquisition system and
synchrophasor algorithm should be accurately characterized to find out if there are
common errors affecting different signals. In general, correlations can arise from
these stages, but their study would require a deep analysis (which should be specific
for each single PMU) that it is out of the scope of this thesis. Instead, as for
the uncertainty contribution associated to the synchronization system, the same
component of error can be attributed to all the signals processed simultaneously by
the PMU, since all the channels refer to the same time information provided by the
timing controller. Consequently, in the following, the analysis will be focused on the
correlations brought by the presence of this common component of time error.

5.3.1 Correlation factor between angle measurements

As aforementioned, the uncertainty coming from the synchronization system has a
direct impact on the angle measurements, since time errors are directly translated
into errors on the angle estimations. As a consequence, the magnitude measurements
provided by the PMU can be still assumed as decorrelated, while correlations arise
among the different angle measurements.

To evaluate the correlation between two generic angle measurements A and B,
the previously described sources of uncertainty can be taken into account through
the sum of the following three contributions:

€A = €r, +e€s, + e (5.25)
€g = €r, +esy + e (5.26)

where €4 and ep are the angle deviations resulting in the two measurements A and B;
er, (i = A, B) is the effect of the transducer angle error (or of the residual uncertainty,
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if a compensation of the transducer errors is performed); eg, is the component of
error associated to the elaboration of the signal inside the PMU (which comprises
both the contribution related to the acquisition system and the effects brought by the
particular synchrophasor estimation algorithm implemented in the digital processor);
€ 18 the common component of time base error, which is related to the achieved
synchronization level.

Indicating with o7, og, and oy, the standard deviations associated to the three
uncertainty contributions, and assuming all these components as decorrelated, the
variance of each measurement can be expressed as:

o} £ Ele]] = 07, + 05 + oy (5.27)

(3

As for the covariance, instead, since the time base error is the only common
component, it is:

Eleaep) = El(er, + €s, + en)(er, + €s, + en)] = Eleg,] = opy (5.28)

Exploiting the knowledge of variance and covariance, it is possible to obtain the
resulting correlation factor, which is:

E 2
pas = Dleacs] il (5.29)
TA%E L [(oh, + 0%, +03) (03, + 0%, + )

Equation (5.29) shows that the correlation factor depends on the ratio between
the common component of uncertainty and the total ones. It is worth noting that
all the contributions of uncertainty are generally indicated in the data sheets as
maximum angle deviations, thus in degrees or radians. As a consequence, they
are expressed in absolute values and do not depend on the particular measured
quantity. As an example, in [96], the maximum angle deviation indicated for voltage
transducers compliant with the 0.5-class accuracy is 5.8 - 1073 rad. Thus, for two
different voltage angle measurements (for example referred to different phases of the
node) it is: ey, = e, = er. Assuming that also the system error inside the PMU has
similar uncertainty properties for all the channels, then it would be: €5, = €5, = €s.
With these assumptions, (5.29) becomes:

2
O

(‘7:2r + ‘7% + Utzb)

PAB = (5.30)

In equation (5.30), the impact brought by the common component of uncertainty
on the resulting correlation factor is clear.

Just as an example, the data sheets of a commercial PMU [53] have been used to
assess the value of the correlation factor in a real scenario. In [53], it is possible to
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5.3. Analysis of correlation in PMUs

find that the maximum deviation brought by the system error eg is equal to 0.03° =
0.52-1073 rad, while the maximum deviation associated to the time base error e, is
1 ps. Considering the period of an electrical quantity at the nominal frequency of 50
Hz, the time base deviation can be automatically translated in an angle deviation
equal to 0.018° = 0.31-1073 rad. Finally, considering the standards [96] as reference
for the voltage transducers, and taking into account the requirements provided for
the 0.5-class accuracy, the maximum deviation of the transducer errors is assumed
equal to 5.8-1072 rad. With these data, the resulting correlation factor between two
voltage angle measurements is ps p = 2.8 - 1072, which is a very low value. Looking
at the considered deviations, it is clear that such result is strictly affected by the
presence of the large uncertainty associated to the transducer. Just as an example,
if the possibility to perfectly compensate the transducer error is supposed, then the
resulting correlation factor is p4 p = 0.26. Even in this case, the correlation factor
is not particularly high, however, such value could be able to affect the accuracy
performance of the DSSE algorithm. In the following, this result will be taken into
account for the analysis of the impact of the PMU correlation on the DSSE accuracy.

5.3.2 Covariance matrix of PMU measurements

To include the correlations among the angle measurements simultaneously performed
by a PMU in the WLS formulation, it is necessary to properly build the covariance
matrix of the PMU measurement errors. This covariance matrix strictly depends
on the way in which PMU measurements are introduced in the DSSE model. As an
example, in [97], the covariance matrix has been obtained for a traditional voltage
based estimator, where PMU measurements are included in polar coordinates for
the voltages, and in rectangular coordinates for the current phasors.

In the BC-DSSE model proposed here, as described in Chapter 1, both voltage
and current phasors can be conveniently included by using their rectangular coordi-
nates. Considering this aspect, and indicating with y4 and yp two generic phasors
measured by the same PMU (can be either voltage or current phasors), whose mag-
nitude and angle measurements are Y; and «; (with i = A, B) and the real and
imaginary parts are y; and vy, respectively, the following vector f,,,, of the input
measurements to the estimation algorithm can be defined:

T

Ya
Y

'8
Y
ZB

Y, a)
Ya, )
Y3, OéB)

)

Y37 ap

(5.31)

fpmu

o~ o~ o~ —

Indicating with x,,,, the set of PMU measurements Y;, o;, and with oy, and

04, the corresponding values of standard deviation, the covariance matrix X, __  of
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5. IMPACT OF CORRELATIONS ON DSSE

the rectangular phasors can be obtained by applying the law of propagation of the
uncertainty as follows:

o2 0 0 0 .
E _ 8fpmu 0 O'iA O pO'aAO'aB 8fpmu (532)
Ypmu aXpmu 0 0 0')2/3 0 8Xpmu
0 poa, 00y O o2,

where p is the correlation factor between the angle measurements a4 and ag and
the Jacobian matrix, involving the derivatives of the vector f,,,, with respect to the
set of PMU measurements X, is:

cosaq —Yasinag 0 0
l@fpmu} _ sinayg Yacosag 0 0 (5.33)
aXpmu 0 0 cosap —Ypsinap
0 0 sinaeg  Ypcosap

Making the matrix multiplication in equation (5.32), it is possible to observe that
all the variances and the covariance terms related to the same phasor measurement
(for example, the terms related to the correlation between y’, and y%) are the same
already obtained in Section 1.7.3 (Chapter 1) and they only depend on the conversion
of the phasors in rectangular coordinates. However, in addition to these terms, also
covariances between the rectangular components of different phasor measurements
arise. In particular, it is possible to find:

Oyrypy, = YA YB P OanOap (5.34)
Oynyt, = —Y4 YB P OasOap (5.35)
Oytyr, = —Ya YB P OanOap (5.36)

Oysys, = Ya YB P OasOap (5.37)

where the subscripts of ¢ in the left term indicate the quantities involved in the
covariance.

Obtained results clearly show that the resulting covariance matrix is full and that
correlations arise among all the rectangular components of the different phasors. It
is important to note that the found relationships are valid for each couple of phasors
and, thus, the same covariance terms can be obtained also when considering more
simultaneous phasor measurements. For example, in case of measurement of a three-
phase voltage and a three-phase current, the found relationships have to be used to
express all the covariances between each possible combination of the six phasor
measurements.
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5.4. Analysis of correlation in pseudo-measurements

5.4 Analysis of correlation in pseudo-measurements

Pseudo-measurements are a particular case of input data where the presence of
correlation is highly possible [86-88,92,98|. Since the prior information on the power
injections provides the largest number of input data for the DSSE, and since such
information is in general poorly reliable, additional details associated to a correlated
behaviour could be particularly useful to enhance the estimation results.

Different types of correlation can be detected in pseudo-measurements. A possi-
ble correlation is among the power consumptions at different nodes of the network;
such correlation can arise, for example, because of load similarity or due to the
weather conditions. In a smart grid scenario, operations carried out by the DSO
(for instance, in a demand side management context) can provide an additional
source of correlation. This kind of correlation can be quite high above all for the
loads belonging to the same geographical area [87,88|. In a similar way, correlation
can exist among the power injections at different generation nodes. As an example,
it is easy to imagine the presence of high correlation degrees among generation plants
of the same typology based on renewable energy sources. For instance, the power
production of photovoltaic and wind plants is strongly dependent on the weather
conditions: consequently, plants located in the same area can be expected to have a
correlated behaviour during the day. Even in this case, management interventions
performed by the DSO (like, for example, reactive generation control or active power
curtailment for voltage control purposes) can play an additional role in correlating
DG nodes. This type of correlation, which involves different nodes of the network,
will be indicated in the following as "inter-node correlation". It is worth underlining
that, in a three-phase context, the power injections on the different phases of the
same node can be seen as injections at three different buses. As a result, the same
considerations made for the inter-node correlation can be applied also to the case of
power injections concerning the different phases of the same node.

Another kind of correlation that is likely to be present is between the active
and the reactive power injected at the same node. This correlation can exist as
a consequence of the degree of knowledge about the power factor of the injection
and can be quite relevant. In some works, indeed, the power factor of the loads
is assumed to be perfectly known [88]: in this case, the resulting correlation factor
would be equal to £1 (one of the two powers could be also expressed in terms of
the other one). In the following, this correlation will be referred to as "intra-node
correlation".

The tests performed in the next Section take into account the possible presence of
both inter-node and intra-node correlation. It is worth noting that, when these two
types of correlation are simultaneously present, also cross-correlation factors arise.
As an example, if the active power consumptions of two loads are correlated, and the
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5. IMPACT OF CORRELATIONS ON DSSE

active and reactive powers of each node are also related, then spurious correlation
arises between the active power of one node and the reactive power of the other one.
This aspect has to be carefully considered in the design of the covariance matrix. In
the following tests, spurious correlations are computed through the multiplication
of the different factors involved in the cross-correlation.

5.5 Tests and results

5.5.1 Test assumptions

Several tests have been performed on the 95-bus network (already used in the pre-
vious chapters, but reported again in Fig. 5.3 ! for the sake of convenience) to
analyze the impact deriving from the inclusion of possible correlations in the DSSE
model. Tests refer to the equivalent single-phase model of the 95-bus network, in
order to make easier the evaluation of the correlation impact and to obtain a clearer
presentation of the results. However, as highlighted in previous sections, correla-
tions can arise also between electrical quantities belonging to different phases. In
particular, both PMU angle measurements and active power pseudo-measurements
can introduce a given degree of correlation among quantities related to different
phases. As pointed out in the analysis, the way to deal with these correlations is
exactly the same to be used for the correlations between quantities belonging to
the same phase. Thus, the same considerations and effects highlighted through the
single-phase model can be reasonably extended also to the three-phase scenario.

Tests have been performed by using a Monte Carlo approach with a number
of trials Nj;c = 50000. In the simulations, first of all, true reference operating
conditions are computed by means of a power flow calculation. Then, for each
Monte Carlo trial, measurements are extracted through the addition of random
errors to the reference values. It is important to underline that here, differently
from the tests performed in the other chapters, the generation of the random errors
has to duly consider, besides the assumed uncertainty for the considered quantities,
also the assumed correlations. The following assumptions have been used in all the
performed tests:

- pseudo-measurements are considered to be available on all the load and gen-
eration nodes of the network with an expanded uncertainty (three times the
standard deviation of a Gaussian distribution) equal to 50%;

- real-time measurements are assumed to be random variables with a standard
deviation equal to one third of their accuracy value.

' As for the numeration of the branches, each branch index is given by the node number of its
end node (the largest one), decreased by one.
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Figure 5.3: 95-bus test network

For each kind of correlation, several tests have been performed using different
measurement configurations. In the presented results, however, a reference measure-
ment configuration is used, which is composed of four measurement points at nodes
1, 11, 37 and 60. Each measurement point is assumed to have a device able to
measure the voltage at the node (the magnitude or the phasor depending on the use
of conventional meters or PMUs, respectively) and the flows in two of the branches
connected to the considered bus (the current magnitude or the active and reactive
power in case of traditional measurement devices or the current phasors in case of
PMUs). Table 5.1 shows the overall set of real-time measurements considered in the
reference measurement scenario. As for the assumed correlations, different assump-
tions are made depending on the specific test. Therefore, details on this aspect will
be provided separately for each test.

Once extracted, the measurements are provided as input to two different es-
timators. In the first one, the DSSE algorithm is designed with the traditional

Table 5.1: Measurement point positions

Nodes 1 11 37 60
Branches 1(1-2) 11 (11-12) 36 (37-36) 60 (60-61)
(Start-End node) | 3 (1-4) 28 (11-29) 40 (37-41) 76 (60-77)
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5. IMPACT OF CORRELATIONS ON DSSE

assumption of having independent measurements: thus, the covariance matrix of
the measurement errors, and the consequent weighting matrix, do not include the
correlations. In the second one, instead, correlations are duly considered in the co-
variance matrix of the measurement errors and, in this way, are introduced in the
DSSE model. Results provided by the two different estimators are finally compared
to assess the impact brought by the proper modeling of the correlations in the DSSE
model. To this purpose, the accuracy results of the different estimation algorithms
are evaluated by comparing the expanded uncertainties (with a coverage factor equal
to three) of voltage and current estimations. In some tests, if the results do not re-
quire a detailed plot of the estimations at each node or branch, an overall index for
the whole network is used, that is the mean of the expanded uncertainties (with
a coverage factor equal to three) through all the nodes or branches of the network
(depending on the considered quantity).

5.5.2 Impact of multifunction meter correlation

As shown in Section 5.2, the covariance terms and correlation factors arising in
the output measurements of a multifunction meter are strictly dependent on the
values of the measured quantities. Thus, it is not possible to simply define a specific
value of the correlation factor to be used in the simulations. The tests are hence
performed referring to the real behaviour of these meters. Starting from the true
values of voltage and current in the considered measurement point, the corresponding
measurements are extracted and then used to compute the resulting outputs of
voltage and active and reactive power. Accuracies equal to 1% and 5.8 - 1072 rad
have been assumed for the magnitude and angle measurements of both voltage and
current, respectively, thus considering a main error contribution coming from the
transducers. The procedure described in Section 5.2, based on the law of propagation
of the uncertainty, is then used for the computation of the covariance matrix of the
multifunction meter measurement errors. Finally, the corresponding weighting sub-
matrix to be included in the DSSE model is obtained through the inversion of the
above mentioned covariance matrix.

A first test has been performed considering the multifunction meters placed in the
measurement points indicated in Section 5.5.1. As previously claimed, correlation
factors arising in each multifunction meter can be highly variable, depending on the
size of the measured quantities. Table 5.2 shows, as an example, the correlation
factors among the measurement errors for the multifunction meter placed in node
1. Tt is possible to observe that correlation varies from low values (0.10 for the
correlation factor between the active power P in branch 3 and the reactive power
@)1 in branch 1) to quite high factors (0.71 for the correlation between voltage V;
and active power P).

Performed test shows that considering the presence of the correlations in the
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Table 5.2: Matrix of the correlation factors among the measurement errors of the
multifunction meter at node 1

Vi Py 1 P3 Q3
i 1.00 0.71 0.21 0.62 0.61
P 0.71 1.00 0.20 0.46 0.40
@1 |0.21 0.20 1.00 -0.10 0.38
P; | 0.62 0.46 -0.10 1.00 0.50
Q3 |0.61 0.40 0.38 0.50 1.00

DSSE model allows achieving better accuracy performance of the estimator. Table
5.3 shows the results of mean expanded uncertainty for both voltages and currents.
It is possible to observe that slight improvements are present for the estimations of
all the electrical quantities. However, a different impact is obtained for the different
quantities. In fact, for the voltage estimations, the benefits coming from the intro-
duction of the correlations in the DSSE model are basically spread among all the
nodes. Fig. 5.4 shows, as an example, the results obtained for the expanded uncer-
tainty of the voltage magnitude: it is clear that all the nodes exhibit an improved
estimation when considering the correlations in the estimator model. In the case
of the branch currents, instead, the effects brought by the correlation are mainly
local and focused on the branches close to the measurement points. As a conse-
quence, several branches are practically not affected by the considered correlation,
while other branches (close the multifunction meters) show a more evident impact
(as an example, in the considered scenario, the expanded uncertainty for the current
magnitude in branch 7 decreases from 42.8% to 40.9%).

Similar results have been obtained also considering different measurement place-
ments. In general, therefore, it is possible to say that proper consideration of the
multifunction meter correlation can be useful to slightly enhance the accuracy perfor-
mance of the DSSE. The impact of such correlations is usually not too large; however,

Table 5.3: Impact of multifunction meter correlation on the mean of the expanded
uncertainty of voltage and current estimations

Current Current Voltage Voltage
Model magnitude angle magnitude angle
[%] [crad| [%] [crad]
o cott 22.66 6.79 0.51 1.9-102
in weights
ith :
with corr 22.54 6.76 0.50 1.8-1072
in weights
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Figure 5.4: Expanded uncertainty of voltage magnitude estimation with multifunc-
tion meter correlation

all the electrical quantities can achieve some benefits from the correct consideration
of these correlations in the modeling of the measurement errors.

5.5.3 Impact of PMU correlation

In Section 5.3, it has been shown that possible correlations can arise among the
different angle measurements provided by a PMU, due to the presence of a common
component of error associated to the time synchronization. In the most general
cases, the resulting correlation factors are almost negligible because of the presence
of a larger uncertainty contribution brought by the transducers. However, if an
accurate compensation of the transducer errors is performed (it is worth noting that
a perfect compensation is actually not possible), then the correlation factors rise up
to more significant values.

In this subsection, taking into account the results found in Section 5.3, some
tests have been performed by considering a correlation factor p equal to 0.26 among
all the angle measurements provided by each PMU. The accuracies are assumed
equal to 0.7% and 0.7 crad for the magnitude and angle measurements, respec-
tively, in order to obtain a maximum TVE of 1% as prescribed by the standard of
synchrophasors [51] for the tests in steady-state conditions. The measurement place-
ment described in Section 5.5.1 has been adopted in the tests. Results show that,
in this scenario, proper consideration of the PMU correlation in the DSSE model
brings only very small enhancements on the accuracy performance of the estimator.
In fact, almost the same estimation uncertainties have been obtained both neglect-
ing and considering the correlations in the estimator. The same kind of results can
be obtained also considering different placements for the PMUs. The possible rea-
sons for such a very small impact can be both the low value of correlation and the

132



5.5. Tests and results

Table 5.4: Impact of PMU correlation on the mean of the expanded uncertainty
of voltage and current estimations

Current Current Voltage Voltage
Model magnitude angle magnitude angle
[%] [crad] [%] [crad|
1o eont 22.42 6.70 0.36 14102
in weights
with corr. 22.36 6.62 0.36 1.3-1072
in weights

simultaneous high accuracy of the PMU measurements. Indeed, in this situation,
the additional information associated to the measurement correlations can be not so
valuable to further improve the already good estimations determined by the highly
accurate PMU measurements.

To further investigate this aspect, additional tests have been carried out by
raising the correlation factors up to 0.9. Table 5.4 shows the consequent results
for the mean expanded uncertainty of both voltage and current estimations. It is
possible to note that, in this case, thanks to the presence of very large correlation
factors, some slight improvements on the estimation accuracy can be observed, in
particular for the currents. In fact, similarly to the case of multifunction meters, the
large correlation allows refining the estimation accuracy for the branches closest to
the measurement points. As an example, in this case, when PMU correlations are
duly considered, the uncertainty of the current magnitude estimation in branch 7
goes from 39.5% to 37.4%. Similar results and similar considerations can be achieved
also when considering different measurement configurations. In general, thus, it is
possible to say that the impact brought by the PMU measurement correlations in
realistic scenarios is usually limited; however, if additional sources of correlation
are present and the correlation factors rise up to larger values, then some more
significant enhancement can be achieved, in particular on the current estimations of
the branches closest to the measurement points.

5.5.4 Impact of pseudo-measurement correlation

As described in Section 5.4, two different types of correlation can be defined for the
pseudo-measurements. The first one is an inter-node correlation, that is a correlation
among the power consumptions (or generations) at different nodes. The second one
is an intra-node correlation, that is the correlation between the active and reactive
power injection at the same bus. In this section, tests have been performed to high-
light the possible effects coming from the proper consideration of these correlations

133



5. IMPACT OF CORRELATIONS ON DSSE

in the measurement model of the DSSE. At the beginning, several tests have been
performed by considering separately inter-node and intra-node correlations, in order
to point out the impact brought by each one of them. Then, the overall impact
deriving from the simultaneous presence of both the types of correlation has been
investigated.

Simulations have been carried out considering the presence of multifunction me-
ters, PMUs or voltage and current magnitude measurements in the monitored points
indicated in Table 5.1. To avoid the superimposition of the effects brought by the
real-time measurement correlations, both the multifunction meter and the PMU
measurements are assumed as decorrelated. In particular, accuracies of 1% and 3%
have been assumed for the voltage magnitude and the active and reactive power
measurements provided by the multifunction meters, respectively, while accuracies
of 0.7% and 0.7 crad have been assumed for the magnitude and angle measurements
provided by the PMUs. In case of voltage and current magnitude measurements,
instead, the assumed accuracy is 1% for both the measurements.

Inter-node correlation

The first test has been performed by taking into account a strong inter-node corre-
lation between the generation nodes (correlation factor equal to 0.9) and among the
active power consumptions at nodes 3, 21, 53 and 76 (correlation factor equal to 0.8).
Figures 5.5 and 5.6 show the results for the expanded uncertainty of the current mag-
nitude and angle estimations, respectively, when considering multifunction meters
in the measurement points. It is possible to observe that the inclusion of the correla-
tions in the weighting matrix of the DSSE model clearly leads to significant benefits
on the estimation results. In particular, assumed correlations prove to be useful for
enhancing the current estimation in the branches close to the correlated nodes. As
an example, in branches 19 and 20, which are adjacent to the correlated load in
node 21, the uncertainty of the current magnitude estimation decreases from 48.8%
to 28.8% when correlations are duly considered. In the same way, with a proper
measurement, error modeling, branch 27 is able to exploit the correlation between
the generators for reducing the estimation uncertainty of its current magnitude from
32.2% to 20.8%. Similar considerations also hold for the current angle estimations:
for instance, in branch 27, the estimation improvement is equal to almost 6 crad.
The particular choice of the measurement placement and of the correlated nodes
also highlights that the impact is not always the same in all the branches adjacent
to the correlated nodes. For example, it is worth noting that branches 1 and 2
(which connect the substation bus to the correlated node 3) do not exhibit any
enhancement on the estimation accuracy, despite the presence of the near correlated
bus. The reason in this case is due to the presence of a very close measurement
point (in substation): in this situation, the currents in branches 1 and 2 are already
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Figure 5.5: Expanded uncertainty of current magnitude estimation with inter-node
correlation in nodes 3, 21, 53 and 76
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Figure 5.6: Expanded uncertainty of current angle estimation with inter-node
correlation in nodes 3, 21, 53 and 76

accurately estimated (because of the power measurements in branch 1) and, thus,
the additional contribution brought by the load correlation does not further improve
the estimation accuracy. More in general, it is worth noting that the effects of the
considered correlations are mainly on the current estimations of the lateral branches.
Such estimations are generally characterized by very large relative uncertainties, but
usually refer to small size currents. For this reason (taking also into account the
impact of the current estimations on the resulting voltage profile, as described in
Chapter 4), the benefits on the voltage estimations are less evident and, in general,
are mainly focused on few nodes.

Very similar results have been obtained even when considering PMUs or voltage
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and current magnitude measurements in place of the multifunction meters. Thus,
obtained results are not dependent on the particular type of real-time measurements
deployed on the network. In general, this first test shows that inter-node correlations
can be particularly useful for enhancing the estimation accuracy of those currents
that cannot be accurately estimated due to the lack of a close measurement point.
This is a very important result for two reasons. From one hand, this implies that
the knowledge of the correlations is able to refine the poorly accurate information
included in the pseudo-measurements. On the other hand, the presence of large
effects in the unmonitored areas can be a significant benefit in the distribution
system scenario, since several areas can be totally unobserved due to the limited
deployment of measurement instruments.

Additional tests have been performed to confirm the results obtained in the
previous test. Following the assumptions used in [88], different groups of correlated
loads have been identified in order to simulate the presence of correlation among the
loads belonging to the same geographical area. In particular, four correlated zones
have been considered:

- zone A: loads included between nodes 12 and 27;

zone B: loads included between nodes 38 and 54;

zone C: loads included between nodes 62 and 76;

- zone D: loads included between nodes 81 and 94.

In each area, a correlation factor equal to 0.8 has been assumed among the active
power consumptions of the loads. Moreover, the correlation between the generation
nodes (with correlation factor equal to 0.9) has been always assumed to be present.

A series of tests has been carried out considering the presence of correlation in
only one of the aforementioned correlated areas. Fig. 5.7 shows, as an example, the
results obtained for the current magnitude estimation when considering the inter-
node correlation in zone A (in case of PMU measurement points). It is possible to
observe that, in the branches corresponding to the correlated area, a significant en-
hancement of the estimation results has been obtained by including the correlations
in the estimator model. In particular, estimations are significantly refined in all
the lateral branches, where the uncertainty has been reduced to values around 30%
(with respect to uncertainties very close to 50% when correlations are not taken into
account). Moreover, thanks to the correlation among all the loads of the area (and
the consequent enhancement of all the lateral branch current estimations), an evi-
dent impact has been found even for the branch currents of the feeder: for example,
in branch 21 the estimation uncertainty decreases from 2.8% to 1.9%. Similar con-
siderations also hold for the current angle estimations and for the cases of different
measurement instruments installed on the network.

The local impact of the correlations is confirmed also by the other simulations
performed with only one group of correlated loads. Fig. 5.8 shows, instead, the
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Figure 5.7: Expanded uncertainty of current magnitude estimation with inter-node
correlation in zone A
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Figure 5.8: Expanded uncertainty of current magnitude estimation with inter-node
correlation in all the zones

results obtained when the load correlations are assumed for all the aforementioned
zones. In this case, as it can be expected, the results combine the local impacts
brought by the correlations of each area. As a consequence, the improvement in the
current estimations can be seen for a larger number of branches. Basically, however,
the same considerations highlighted for the previous scenarios still hold.

Intra-node correlation

The following test aims at assessing the impact of the intra-node correlation. To
this purpose, a correlation factor equal to 0.8 has been assumed between the active
and the reactive power injection of each load. Results of this test show a different
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impact depending on the type of measurement devices used in the network. In fact,
the introduction of the intra-node correlations brings additional information about
the power factor of the loads. The main effects are hence on the current angle es-
timations and, as a consequence, this knowledge is particularly useful when other
information on the phase-angles is missing. As a confirmation, Figs. 5.9 and 5.10
show the different results obtained for the current angle estimations when consid-
ering voltage and current magnitude measurements, or when PMUs are used. It
is possible to observe that, in the first case, since both the voltage and current
measurements do not provide any kind of information about the phase-angles, the
inclusion of the intra-node correlation in the estimator model allows significantly
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Figure 5.9: Expanded uncertainty of current angle estimation with intra-node
correlation in case of voltage and current magnitude measurements
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Figure 5.10: Expanded uncertainty of current angle estimation with intra-node
correlation in case of PMU measurements
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enhancing the current angle estimations for several branches. In particular, it is
worth noting that the improvements are mainly concentrated on the branches close
to the measurement points: this demonstrates that the intra-node correlation allows
integrating the information coming from the measurement devices. Instead, when
PMU measurements are considered, since both voltage and current phasors already
have highly accurate information on the phase-angles, the additional contribution
brought by the intra-node correlation allows only slight improvements on the current
angle knowledge. In case of multifunction meters, basically the same considerations
made for the PMUs hold, since the simultaneous measurements of active and reac-
tive power allows achieving a good knowledge on the phase-angles of the electrical
quantities.

Inter-node and intra-node correlation

Another series of tests has been performed to evaluate the impact brought by the
simultaneous presence of both inter-node and intra-node correlation. In the pre-
sented test, inter-node correlations have been assumed among the loads of all the
previously identified areas (with a correlation factor equal to 0.8) and between the
generators in nodes 28 and 95 (with correlation factor equal to 0.9). Moreover, intra-
node correlation between the active and the reactive power injection of each load
(with correlation factor equal to 0.8) has been considered. It is worth recalling that
in this case, besides the assumed correlations, even indirect correlations arise (for
example between the active and the reactive power of different loads interested by
inter-node correlation), thus leading to a larger number of variable correlations. Test
results show a cumulative effect of the two kinds of correlation. As a consequence,
in the current magnitude estimations, the proper modeling of the correlations in
the DSSE basically leads to the same results highlighted in the inter-node correla-
tion tests (since the intra-node correlation has practically no impact on the current
magnitude estimations). Instead, in the case of current angle estimations, different
results can be observed, because of the different effects obtained by using different
measurement instruments. In Fig. 5.11, as an example, the results obtained when
considering voltage and current magnitude measurements are shown. It is possible
to note that, in this case, the overall impact obtained by properly considering the
correlations in the estimator model is quite large, since both the inter-node and
the intra-node correlation bring significant benefits to the estimation accuracy. As
additional consideration, it is also worth noting that, in such a scenario, the large
improvements achievable on the current estimations are also reflected on the voltage
estimations. Fig. 5.12 shows, for example, the uncertainty resulting for the voltage
magnitude estimation: it is possible to see that, in this case, proper consideration
of the input data correlations in the measurement model of the DSSE leads to clear
improvements for several nodes.
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As further analysis, additional tests have been carried out to assess the impact
of different levels of correlation. To this purpose, the assumptions considered in
the previous test have been assumed as reference and correlation factors have been
proportionally reduced with respect to the values used in that scenario. As it can be
expected, the enhancements deriving from the proper inclusion of the correlations
in the DSSE model are strongly related to the correlation factor values. Table
5.5 shows, as an example, the improvements achievable on the current magnitude
estimation of some branches when assuming different levels of correlation. Obviously,
increasing values of correlation factors lead to larger improvements. Moreover, it is
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also worth noting that the impact is nonlinear, even because of the presence of
spurious correlations. Thus, increasing values of correlation factors lead to more
and more important improvements on the accuracy of the estimation results.

Table 5.5: Impact of different levels of correlation

Expanded uncertainty improvement [%]
Branch 25 Branch 39 Branch 75

Correlation level

25% 1.7 5.7 5.1
50% 6.8 15.4 14.7
75% 16.2 294 28.0
100% 33.0 48.4 46.7

Effects of possible mismatch in correlation values

In this subsection, additional tests have been performed to analyze the impact of
a possible mismatch in the knowledge of the correlation factors. In fact, until now,
all the tests have been performed by considering the presence of a given correlation
among the pseudo-measurements and assessing the benefits coming from the proper
inclusion of such correlation in the DSSE model. In practical scenarios, however, the
exact knowledge of the correlation values is unrealistic. Thus, tests performed here
aim at assessing the impact brought by the inclusion of a non-perfectly matching
value of correlation in the measurement model of the estimator.

To this purpose, some tests have been carried out by considering: an inter-node
correlation (with correlation factor equal to 0.6) in all the four zones previously
defined for the inter-node correlation tests; an inter-node correlation (correlation
factor equal to 0.675) between the active power injected by the generators in nodes
28 and 95; an intra-node correlation (correlation factor equal to 0.6) between the
active and reactive powers of each load injection. Obviously, the indirect correlations
arising in this context have also to be taken into account. The choice of these
correlation values allows assessing the effects deriving from the consideration in the
DSSE model of both underestimated and overestimated correlations. Starting from
this reference scenario, in fact, tests have been performed using the above mentioned
correlations for the measurement extractions, but introducing in the estimator model
correlation factors ranging from 1/4 to 5/4 of the actual values. In this way, the
effect of possible errors in the knowledge of the correlations can be evaluated.

Test results clearly show that, even when considering a not perfectly matched
value of correlation factor in the DSSE, significant benefits on the estimation accu-
racy can be still achieved. As an example, Fig. 5.13 reports the results obtained for
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Figure 5.13: Expanded uncertainty of current magnitude and angle estimation in
branch 45 in presence of correlation mismatch

the current estimation in branch 45 when considering voltage and current magnitude
measurements in the network. It is possible to observe that, obviously, the largest
improvements are obtained considering a perfect knowledge of the correlation factor.
Nevertheless, even when the correlation factors introduced in the DSSE model are
significantly different from the actual ones, large enhancement on the estimation ac-
curacy can be still obtained. For example, in this case, the uncertainty of the current
magnitude estimation decreases from more than 40% to around 25% by considering
the proper correlation factors. However, also when the correlations considered in
the DSSE are halved, the current magnitude uncertainty can be still reduced to a
value lower than 28%. Similar considerations hold also for the current angle estima-
tions and for the results found in the other branches of the network. Such results
have been also confirmed by considering different measurement configurations (with
different meter placement) in the network. Thus, it is possible to conclude that a
proper inclusion of pseudo-measurement correlations in the model allows enhancing
the accuracy of the DSSE results and can provide important benefits even when
correlation values are not perfectly known.

5.6 Final discussion

This Chapter shows the importance of a proper measurement modeling for achieving
an enhanced estimation of the electrical quantities of the network. In particular,
the possible correlations existing among the measurements provided as input to the
DSSE algorithm can represent an important, additional source of information when
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only a limited number of measurement instruments is available on the field. The
developed analysis shows that, differently from the common assumptions used in
SE, correlations can exist among the real-time measurements provided by the same
device. Moreover, in the distribution system scenario, additional correlations are
highly possible among the pseudo-measurements. For instance, loads with similar
behaviour or generation plants based on renewable energy sources are likely to have
a strong correlation in their power injections.

Performed tests show that the proper consideration of these correlations in the
modeling of the measurement errors allows improving the accuracy of the DSSE
results. However, a different impact is obtained when considering the correlation
of real-time measurements and pseudo-measurements. In the first case, correla-
tions arising both in multifunction meters and in PMUs, if suitably considered in
the DSSE model, can provide some advantages, above all in the estimation of the
branch currents closest to the considered measurements. However, these advantages
are usually not very strong. As a consequence, the possible use of these correlations
should be carefully assessed, even considering that their use implies an increase of
the computational burden, with the consequent effects on the estimator efficiency.
In case of pseudo-measurements, instead, the benefits provided by the proper imple-
mentation of the correlations in the measurement model of the DSSE are significant.
In particular, large improvements can be achieved for all the branch currents close
to the correlated nodes. Consequently, such correlation, when present, is a valuable
information that should be duly exploited, since it allows improving the knowledge
about the pseudo-measurements and, in this way, it leads to enhanced estimations
even in those unmonitored areas of the network that cannot rely on any close mea-
surement device.

In a realistic environment, the pseudo-measurement correlations could be ob-
tained from historical data, from the knowledge on the loads or generators behaviour,
or also from the results of the run-time estimations. As a consequence, it is important
to note that the correlation degrees are, in general, not perfectly known. Neverthe-
less, performed tests show that, even if the assumed correlations do not perfectly
match the actual ones, their introduction in the DSSE model still allows obtaining
significant advantages. Such a result proves that benefits related to the use of the
pseudo-measurement, correlations can be achieved also in practical scenarios.
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Chapter 6

Multi-area DSSE

6.1 Multi-area state estimation

One of the most important issues in distribution systems is the size of these net-
works. As already described in Chapter 1, the high number of nodes, together with
the need to consider the three-phase model of the grid, significantly affects the es-
timator efficiency, leading to long computation times for the solution of the DSSE
problem. This aspect is particularly critical, above all considering that actual distri-
bution grids need to deal with an increasing penetration of renewable sources, which
are highly intermittent and characterized by a quickly variable behaviour. In this
context, in fact, the real-time management and control of the network (and thus
also the execution of the DSSE) should be performed with high reporting rates, in
order to make the detection of fast dynamics affecting the network possible. Thus
the development of an efficient and fast DSSE is essential. Moreover, additional is-
sues can also arise, as for the communication system or for the storage requirements,
because of the large amount of data to be managed.

A possible way to tackle this problem can be the employment of scalable solutions
by means of a multi-area partition of the network. It is worth noting that multi-area
techniques have been also proposed to enable wide-area management and control in
transmission systems. However, the objectives pursued at the transmission and
distribution side are different. In transmission systems, the goal is basically to ag-
gregate state estimations performed on different sub-networks, usually managed by
different Transmission System Operators, in order to have integrated data on a wide
area. In distribution systems, instead, the aim is to decompose the DSSE problem
in order to have smaller systems to be handled. In this way, storage and communi-
cation requirements could be distributed in the system and the DSSE process can
be performed on smaller networks, allowing the reduction of the overall execution
times. It is also worth highlighting that distribution systems include grids operated
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at different voltage levels: then, a multi-area solution can be useful also to handle,
separately, networks with different technical features.

Despite the large number of works dealing with the Multi-Area State Estimation
(MASE) issue in transmission systems, the possibility to employ a similar solution
also at the distribution level has not been deeply investigated so far. Several issues
prevent an easy implementation of the multi-area approach in distribution systems.
The main problem is given by the limited number of measurement instruments in-
stalled on the field. As an example, the possibility to split the grid in reduced areas
can be strictly conditioned by the availability of measurements allowing the observ-
ability, or a minimum redundancy, for each sub-network. Thus, the design of the
multi-area partition has to duly consider the configuration of the actual measure-
ment system, or, in a perspective of measurement system upgrade, the choice of the
meter placement. Another severe issue is that, because of the low number of real
measurements, an important deterioration of the DSSE accuracy performance can
arise by using multi-area approaches. To this purpose, suitable procedures could be
used to integrate the results of the local estimations in order to increase the overall
accuracy of the DSSE. Several solutions have been proposed, for the same purposes,
for transmission systems. Thus, some of these methods could be adapted for being
used in a distribution scenario, or, alternatively, techniques specifically designed for
the distribution systems should be conceived. From this point of view, it is impor-
tant to underline that different solutions could provide different effects both on the
resulting accuracy performance and on the communication requirements. Both these
aspects should be duly taken account for the development of a multi-area approach
well suited to the distribution systems.

In general, for the proper design of a multi-area scheme, it is clear that a reason-
able trade-off among the contrasting features of accuracy, efficiency, and communica-
tion and storage requirements has to be found. In the next subsection, some different
ways to approach the MASE problem are shown in order to highlight strengths and
weaknesses of each method. Then, in the following, a proposal specifically conceived
for the distribution networks, taking into account the peculiarities of these systems,
is presented and tested.

6.2 Multi-area approaches

Several MASE approaches are available in the literature, usually conceived for the
transmission system scenario. The different proposals can be classified according
to several criteria, like, for example: the level of area overlapping, the timing of
the estimation processes, the used computing architecture or the adopted solution
methodology [99]. The knowledge of pros and cons of the alternative solutions
within each category can be useful to identify the types of approach more suited to
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the features and requirements of the distribution networks.

6.2.1 Level of area overlapping

The possible approaches to the MASE problem can be discerned depending on the
way in which the network is partitioned. The typologies of multi-area partition can
be basically classified in three main groups: no overlapping, minimum overlapping
and extended overlapping. Fig. 6.1 shows a schematic overview of the different
criteria.

a) No overlapping b) Minimum overlapping ¢) Extended overlapping

Figure 6.1: Main types of multi-area partition

The partition without any overlapping implies a decomposition of the network
where no buses are shared between different areas. In this case each node belongs
to only one sub-network and the size of each area is minimized. In transmission
systems, since the state vector of the conventional estimators is usually composed of
the voltages at the nodes, such a solution leads to independent local estimations for
the different sub-networks. The refinement of the SE accuracy of each area is usually
obtained by including the border information of the neighboring areas (the voltage
estimations at the border nodes and/or the powers at the branches connecting the
considered area to the adjacent ones) in specifically designed integration procedures.
As an example, in [100], independent local estimations are performed at the first
step of the MASE algorithm. Then, the voltage estimations at the border buses and
the power measurements at the tie-lines connecting the different areas are included
in a second step to obtain consistent results among the areas. In [101], instead,
information related to the border buses is considered at each iteration of the MASE
process in order to improve the accuracy of the estimation results. Other MASE ap-
proaches using a multi-area partition with no overlapping can be found, for example,
in [102,103].

In the solution with minimum overlapping, instead, one node is shared between
adjacent areas. This allows also sharing some measurements between the local SEs
of adjoining areas. Moreover, such partition leads to the presence of more voltage
estimations, brought by the overlapped sub-networks, on the common buses. The
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different voltage estimations on the shared nodes can be duly exploited to refine
the SE results. For example, in [104], the MASE problem is tackled through an
optimization technique, where the different voltage estimations on the shared node
(given by adjacent areas) are handled by means of an equality constraint. For the
solution of the optimization problem, each local SE updates the information about
the shared node voltage estimation coming from the adjacent areas at each iteration
of the estimation process. Similarly, in [105], the local SEs involve the voltage state
of a shared bus; even in this case, the information about this voltage estimation is
exchanged between the neighboring areas at each iteration of the MASE process in
order to achieve consistent and enhanced results.

In a multi-area decomposition with extended overlapping, more nodes are shared
between different areas. In this case, hence, the amount of measurements and
node voltage estimations shared between different areas is larger than the previ-
ous schemes. This option can provide some benefits for the integration of the local
SE results, but also implies a larger size for the sub-networks, with a possible impact
on the MASE efficiency (in terms of overall execution times). Examples of MASE
approaches relying on extended overlapping partitions can be found in [106, 107].
In [107], for instance, the partition is performed detecting independent areas sepa-
rated by connecting tie-lines; however, each local SE includes in its state vector also
the voltage variables of all the border nodes belonging to the adjoining areas.

In distribution systems, as aforementioned, it is important to remark that the
choice of the network partition is significantly affected by the available configuration
of the measurement system. In particular, due to the low number of measurement
devices deployed on the field, it is essential to pay due attention to possible observ-
ability problems and to the achievement of minimum redundancy levels depending
on the desired targets of robustness for the MASE.

6.2.2 Timing of the estimation processes

The timing used for the execution of the local SE in each area of the network is
an essential element characterizing the MASE approaches. In transmission systems,
usually, all the proposals refer to a parallel running of the local estimations. However,
in general, as indicated also in [108], two different options are possible: in series or
in parallel estimation of the areas. Fig. 6.2 shows a schematic overview of the two
possible alternatives.

In the series implementation of the MASE, local SEs are performed sequentially
and each area exploits the estimation results provided by the neighboring upstream
areas. It is worth noting that such a solution could be particularly interesting in
the distribution system scenario, because it could allow a more flexible partition
of the network with the possibility to create areas that become observable thanks
to the information provided by the upstream areas. Additional benefits concern
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Figure 6.2: In series and in parallel Multi-Area State Estimation

the storage requirements (each area has to consider only its own data plus possible
information about the border nodes and the connecting lines of the adjoining areas)
and the communication costs (which are quite low, since the communication between
adjacent areas can be limited to the only final estimation results of the border
quantities). The major drawback of such approach, instead, is on the efficiency. In
fact, the sequential run of the local estimations leads to long execution times; in
any case, it is worth underlining that the sequential execution of the SE in smaller
networks allows saving computation time with respect to the estimation process
carried out on the whole network.

In case of parallel estimation of the areas, the local SEs are performed simultane-
ously in all the sub-networks. The main benefit provided by this approach is clearly
on the execution times, which can be significantly lowered thanks to the parallel
running of the local SEs. In order to enhance the estimation results provided by the
area SEs, suitable procedures of integration of the local estimation results are usu-
ally employed. The communication costs, the storage requirements and the accuracy
results of the final estimation are strictly dependent on the particular methodology
used for this integration procedure. It is also important to underline that, in general,
parallel execution of the local SEs requires the observability of all the areas. As a
consequence, such solution is possible only if it is supported by the presence of a
suitable measurement infrastructure.

In practical cases, obviously, hybrid solutions can be also designed. In fact, it is
possible to conceive schemes where the local SEs are performed in parallel only in
some areas, while other zones are enabled to run the SE only after the acquisition
of the estimation results from the upstream sub-networks.
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6.2.3 Computing architecture

A very important feature for the multi-area approaches is the type of computing
architecture used to perform the MASE. Possible options can be classified in two
main categories: centralized architecture (in the literature, often referred also to as
hierarchical) and decentralized architecture. Fig. 6.3 shows a simple scheme of the
two options together with the indication of the main features for each one.

= Coordination of local units
* Network monitoring and
supervision

« Storage network data
* Collection meas. data

* Runninglocal SEs
* Management and control

* Storage local networks
* Collection local meas.
* Running local SEs

BOUNDARY
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* Local control ESTIMATION ESTIMATION

REAL-TIME DATA DATA
MEASUREMENTS REAL-TIME MEASUREMENTS

CENTRALIZED ARCHITECTURE DECENTRALIZED ARCHITECTURE

Figure 6.3: Centralized and decentralized architecture

A hierarchical solution is characterized by the presence of a control center gath-
ering all the data and performing all the main functions. In this architecture, each
area communicates only with the central unit. This unit, in addition to the col-
lection of the real-time measurements coming from the different areas, has also to
handle the pseudo-measurements for the whole grid and to store the network data
of all the sub-networks. As a consequence, high communication costs and storage
requirements can derive from this solution. At the same time, the execution and
coordination of the different area SEs in a single computing center can facilitate
the implementation of advanced MASE techniques, with consequent benefits for the
accuracy of the estimation results. Moreover, the concentration of all the data in a
central station can provide additional advantages in terms of a more straightforward
management and control of the network.

In a decentralized architecture, instead, the computing centers are distributed
over the network. Each area has a dedicated unit, which is responsible for the exe-
cution of the local SE and for the communication with the neighboring areas of the
data needed for the refinement of the local estimation results. In this scheme, each
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area handles its own real-time measurements, pseudo-measurements and network
data. This allows a reduction of the communication and storage requirements in
each computing node, but at the cost of having a dedicated center in each area and
with possible limitations for the design of the MASE technique. Management and
control function can be implemented either on a central computing center or locally
in the sub-network units. In the last case, a central master could exist in any case,
but with functions that can be limited to the coordination and supervision of the
local units and to the monitoring of the network operation.

It is worth noting that, even in this case, hybrid solutions, combining some
of the benefits of both the centralized and decentralized approaches, can be also
conceived. As an example, the architecture could be designed to have a hierarchical
configuration for the management of the MASE process but with computing nodes
distributed over the network. In this case, each node handles the measurements
and pseudo-measurements of its area and performs the local SE. Then, the sub-
network SE results are sent to a central master that operates the additional steps of
refinement of the estimation. In such scheme, the advantages are in the distribution
of the processing tasks and in the reduction of the data to be communicated to the
central station (for example, the acquisition of the measurements from the field is
performed locally by the sub-network units).

In transmission systems, most of the proposals refer to a hierarchical design
of the MASE [100, 102, 107]; in some cases, the approach is explicitly conceived
to allow a distributed architecture [103,105]. Some decentralized schemes have
been also proposed in [101,104] to distribute the processing, communication and
storage requirements. In the distribution system scenario, given the large amount of
data to be managed, a decentralized solution can provide important benefits for the
communication and storage requirements. At the same time, centralized solutions
allow larger flexibility for the design of the MASE technique and this can be crucial
to limit the deterioration of the estimation accuracy brought by the low number of
available measurement devices. As a result, the choice of the architecture has to
achieve a proper trade-off among these different requirements.

6.2.4 Solution methodology

The MASE issue can be tackled by using a large variety of mathematical techniques.
The aspect common to all the possible approaches is the need to coordinate the
estimations of the different areas in order to improve the accuracy of the final re-
sults. Regardless of the details of the different techniques, two main categories can
be distinguished depending on the coordination level used in the MASE process:
MASE algorithms with integration of the results at the SE level, and algorithms
with coordination at the iteration level. In the first case, the algorithms are usually
composed of two steps: in the first one, SE is performed in each area; in the second
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one, the estimations provided by the local areas are integrated in order to refine the
results. In the second category, instead, the MASE algorithms are designed to have
an exchange of data between adjoining zones (generally about the estimations of the
border quantities) at each iteration of the estimation process. Thus, the local esti-
mators have to include in their model the information coming from the neighboring
areas and have to update it at each iteration of the MASE.

The two approaches have significantly different features in terms of accuracy,
efficiency and communication costs. The most evident impact is on the communica-
tion requirements. In fact, it is clear that the MASE algorithms with coordination
at the iteration level imply high communication costs, since the exchange of data
is required many times during a single estimation. Moreover, a good level of syn-
chronization is also needed (between the iterations in the different sub-network SEs)
in order to efficiently perform the estimation process. Despite these strict require-
ments on communication and synchronization, the algorithms with coordination at
the iteration level can provide very good performance from an accuracy point of
view. In several cases, the mathematical model provided in these algorithms allows
the achievement of an optimum solution, i.e. an estimation solution equal to the
results obtainable by performing the SE on the whole network. In general, however,
a large number of iterations of the MASE algorithm can be needed to achieve such
result, with the obvious consequences on the overall execution times. As for the
two-step MASE approaches, instead, the opposite considerations can be made. In
fact, these techniques generally provide only sub-optimal solutions (with a conse-
quent deterioration of the accuracy performance with respect to the case of SE on
the whole network), but also demand low communication costs and allow achieving
largely reduced execution times.

Even in this case, the choice of the best algorithm should be carefully assessed,
also by taking into account the features of the grid to be monitored, the computing
architecture to be used and the specific targets to be satisfied.

6.3 Multi-area proposal for DSSE

In the literature, only few works deal with the problem of the Multi-Area Distribu-
tion System State Estimation (MA-DSSE). In [108], a hierarchical two-step estima-
tor has been proposed, where a central coordinator refines the local estimations to
achieve the overall voltage profile of the network. In [109], instead, the MA-DSSE
problem is tackled by means of a differential evolution algorithm having distributed
local estimators coordinated at the iteration level. Here, in the following, a decen-
tralized MA-DSSE approach, based on a two-step procedure and designed to have
accurate estimations, low communication costs and distributed storage requirements,
is presented.
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The first issue in the development of the multi-area scheme is, obviously, the
definition of the different network areas. As already mentioned in the previous
sections, in distribution systems the partition of the grid has to be duly coordinated
with the available measurement system, in order to avoid possible observability
problems in the created areas. Assuming a distribution network with measurements
only in the main substation, and designing the multi-area scheme in parallel with
the upgrade of the measurement infrastructure of the grid, the proposed solution is
based on the following assumptions.

- The decomposition into areas can be addressed by both topological and geo-
graphical criteria; however, when possible, the partition should be performed
so to create areas having a similar number of nodes.

- Adjacent areas are overlapped and share one node (minimum overlapping);
this node has to be monitored with a suitable measurement point and can be
shared by more than two areas.

- Each measurement point has to monitor all the electrical quantities available
in the bus; thus, it has to include the voltage measurement at the node and
as many flow measurements (powers or currents) as the branches converging
to the node.

The solution here proposed, schematically depicted in Fig. 6.4, provides several
advantages. The creation, when possible, of zones with a similar number of nodes
aims at avoiding the presence of areas acting as bottlenecks for the execution times
and is thus conceived to maximize the efficiency of the MA-DSSE. The choice of
the minimum overlapping and the placement of a measurement point in the shared
node is instead thought to ensure the observability for each area. In fact, if the
pseudo-measurements of the power injections for all the load and generation nodes
are available, then the presence of these measurement points guarantees the observ-
ability in all the areas. Moreover, the presence of at least one measurement point in
each zone is crucial also for the robustness to possible communication failures. In
fact, also in case of communication problems, each area can achieve the estimation

m flow measurement
A voltage measurement

Figure 6.4: Scheme of the multi-area partition of the network
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of its own operating conditions (even if with a lower accuracy) and it can enable
possible management and control tools. It is important also to note that each over-
lapped node could be shared by more than two areas: in this way, the number
of created areas can be maximized, keeping low, at the same time, the number of
measurement points to be installed (in a perspective of strict economic constraints
for the network upgrade). The full monitoring of all the electrical quantities asso-
ciated to the overlapped node, instead, allows exploiting the measurements on the
branches connected to the shared node, but not belonging to the area of interest,
as equivalent injections for the considered area. This leads to a higher redundancy
in the measurement of the flows incoming or outgoing from each area. Finally, in
case of traditional measurements (in this case, each area has its own slack bus angle
reference), the phase-angles of the different zones can be sequentially shifted, by us-
ing the difference in the voltage angle estimation on the overlapped node, to obtain
consistent phase-angle information for the whole network. In this way, an overall
picture of the operating conditions of the entire grid can be obtained.

The proposed MA-DSSE approach is based on a two-step estimation procedure.
In the first step, all the measurements internal to the considered area are exploited
to perform a local DSSE. As anticipated, the flow measurements on the branches
converging to the overlapped nodes of the area, which are external to the area itself,
are lumped all together and introduced in the local DSSE as equivalent injection for
the node. The local estimations can be performed in parallel among the different
areas of the network, and in a totally independent way. Their results are then used
as input for the second step. Besides the estimated values, each area has to provide
to the second step also the corresponding variances associated to the estimations.
In the algorithm used here, local estimations are carried out by means of the BC-
DSSE algorithm presented in Chapter 1; the needed estimation variances can be
thus obtained through the inversion of the GGain matrix used in the last iteration of
the WLS process. However, it is worth noting that other WLS estimators based on
different state variables can be also used (the estimation variances can be always
obtained by inverting the corresponding Gain matrix).

The design of the second step plays a key role for the final accuracy of the estima-
tion results. In [110], a study of possible alternative solutions, with different levels
of complexity and computational burden, has been presented. The analysis empha-
sizes that different accuracy results can be obtained depending on the goodness of
the adopted method. In the proposal here presented, the second step is performed
through a new BC-DSSE in each sub-network, which uses the estimation results of
the first step as input measurements. In particular, for each area i, defining as I';
the set of the adjoining areas, the following equivalent measurements are used:

- the output X; of the first step estimation in area i;

- for each area j belonging to I';, its voltage estimation on the shared node
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between areas 7 and j;

- for each overlapped node of the area 4, the current estimations in the branches
of the neighboring areas converging to such node are lumped up to a single
equivalent current injection on the common bus.

For the proper implementation of the second step, due attention must be paid to
the phase-angles of the estimated quantities coming from the neighboring areas. In
particular, if the measurement system is composed of traditional measurements, it is
necessary to consider that each sub-network has its own angle reference. In this case,
as for the voltage estimations provided by the adjacent areas, only their magnitude
is taken into account. Instead, as for the equivalent current injections, a realignment
of each branch current involved in the computation of the injection has to be done
exploiting the mismatch (between the considered area i and the adjoining area j)
of the voltage angle estimation on the shared node. In case of measurement system
composed of PMUs, instead, since the phase-angles of all the sub-networks have the
same reference given by the UTC time, no phase-angle realignment is needed for
the currents. Moreover, the complex voltage estimations coming from the adjacent
areas can be included in rectangular coordinates and they can contribute, in this
way, to the refinement of the final phase-angle estimations.

Starting from this set of inputs, the second step is thus implemented by applying,
in each area ¢, the BC-DSSE to the following equivalent measurement model:

el )

where yona is the vector of the equivalent measurements used in the second step;
x; and Xx; are the state vector of the considered area ¢ and its estimation, respec-
tively; fcf is the set of the equivalent measurements resulting from the estimated
border quantities in the neighboring areas j; f;(x;) is the vector of the measurement
functions linking the equivalent measurements from areas j to the state variables
of area i; €; and n; are, respectively, the error vectors associated to the first step
estimations coming from area ¢ and to the equivalent input measurements provided
by the adjoining area j. Similarly to the first step, these errors can be modeled
through a covariance matrix 3, and its inverse should be considered as weighting
matrix for the second step.

The results arising from this second DSSE are the final estimations for each sub-
network. Since the communication required to perform this second step is limited to
the exchange, among the adjacent areas, of the border quantity estimations, this MA-
DSSE technique can be easily implemented in a decentralized way. Therefore, in the
designed architecture, each area has a mini-control center where the local estimations
are carried out; such computing nodes work in parallel and communicate only with
the intelligent nodes of the neighboring zones. This allows distributing the storage
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requirements (for example, the sub-network data can be stored in the computing
center of the associated area) and minimizing the communication requirements (each
area collects its own measurements and communicates only with the intelligent nodes
of the adjoining zones to exchange few border quantity estimations).

6.4 Data correlation in the proposed multi-area ap-
proach

The proposed multi-area approach is based on the execution of DSSEs relying on
WLS algorithms. As a consequence, coherently with the discussions made in the
previous chapters of this thesis, due attention has to be paid to the modeling of the
measurements used as input to the estimator, in order to achieve estimation results
as accurate as possible. Since the first step estimations are obtained by means of
a normal DSSE, based on the real-time measurements and pseudo-measurements
available for the considered sub-network, all the aspects highlighted in the previous
chapters about the proper modeling of these measurements still hold. For this
reason, the focus of this Section is on the modeling of the equivalent measurements
used as input for the DSSE of the second step. In particular, it is important to
note that, because of the chosen multi-area partition with overlapped nodes and
the presence of measurement points shared by different sub-networks, correlations
can arise between the estimation results obtained in adjacent sub-networks [111].
Thus, in the following of this Section, the analysis of the correlations among the
states estimated by adjoining areas during the first step is presented, and the way
to properly consider it into the measurement model of the second step DSSE is
shown.

6.4.1 Covariance among the state estimations of adjoining
areas

Since the correlations among the estimated states of adjoining areas arise because of
the presence of shared measurements, to formalize this correlation it is necessary to
highlight the relationship between final estimation and starting measurements. Con-
sidering only the last iteration n of the DSSE algorithm and linearized measurement
functions, the solution of the normal equations used in the WLS process yields:

A%, = G 'H:W(y — h(x,_1)) (6.2)

where Ax,, is the updating state vector x at iteration n, G,, = HZWHN is the Gain
matrix, H,, is the Jacobian of the measurement functions, W is the weighting matrix,
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y is the set of available measurements and h(x,_;) is the vetor of the measurement
functions computed through the state vector estimated at the previous iteration.
Grouping the terms in (6.2), it is possible to write:

A%, =B Ay (6.3)

where B = (HYWH) 'HTW is the pseudoinverse matrix linking the update of the
estimated state X to the measurement residuals Ay.

Considering the link between estimations and measurements expressed in (6.3),
it is possible to analyze the correlation arising in the estimations of two areas sharing
some measurements. To this purpose, let us consider two generic areas A and B,
characterized by N; state variables and M; measurements, (with i = [A, B]), and
with a consequent [N; x 1] state vector x; and an [M; x 1] measurement vector y;.
Hence, each area has an [M; x N;] Jacobian matrix H; and an [M; x M;] weighting
matrix W;.

If the measurements shared between areas A and B are Mg, then the overall
number of measurements available in the two areas is: M = My + Mg — Myp.
Considering areas A and B together, it is possible to create an [M x 1] measurement
vector yror and an [M x M| weighting matrix Wror including all the available
measurements. The measurement vector yror can be written as:

yaa
yror = |YAB (6.4)
YBB

where y 44 and ypp are the sub-vectors of the measurements belonging only to area
A or B, respectively, while y 45 is the vector of the measurements shared between
the two sub-networks. Coherently with the construction of the measurement vector
yvror, the weighting matrix Wpor can be expressed as follows:

Wis O 0
Wror=| 0 Wuz 0 (6.5)
0 0 Wsgp

where W 44, W 45, and W g are the diagonal sub-matrices composed of the weights
associated to the Ma4, Map, and Mpp measurements (considered as uncorrelated),
respectively.

For each area, it is also possible to build an expanded Jacobian matrix H;,,
involving the relationship among the vector yror of all the measurements of the
network and the state of the considered area: for the measurements not belonging
to the area itself, the corresponding rows of the Jacobian will have null elements
and thus it is:
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H,4 0
HATOT = |: 0 :| ’ HBTOT = |:HB:| (66)
Considering the null elements of the expanded Jacobians H;, ., it is possible to
verify that the following relationship holds:
G;=H/WH,; =H] WrorH;,, (6.7)

Considering (6.7), it is possible to write a matrix B that links the estimates

of the area ¢ to the vector yror, which is:

iroT

Bi,or = G 'H. _ Wror (6.8)

tToT

Since, as known, the inverse of the Gain matrix is the covariance matrix of the
estimated states, (6.8) can be rewritten as:

Biror = M, Wror (6.9)

where ¥; is the covariance matrix of the estimates of area 1.

Considering the structure shown in (6.5) for the overall weighting matrix and in
(6.6) for the Jacobian matrices, the matrix B can be decomposed in the following
way for the two areas A and B:

iroT

Bu,or = [Ba 0], Bg,,, = [0 Bg] (6.10)
where B4 and Bp are, respectively:
B, =3,H\W,, Bg=XzH;Wp (6.11)

Considering the relationship shown in (6.3), and applying the law of propagation
of the uncertainty, the covariance between the state variables estimated in areas A
and B can be written as follows:

BT

Bror

Ef{AJA‘B = P’ATOT2 (6'12)

Yror

where 3y, is the covariance matrix of all the measurement errors. Considering
that the weighting matrix is chosen as the inverse of the measurement error covari-
ance matrix, (6.12) becomes:

Ef(A,ch = BATOTW;(l)TBgTOT (6'13)
Considering (6.10) for the matrices B, equation (6.13) becomes:
Y25 = [Ba 0] Wi, [0 BB]T (6.14)
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and, taking into account (6.11), it results:

Sass = [SAHIW, 0] Wib, [0 SzHEW,]' (6.15)

XA,XB

Since the weighting and covariance matrices are symmetric, it is possible to
rewrite (6.15) as follows:

_ 0
2}‘(14,5(3 = [EAHEWA O} TéT |:WBHBEB:| (6'16)

In the Jacobians of the areas A and B indicated in (6.16), it is possible to separate
the contributions of the measurements belonging only the considered area from those
coming from the shared measurements as follows:

_ |Haa _ |Hpa
=[]y [ orn

and, thus, it is possible to rewrite (6.16) as follows:

Sesp = [ZaHLWaa TAHI;Wap 0] x
1

Waa 0 0 | 0 (6.18)
x| 0 Wi O X |WapHpaXp
0 0 WBB WBBHBBEB

Finally, performing the matrix multiplication in (6.18), it is possible to obtain
the following expression for the covariance matrix:

) =X H ;WapHp Y5 (6.19)

Xa,XB

6.4.2 Covariance between the voltage estimation of adjoining
areas

The relationship expressed in (6.19) provides the covariances existing between each
state variable of area A and area B. As shown in Chapter 4, the impact of the
measurements on the final estimation results is different depending on their typology.
In particular, it has been shown that voltage measurements have a global effect on
the accuracy of the voltage magnitude profile of the network, while the currents
usually have only a local impact that is highly dependent on the size of the measured
current. For this reason, in the case of interest, the attention can be focused on the
covariance brought by the shared voltage measurement placed at the overlapped
node on the voltages to be exchanged by the two different areas.

As shown in Chapter 1, the state vector in the BC-DSSE model is composed
by the currents of all the branches and the voltage in the slack bus. Referring, for
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the moment, to the case of only traditional measurements available on the field,
the voltage magnitude of the slack bus has to be considered in the state vector.
Since the uncertainty obtained in the estimation process is not dependent on the
particular choice of the slack bus of the area, then, without any loss of generality,
the overlapped node can be considered as slack bus for both the areas A and B.
Assuming, as made in Chapter 1, that the slack bus voltage magnitude is the first
element of the state vectors x4 and xp, the analysis can be consequently reduced
to the computation of the element (1,1) of the covariance matrix 3z, z,. It is
possible to observe that this calculation involves only the first row of 34 and the
first column of ¥ in (6.19). Furthermore, since the only shared measurement is
the voltage magnitude at the overlapped node (indicated in the following as V), it
is:

Wyup = PR (6.20)

where ‘7‘2/3 is the variance associated to the voltage magnitude measurement at the
shared node, and wy, is the corresponding weight considered in the weighting matrix.
As for the Jacobian matrix, the derivative of the measurement function associated
to the voltage V; with respect to the elements of the state vectors x4 and xp yields:

H,z =Hpa = [1,0, ..., 0] (6.21)

As a result, it is possible to find that the only contribution to the sought covari-
ance between the first step estimation of the slack bus voltages in areas A and B is
given by:

2 2
Yxazp(11) =0y wyop (6.22)

where 0\275A and 0‘2753 are the resulting variances in the estimation of the slack bus
voltage provided by areas A and B.

Equation (6.22) shows that the covariance between the voltages to be included
in the second step of the multi-area estimation process can be computed without the
communication of additional data by the adjoining area (the only needed information
is the variance of the voltage estimation in the overlapped node, which has to be
communicated in any case). Such covariance term can be included in the matrix of
the measurement errors used in the second estimation step to calculate the weighting
matrix to be adopted in the second BC-DSSE run.

When PMUs are used in place of the conventional measurements, the approach
to compute the arising covariances is similar to the previous case, but it has to
take into account the presence of two shared measurements (both the real and the
imaginary part of the voltage at the overlapped node, which are indicated in the
following as v% and v?, respectively) and the different formulation of the state vectors
x4 and xp (the slack bus voltage is, in this case, included in rectangular coordinates
within the state vector).
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In this case, the elements of interest in the covariance matrix ¥z, z,, are those
included in the sub-matrix (h,k), with A = 1,2 and k& = 1,2: such sub-matrix
includes the covariance terms associated to all the possible combinations among the
rectangular components of the voltage slack bus estimations of area A and the same
estimations provided by area B.

As for the weighting matrix W 45, since the PMUs provide the voltage phasor
measurements in polar coordinates, but these measurements are included in rectan-
gular coordinates in the BC-DSSE model, a full weighting matrix has to be consid-
ered for including the correlations arising between real and imaginary components
of the measured voltage (see Section 1.7.3 in Chapter 1 for the details). Thus, it is:

Wyr Wyr oy

Wyup = vs Vs 6.23

w [wvgvz Wz ] (6:23)

Instead, as for the Jacobian matrices H g and Hp4, the two rows related to the

derivatives of the measurements v} and v¥ with respect to the variables of the state

vector (considering the state vector built as indicated in Chapter 1 for the case of
PMU measurements) are:

1,0,....0
Hip=Hpa = {O 1 O} (6.24)

Referring to this structure of the Jacobian matrices, and considering the matrix
multiplications involved in equation (6.19), the following holds:

T 2 O
[EAHAB] — O-UQA 007,074 (6 25)
Tpr o7 O'gz
h=1,2 L UsaVsa Ysa |
T [ 52 ]
[HBAEB] — O-UQB 00 polp (6 26)
Tpx_or ng
k=1,2 L UsBYsB Vs |

where the notation P|,— _,—  indicates the rows h or columns k to be considered
in the resulting matrix P, the terms oy and oy (with i = A, B) are, respectively,
the standard deviations of the real and the imaginary part of the slack bus voltage
estimated by area i, and oyr 42 is the resulting covariance.

Using the same kind of notation, the sub-matrix of interest achievable from (6.19)

is:
DI 0-27" Opr , o% w w Ugr (o
XA,XB — Vgp vs;vsA Ug Ugv? Vep USQBvsB
h=1,2;k=1,2 Ooga0,  Fo7, Wogop Wog || 900500 oz, (6.27)

Onr o7 Onr »zT

— |: VsAVsB VsAVsB
Onx T Onr nT
UsaVsB UsAaVsB
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where T4r 07 is the covariance between the real part of the voltage estimated in
A and the real part of the voltage estimated in B and the other elements have
analogous interpretations.

Equation (6.27) points out that, for the computation of the covariances between
the voltages estimated on the overlapped node by areas A and B, the only data to
be received by the neighboring area i are the variances o2 and o% (related to the
real and imaginary parts, respectively) and the covariance term cr;;@:i. It is worth
noting that these data should be communicated in any case and, therefore, even
in this case, there are no additional costs in the communication between adjoining
areas. Finally, equation (6.27) also shows that, in general, the resulting covariance
matrix is full and covariance terms arise for all the possible combinations of the

rectangular voltage terms.

6.5 Tests and results

6.5.1 Test assumptions

The performance of the proposed multi-area approach has been evaluated through
several tests performed on the unbalanced IEEE 123-bus network. Fig 6.5 shows
the network topology and chosen multi-area partition. Following the indications

350

Figure 6.5: Multi-area partition of the IEEE 123-bus network

162



6.5. Tests and results

reported in Section 6.3, the decomposition has been carried out aiming to achieve
sub-networks with a similar number of nodes, in order to enhance the efficiency of
the multi-area solution. Moreover, the use of areas with overlapped nodes has been
exploited to create more observable sub-networks starting from a limited number
of measurement points. As an example, node 67 is shared by three areas and the
corresponding measurement point allows the observability for both areas C and D.

According to the proposed method (and the chosen multi-area partition), mea-
surement points are considered in the shared nodes 18 and 67 in addition to the
measurement point in substation (node 150). Each measurement point includes a
voltage magnitude measurement at the node and power measurements in all the
converging branches. The alternative of having PMU measurements has been also
analyzed, and in this case voltage and current phasor measurements are considered
in the measurement system. In addition to the real-time measurements, the availabil-
ity of pseudo-measurements for all the load consumptions has been also considered,
in order to obtain the observability for all the identified areas.

As in the previous chapters, tests have been performed by means of Monte Carlo
simulations (Nyc = 50000 Monte Carlo trials have been used in each test). In
all the tests, true reference operating conditions are obtained through a power flow
calculation. The resulting electrical quantities are then used for the random ex-
traction of measurements and pseudo-measurements, according to their probability
distribution. In particular, the following assumptions have been considered.

- Pseudo-measurements are assumed as random variables having a Gaussian
probability distribution and an expanded uncertainty equal to 50% (three
times the standard deviation).

- Real-time measurements are assumed as random variables with Gaussian di-
stribution and standard deviation equal to one third of their accuracy value.
As for the traditional measurements, accuracies equal to 1% and 3% have
been considered for the voltage magnitude and the power measurements, re-
spectively; as for the synchronized measurements, accuracies of 0.7% and 0.7
crad have been assumed for the magnitude and phase-angle measurements of
both voltage and current phasors.

The properties of the proposed multi-area solution have been evaluated with
particular attention to the accuracy performance. To this purpose, the estimation
results obtained with the presented approach (henceforth indicated as MA-DSSE)
are compared to those achievable by using different methods. A first term of com-
parison is given by the results obtained through the estimation carried out on the
whole network (indicated in the following as Integrated State Estimation (ISE)). The
estimation on the overall system represents, in fact, the optimum solution that can
be obtained with the assumed measurement configuration. As a consequence, such
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comparison allows assessing the degradation arising in the accuracy of the results
due to the implementation of the multi-area scheme. Another used term of compar-
ison is the estimation obtained through the local BC-DSSE performed in each area
(indicated in the following as Local State Estimation (LSE)). These results, which
are the outputs of the first step estimation in the proposed MA-DSSE algorithm,
are useful to evaluate the impact brought by the second BC-DSSE run envisioned
in the second step of the MA-DSSE process.

The goodness of the second step has been also analyzed evaluating the accuracy
performance obtainable through other possible approaches. In particular, in the
following tests, the first of the methods presented in [110] (henceforth indicated
as MASE-1) is used to see the differences achievable with alternative second step
implementations. The method MASE-1 operates the second step by comparing the
voltage estimations in the shared nodes, as computed by the local estimators of the
different overlapping areas, and uses the most accurate one to correct the voltage
profile of the areas with worse estimations. Such correction is performed by means
of a simple shift, according to the difference in the voltage estimation between the
most accurate estimation and the considered one, for the voltages of all the nodes
of the corrected areas. This kind of approach is taken into account since it is very
simple and it demands only minimum processing costs to be carried out.

Finally, the accuracy performance of the proposed MA-DSSE method are also
analyzed assessing the impact deriving from the inclusion in the measurement model
of the covariance terms between the voltage estimations performed by the local
estimators of different areas. To this purpose, in some tests, the MA-DSSE approach
has been also tested by neglecting these correlation terms, in order to assess the
differences in the results obtained in the two different cases (including or not the
correlations in the estimator model).

6.5.2 Test results

Starting measurement configuration

The first series of tests has been performed referring to the starting measurement
configuration composed of the measurement points in nodes 150, 18 and 67. First of
all, the validity of the mathematical approach developed in Section 6.4 to calculate
the covariance between the voltage estimations on the shared nodes obtained by
different local estimators has been verified. This check has been performed by com-
paring the correlation factors obtained through the theoretical formulation (using
the covariances calculated with (6.22) and (6.27) for the traditional and synchropha-
sor measurements, respectively) and those obtained by means of the Monte Carlo
simulations. Table 6.1 shows, as an example, the correlation factors obtained for
the voltages to be included in the second step estimation for area A when consid-
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Table 6.1: Correlation between first step voltage estimations

Voltage Theoretical Monte Carlo
estimations calculation calculation
Vi - Vi 0.581 0.581
Vi, - V& 0.585 0.583
Vi - V& 0.585 0.583
Ve - VP 1.000 1.000

ering traditional measurements (reported results refer only to the first phase of the
network, but analogous results have been achieved even for the other phases). Ac-
cording to the proposed method, the voltages to be taken into account are the slack
bus voltage of the considered area (V;4,) and the voltage estimations on the shared
nodes performed by the neighboring zones (V5, Vi§ and Vi for areas B, C and D,
respectively). From Table 6.1 it is possible to observe that the correlations between
the slack bus voltage estimation in area A and the voltage estimations coming from
the adjacent areas are not negligible. Moreover, a full correlation exists between the
voltage estimations on node 67 provided by areas C' and D. It is worth noting that,
if some of the inputs to the second step estimation are fully correlated, as in this
case, then, only one of them is considered in order to avoid singularity problems for
the matrices involved in the subsequent estimation process. In all the cases, the cor-
relation factors calculated through the proposed mathematical formulation exhibit
a very good matching with the values resulting from the Monte Carlo simulation,
confirming thus the validity of the presented approach. In a similar way, a very good
matching has been found also for the correlations among the voltages to be included
in the second step estimation of the other areas of the network.

As for the accuracy performance of the proposed method, Fig. 6.6 shows the
results obtained for the expanded uncertainty (with a coverage factor equal to three)
of the voltage magnitude estimation in the different areas. The results reported in
Fig. 6.6 and in the following tests refer only to the first phase of the system, but
the shown uncertainty levels and the following considerations hold always for all
the phases. It is worth noting that the node numeration reported in the figures
does not correspond to the node indexes shown in Fig. 6.5. In fact, for clarity
in the presentation of the results, the nodes have been renumbered so to have the
aggregation of the buses related to the same areas. Moreover, it should be observed
that the overall number of nodes is only 80 because several of the laterals in the
network are single-phase branches. In order to avoid a complex representation, the
estimation uncertainty shown for the shared nodes is always the one coming from
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Figure 6.6: Expanded uncertainty for the voltage magnitude estimation in case of
starting measurement configuration with traditional measurements

area A: in the other areas the resulting uncertainty is usually different, but, in
general, the uncertainty level can be easily deduced by the results on the other
buses since the profile is always quite flat.

Some interesting considerations can be drawn by the results shown in Fig. 6.6.
First of all, it is important to note the difference in the uncertainty levels obtained
with the local estimations. This is an expected result: in fact, as already pointed
out in Chapter 4, the accuracy of the voltage estimations is strictly associated to
the number of voltage measurements available on the network. As a result, the local
estimation in area A is the best one, since it relies upon a larger number of voltage
measurements. Furthermore, since area A includes all the measurement points in-
stalled in the network, the results of the LSE in this sub-network are practically the
same as the ISE. On the contrary, in areas B, C and D, due to the presence of only
one voltage measurement, the accuracy of the voltage profile is significantly worse
than the ISE and it is limited by the accuracy of the voltage measurement itself.

The results obtained through the first step estimations emphasize the importance
to conceive suitable approaches to refine the LSEs. With the assumed measurement
scenario, both MASE-1 and the proposed MA-DSSE allow improving the estimation
results and achieving accuracies very similar to those provided by the ISE. In case
of MASE-1, this can be obtained considering, in the shared nodes, the optimum
estimations provided by area A. In fact, the subsequent shift of the voltages in the
other nodes of the worse estimated zones leads to the propagation of the smaller
uncertainty of area A to all the sub-networks. In case of MA-DSSE, in the same
way, the equivalent measurements included in the second run of the BC-DSSE lead
to similar benefits. However, it is worth noting that such results can be obtained
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only by considering a proper modeling of the measurements to be included in the
second step estimation. As a confirmation, Fig. 6.7 shows the results obtained
with the MA-DSSE method when considering or neglecting the correlation between
the voltage estimations provided by different areas. It is clear that, if existing
correlations are disregarded, the results can be adversely affected, leading to less
accurate estimations.
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Figure 6.7: MA-DSSE with or without correlations, expanded uncertainty for the
voltage magnitude estimation with starting measurement configuration

The considerations reported for the voltage magnitude estimations in case of
traditional measurements are also valid when considering the deployment of PMUs.
The use of the different types of measurement implies, instead, some differences
in the considerations for the voltage angle estimations. In the case of conventional
measurements, each area has its own slack bus angle reference. To achieve consistent
results for the whole network, it is necessary to consider an absolute reference bus
and to refer the angles of all the areas to this reference. This phase-angle alignment,
as aforementioned, can be done by exploiting the mismatch on the voltage angle
information provided by the different areas in the shared nodes. The results obtained
in this way, referred to the entire grid, show that all the estimators (thus including
also the LSEs) give very similar estimation outcomes, with an expanded uncertainty
of the voltage angles lower than 2 mrad for all the nodes. When PMU measurements
are considered, instead, all the areas already have a common reference given by the
UTC time. Therefore, in this case, no alignment procedures are needed. The voltage
angle uncertainties achieved in this case, as shown in Fig. 6.8, exhibit a trend very
similar to the one seen for the voltage magnitudes. Indeed, the LSE results in areas
B, C' and D are characterized by a significantly lower accuracy, due to the presence
of only one PMU in the sub-network. However, the execution of suitable second
step approaches allows refining the results and achieving estimation accuracies very
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Figure 6.8: Expanded uncertainty for the voltage angle estimation in case of start-
ing measurement configuration with synchronized measurements

close to those provided by the ISE. Moreover, it is worth highlighting that if, instead
of the absolute phase-angles, the angle differences with respect to a reference node
are calculated (as it is for the conventional measurements), even in this case the
achievable uncertainties would be similar for all the estimators and largely lower
than 2 mrad.

Final considerations concern the estimation results obtained for the branch cur-
rents. In this case, it is interesting to observe how the chosen measurement con-
figuration, with the monitoring of the flows in all the branches converging to the
overlapped nodes, allows a good estimation of the branch currents since the first
step. This result is a consequence both of the accurate monitoring of the flows
in the border branches and, in general, of the local impact brought by the flow
measurements. In fact, the local effect of the flow measurements leads to a sort
of decoupling in the branch current estimations of the different areas. Moreover,
since the border quantities are already accurately known (thanks to the presence of
the real-time measurements), the data exchange performed in the second step does
not lead to further improvements in the knowledge of the incoming and outgoing
flows from each area. The benefits associated to this meter placement, in a current
estimation perspective, are also confirmed by the very similar results obtained for
all the estimators: in fact, both local and multi-area estimators exhibit accuracy
performance very close to the reference ones provided by the ISE.

Since one of the main advantages brought by the use of multi-area approaches
is the reduction of the execution times, Table 6.2 shows the comparison of the
computation times achieved by means of the ISE and the multi-area techniques. In
the multi-area approaches the overall execution times are obtained by summing the
longest times among the one required by the different local estimations (first step)
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and the one associated to the second step, thus simulating the parallel running of
the different area estimations. Tests are performed in Matlab environment using a
2.4 GHz Quad Core Processor with 8 GB RAM. As clear from the shown results,
the use of the multi-area approaches allows a significant reduction of the execution
times. In case of MASE-1, obviously, resulting computation times are better than
those provided by the MA-DSSE, since the second step only requires a simple shift of
the voltage estimations. It is worth underlining that such results are only indicative
and do not take into account the time consumption of additional tasks like the
acquisition of the data, the communication between areas, etc.

Table 6.2: Average execution times for ISE and MASE approaches

ISE MASE-1 MA-DSSE
Measurements [ms] [ms] [ms]
Conventional 98.8 15.4 21.0
PMU 71.2 10.3 15.7

Measurement configuration with additional measurement points

The previous series of tests basically showed that, if one of the sub-networks includes
all the measurement points available on the grid, then the proposed MA-DSSE
approach is able to provide the same results achievable by means of the ISE. To assess
the performance of the proposed method even in presence of different measurement
scenarios, other tests have been performed assuming additional measurements in
the network. In particular, the following tests show the case of two additional
measurement points installed in nodes 86 and 105 (in area C' and D, respectively).

Fig 6.9 shows the results for the voltage magnitude estimation in case of con-
ventional measurements. It is possible to observe that the ISE clearly provides the
best estimation results, since it is the only approach to process simultaneously all
the measurements available on the field. The impact brought by the number of
processed voltage measurements can be clearly observed looking at the results for
the LSEs in the different areas. Area A provides the best results among the different
sub-networks, since it can rely upon three measurement points; area B, instead, has
the worst accuracy results (only one measurement point available), while areas C
and D significantly enhance their accuracy with respect to the results obtained with
the previous measurement configuration, thanks to the presence of the additional
measurement, point. However, in all the cases, a significant difference exists with
respect to the results provided by the ISE.

Large enhancements with respect to the local estimation results can be obtained
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Figure 6.9: Expanded uncertainty for the voltage magnitude estimation in case of
additional measurement points with traditional measurements

through the multi-area approaches. In this scenario, however, significant differences
can be found depending on the design of the second step. In particular, the MASE-
1 approach clearly shows its limits on the refinement of the estimation results. As
evident from Fig. 6.9, the voltage correction performed through this approach only
allows propagating the uncertainty level of the areas with the better local estimations
towards the adjoining zones. In this case, since the LSE in area A is the best one,
its uncertainty level can be spread to all the sub-networks (all the other areas are
adjacent to area A). However, no improvements can be obtained in area A. With
the proposed MA-DSSE technique, instead, the use of a second step including the
information provided by the adjacent areas allows refining the estimation results
in all the zones. In particular, it can be observed that the estimation of area A
can be significantly improved, since the second step allows integrating the useful
information provided by areas C and D. In the same way, areas C' and D can
refine their estimations exploiting the estimation coming from area A and D or C
(depending on the case). Instead, as for area B, it should be noted that the final
uncertainty level is higher than the other zones because this sub-network cannot
integrate the voltage information provided by areas C' and D. Similar results and
considerations also hold for the case of measurement points based on PMUs.

As for the estimation of the other electrical quantities, considerations similar to
those reported for the previous measurement scenario can be done. The estimation
of the voltage angles has to be differentiated depending on the presence of tradi-
tional or synchronized measurements. In the case of traditional measurements, the
estimation on the whole grid, obtained by shifting the voltage angle estimations in
areas B, C and D so to consider the slack bus of area A (node 150) as unique refer-
ence, leads to very similar results for all the monitored estimators, with estimation
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uncertainties lower than 2 mrad for all the buses. In case of PMU measurements, in-
stead, the voltage angle estimations referred to the UTC time exhibit a trend of the
uncertainty levels analogous to the one shown in Fig. 6.9 for the voltage magnitudes.
However, if the phase-angle differences with respect to the slack bus in node 150 are
computed, as it happens for the conventional measurements, even in this case the
estimation results are very close for all the estimators, with estimation uncertainties
lower than 1.5 mrad for all the nodes. As for the current estimations, again, the
same considerations made for the previous tests with the starting measurement con-
figuration can be done. In fact, the local impact of the flow measurements and the
already accurate monitoring of the incoming and outgoing flows of each area lead
to estimations very similar to those provided by the ISE since the first step of the
multi-area estimation.

Since important differences can be found for the estimations of the voltage mag-
nitudes, an additional test has been carried out to confirm the different behaviour of
the multi-area approaches when considering the presence of multiple measurement
points. To this purpose, a possible future scenario with an enhanced measurement
system has been taken into account. With respect to the measurement configuration
considered in the previous test, additional measurement points have been placed in
nodes 25, 42, 48 (area B) and 91 (area C). Summarizing, in this augmented mea-
surement system, four measurement points are present in area B, three are in areas
A and C, and two are in area D.

Focusing on the results obtained for the voltage magnitude estimations, Figs.
6.10 and 6.11 show the uncertainty levels obtained when considering traditional or
syncrophasor measurements, respectively. As it can be observed, the ISE provides
the best accuracy performance, while the results associated to the LSEs are signif-
icantly less accurate and strictly dependent on the number of measurement points
available on each sub-network. As for the multi-area approaches, shown results
confirm the considerations highlighted in the previous tests. The MASE-1 method
allows propagating the uncertainties of the best LSEs to the adjoining zones. In
particular, in this scenario, the highest accuracy of area B can be propagated to
area A, while the LSE in area D can be enhanced exploiting the more accurate esti-
mation coming from area A or C. However, large improvements can be obtained by
using the proposed MA-DSSE method. In fact, the integration of the information
provided by the adjoining areas leads to significant enhancements for the estimation
accuracy of all the areas. In particular, in this case, it is interesting to observe that
area A, even if it does not have the largest number of measurement points, becomes
the most accurate sub-network thanks to the acquisition of the information coming
from all the other zones. This clearly demonstrates the beneficial effect brought by
the estimations of the neighboring zones included in the second step of the proposed
MA-DSSE approach.
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Figure 6.10: Expanded uncertainty for the voltage magnitude estimation in case
of augmented measurement system with traditional measurements
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Figure 6.11: Expanded uncertainty for the voltage magnitude estimation in case
of augmented measurement system with synchronized measurements

6.6 Final discussion

The development of suitable multi-area approaches is almost a mandatory task in
distribution systems, given the very large number of nodes present in these networks
and the need to consider three-phase models of the system. Nevertheless, the design
of multi-area techniques for the distribution level is particularly challenging, mainly
because of the scarcity of measurement devices usually available in these grids. In
spite of this issue, the design of the multi-area method should be able to fulfil
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the desired requirements of accuracy, speed and efficiency, while keeping low the
computational burden and the communication costs.

In this Chapter, a multi-area state estimation algorithm taking into account the
main features of the distribution networks, and thus tailored to these systems, has
been presented. The proposed MA-DSSE algorithm is designed to allow a decentral-
ized scheme of the architecture and to distribute, in this way, the processing, storage
and communication requirements. Several tests have been performed to assess the
goodness of the proposed method. Simulation results show that the two-step formu-
lation of the MA-DSSE algorithm allows a significant enhancement of the voltage
magnitude estimations with respect to the results given by the local estimations. On
the contrary, instead, the voltage magnitude estimations provided by the MA-DSSE
are in general worse than those achievable through the estimation on the whole
network; however, this an expected cost to be paid for speeding up the estimation
process (the execution times resulting for the MA-DSSE, in the proposed test cases,
are about five times smaller than those obtainable through the ISE). Moreover, the
particular configuration chosen for the measurement system and the multi-area par-
tition allows achieving optimum results, similar to those provided by the ISE, for the
estimations of currents (both in magnitude and angle) and voltage angle differences.

As described also in the other Chapters of this thesis, important enhancements
on the accuracy performance can be obtained by considering a proper model of the
measurements used in the estimation algorithms. In this case, the focus has been on
the modeling of the equivalent measurements provided as input to the second-step
estimation process. The developed analysis showed that, because of the chosen parti-
tion of the network, correlations can arise between the voltage estimations provided
by different sub-networks. As confirmed by the performed tests, proper consider-
ation of these correlations in the second-step of the MA-DSSE algorithm allows
enhancing the final accuracy of the estimation results. Moreover, the developed
analysis showed that the computation of these covariance terms does not require
the exchange of additional data between adjacent areas. Thus, existing correlations
can be duly considered in the MA-DSSE measurement model without any increase
in the communication costs.

In general, several different multi-area approaches can be conceived. The tech-
nique here proposed provides, however, a good trade-off among the requirements of
reducing the size of the DSSE problem, speeding up the estimation process, and pro-
viding estimation results as accurate as possible with only minimum communication
costs and reduced computational burden.
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Conclusions

The changes occurring in electrical systems, due to technical and economic reasons,
and the requirements of a reliable and efficient delivery of the power supply to the
customers demand a smarter management of the current grids at all the levels. In
particular, the distribution level, until now managed without a detailed monitoring
of its operating conditions, requires significant reinforcements, in terms of both
measurement infrastructure and control functionalities, to deal with the changes in
act. In this context, Distribution System State Estimation tools play a key role,
since they allow the estimation of the operating conditions of the distribution grid,
representing the essential link between the measurements gathered from the field
and the control functions envisaged in future Distribution Management Systems.

In this thesis, the focus has been on the development of appropriate procedures to
accurately perform DSSE. Several goals have been pursued. First of all, a DSSE algo-
rithm specifically conceived for the distribution systems and tailored to the features
of these networks has been designed. The proposed estimator allows the proper
processing of all the types of measurement, including both conventional measure-
ments and new generation synchrophasors provided by Phasor Measurement Units.
Particular attention has been paid to the measurement model to be used within the
DSSE algorithm, since its implementation can strongly affect the accuracy achiev-
able in the estimation results. Moreover, a simple method to handle the equality
constraints, well suited to the proposed estimator, has been presented to improve
its computational efficiency. The proposed estimator has been critically analyzed
and compared to other approaches available in the literature, in order to highlight
strengths and weaknesses of the conceived solution.

In the second part of the thesis, the problem of DSSE has been analyzed from
a wider perspective, aiming at highlighting the impact of different measurement as-
pects on the estimation results. The impact of measurement type and placement on
the estimation accuracy of the different electrical quantities has been deeply inves-
tigated, supporting the empirical results through a detailed mathematical analysis.
Such study can provide important guidelines for the choice of the measurement in-
frastructure to be deployed in future distribution systems in order to achieve specific
accuracy targets for the estimation of the different electrical quantities. The possi-
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bility to enhance the estimation accuracy by properly considering the measurement
correlations has also been investigated. Developed analysis shows that different
sources of correlation can exist in the measurements used as input to the DSSE
algorithm. Performed simulations prove that the inclusion of these correlations in
the DSSE model can lead to significant benefits on the estimation accuracy.

Finally, a possible decentralized multi-area architecture, designed to handle large
distribution networks, has been proposed. Such a solution has been conceived duly
taking into account the opposite requirements of accuracy, computational efficiency
and low communication costs desirable in realistic scenarios. Even in this case,
particular attention has been focused on the proper modeling of the measurements
in order to achieve estimation results as accurate as possible. To this purpose, a
mathematical analysis has been developed to assess the correlations arising in the
proposed multi-area approach. Test results confirm the validity of the developed
analysis and, above all, prove the importance of a proper consideration of all the
measurement aspects for enhancing the accuracy of the estimations.

In conclusion, in this thesis, the problem of state estimation in future distribution
system has been deeply analyzed, focusing in particular on the issues related to the
measurement modeling and processing. The analysis and the results presented in this
thesis shows how the achievement of a really smart management and control of future
distribution grids (as expected in the Smart Grid scenario) is strictly dependent on
the smart deployment, processing and management of the measurements in the
network.
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Appendix A
Jacobian of BC-DSSE

A.1 Jacobian of original BC-DSSE

The Jacobian of the original BC-DSSE includes all the derivatives of the traditional
measurements with respect to the real and imaginary components of the branch
currents. Following the same scheme used in Section 1.4.2 for the measurement

functions, the relationships associated to the different Jacobian terms are here re-
ported.

e Active and reactive power flow

Ohee 0 for phase ¢ # ¢
% — 00 for phase 1) = ¢ and branch j # 1 (A1)

ity ,
I a for phase ¥ = ¢ and branch j =
oh!
— = for each phase ¢ and branch j (A.2)
01y
Ohid
—2 =0 for each phase v and branch j (A.3)
01y
Ohee 0 for phase ¢ # ¢
8’i;l¢ = 4 0 for phase ) = ¢ and branch j # [ (A4)
A o for phase ¢ = ¢ and branch j = [

where « is +1 or —1 depending on the direction of the measured power with
respect to the conventional direction assumed for the branch current.
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e Active and reactive power injection

0 for phase ¥ # ¢

8hffi o )0 for phase ¥ = ¢ and branch j not converging in node
0i%,, " )«  for phase ¥ = ¢ and branch j incoming in node i
—a  for phase ¢ = ¢ and branch j outgoing from node i
o (A.5)
% =0 for each phase ¢ and branch j (A.6)
01y
Ohis
8?7:“4) =0 for each phase ¢ and branch j (A.7)
Ljw
0 for phase ¥ # ¢
3hfng s )0 for phase ¥ = ¢ and branch j not converging in node i
0i5,, ~ ]« for phase ¢ = ¢ and branch j incoming in node i

—«a for phase ¥ = ¢ and branch j outgoing from node ¢
(A.8)
where « is +1 for positive powers drawn by loads and —1 for positive power
generations.

e Current magnitude

Oh, 0 for phase ¥ # ¢
airw =<0 for phase 1) = ¢ and branch j # [ (A.9)
i cos 05 for phase ¢ = ¢ and branch j =1
o, 0 for phase ¥ # ¢
82';?;; =<0 for phase 1) = ¢ and branch j # I (A.10)

sinf;, for phase ¢ = ¢ and branch j =1

where 0,4 is the angle of the current in branch [ and for phase ¢.

e Voltage magnitude

Indicating with I" the set of branches linking the chosen slack bus to the node
1 where there is the voltage measurement, it is:

0 for j T
— _7«;?5¢ coS i — x;{bqb sind;, for phase ¢y = ¢ and branch j € T’
_T;sw C0S §i — x;{w sind;s for phase ¢ # ¢ and branch j € T
(A.11)

Oh,
I3y,
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oh 0 for j T
Z Ve 499 cos Giy — 1% sindyy  for phase ¥ = ¢ and branch j € T’
0% j ip j ip p J
7 x?w cos 04 — r}w sind;, for phase ¢ # ¢ and branch j € T
(A.12)
where rf(b and xf‘b are the real and the imaginary part of the self-impedance

of branch j; r}w and x}w are the real and the imaginary part of the mutual
impedance in branch j between phases ¢ and 1; d;, is the voltage angle of
node ¢ for phase ¢ (where there is the considered voltage measurement).

A.2 Additional terms for traditional measurements

Because of the inclusion of the slack bus voltage in the state vector of the BC-DSSE
model, the resulting derivative terms with respect to the voltage state variable must
be computed. Looking at the measurement functions reported in Section 1.4.2, it is
easy to observe that only the voltage magnitude measurements depend on the slack
bus voltage state. As a result, power measurements (both the equivalent currents
associated to power injections and branch power flows) and current magnitude mea-
surements have derivative terms with respect to the voltage state variable equal to
zero. As for the voltage magnitude measurements, considering with i the node where
the voltage measurement is installed, and with Vj, the slack bus voltage magnitude
included in the state vector for phase v, it is:

(A.13)

Ohy,, | cos(d1y — dip) if phase ¢ — 1)
OVisy 1o if phase ¢ # ¢

A.3 Jacobian for the mesh virtual measurements

The Jacobian sub-matrix for the mesh constraints has to be computed when such
constraints are included in the BC-DSSE model as virtual measurements. Indicating
with W the set of branches involved in the considered mesh, it is:

Oh!

mze;h = 0 for each phase (A.14)

onr 0 for j ¢ U

&%&Sh = aj'r;w for phase 1) = ¢ and branch j € ¥ (A.15)
b aj'r’fw for phase ¥ # ¢ and branch 7 € ¥
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e 0 for j ¢ U
a;rf‘qh = q —oy§ 2% for phase 1) = ¢ and branch j € ¥ (A.16)
i — jw for phase ¢ # ¢ and branch j € ¥
Ohe (0 for j ¢ ¥
8;7:,65h = { a;x f¢ for phase ¢ = ¢ and branch j € ¥ (A.17)
A (a7 ;w for phase ¥ # ¢ and branch j € ¥
e (0 for j ¢ U
8;”“}‘ =< a;r f‘b for phase ) = ¢ and branch j € ¥ (A.18)
v L a;r jw for phase ¥ # ¢ and branch j € ¥

where r¢¢ ;W, qu and xw have the same meaning as in the previous case for the
voltage magnltude measurements and o; is +1 or —1 depending on the direction
of the mesh in branch j with respect to the conventional direction assumed for the

corresponding branch current.

A.4 Jacobian in case of PMU measurements

Considering the inclusion of both the real and the imaginary components of the
slack bus voltage when PMU measurements are available on the field, the following
derivative terms can be found for the current and voltage phasors.

e Current phasors - real component

Considering the measurement of the current phasor on the phase ¢ of the
generic branch [, it is:

Ohr

% —0  for each phase ¢ (A.19)
o,
8h% _
=0  for each phase ¢ (A.20)
Ovgy,
e 0 for phase ¢ # ¢
82% =< 0 for phase ¥y = ¢ and branch j # [ (A.21)
v « for phase ¢ = ¢ and branch j =1
Oh;r
5 —2 =0 for each phase v and branch j (A.22)
Ui

where « is +1 or —1 depending on the direction of the measured current with
respect to the conventional verse assumed for the branch current.
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e Current phasors - imaginary component

Considering the measurement of the current phasor on the phase ¢ of the

generic branch

[, it is:

Ohs,
g, 0
Vg
Ohiy,
0v§¢

5y,

Zl¢ .
»x -
&m

o o o

for each phase

for each phase

for each phase ¢ and branch j

for phase ¥ # ¢
for phase ¢ = ¢ and branch j # [

for phase ) = ¢ and branch j =1

(A.23)

(A.24)

(A.25)

(A.26)

where « is +1 or —1 depending on the direction of the measured current with

respect to the conventional verse assumed for the branch current.

e Voltage phasors - real component

Indicating with I" the set of branches linking the chosen slack bus to the node
© where there is the voltage measurement, it is:

Ohyr

I
8v;’w
8hvz~¢
0v§w

Ohyr
i}
3@%

Ohyr
i}
913y,

o

where T

:{;

= 0

=<4 —r

2%

v
(L

for phase ¢ = ¢
for phase ¢ # 1

for each phase

for j ¢ T
for phase ¥ = ¢ and branch j € T’
for phase v # ¢ and branch j € T’

for j ¢ T
for phase ¥ = ¢ and branch j € T’
for phase v # ¢ and branch j € T’

(A.27)

(A.28)

(A.29)

(A.30)

and xf¢ are the real and the imaginary parts of the self-impedance of

branch j, and r;w and x;w are the real and the imaginary parts of the mutual
impedance in branch j between phases ¢ and .
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e Voltage phasors - imaginary component

Indicating with I" the set of branches linking the chosen slack bus to the node
1 where there is the voltage measurement, it is:

ZZZ"? =0 for each phase v (A.31)

Ohuyz, _ {1 for phase ¢ = (A.32)

dvgy, 0 for phase ¢ # v

Oh. (0 for j €T

6@';: = —xZZ for phase ¥y = ¢ and branch j el (A.33)
| —z;" for phase ¢ # ¢ and branch j € T

O (0 for j €T

ai—;{:’ = —TZZ for phase ¢ = ¢ and branch j er (A.34)
(—7; for phase ¢ # ¢ and branch j € I’

?

where 72 and xf‘b are the real and the imaginary parts of the self-impedance of

J
branch j, and 7’;W and x?w are the real and the imaginary parts of the mutual
impedance in branch j between phases ¢ and .

It is important to highlight that traditional and PMU measurements can also
exist simultaneously. In this case, the presence of PMUs implies the use of the
extended state vector with the real and imaginary slack bus voltage. Thus, even
for the conventional measurements, it is necessary to compute the Jacobian terms
corresponding to the derivatives with respect to real and imaginary slack bus voltage.
As seen in Appendix A.2, power and current measurements do not depend on the
voltage state, therefore, their derivatives with respect to the new state variables are
null. The only modification is thus for the voltage magnitude measurements, which
have the following derivative terms with respect to the slack bus voltage state (for
measurement on the phase ¢ of the generic node 7):

Ohy,, _ cos(0;4) if phase ¢ = 1 (A.35)
o, o if phase ¢ # ¢ |
Ohvi, _ [sin(dy) if phase ¢ = o) (A.36)
oz, |0 ifphase g # ¢ |
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