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Introduction

Chapter 1

Introduction

1.1 - Introduction

A simple jet is a discharge of fluid from an ordimto a receiving body of the
same or a similar fluid, and it is produced by arse of momentum (figure

1.1). A plume is similar to a jet, but it is caudegla potential energy source
that provides buoyancy to the fluid of a sourcguffe 1.2).

Figure 1.1 Simple Jet with high Reynolds number produced by a rocket.

Apparently, the behaviour is similar, but the metbias that govern the
entrainment (the drag of ambient fluid into thewflohat increases its mass
flux) and the mixing (occurs when two fluid areoalied or forced to flow

together, reducing the length scales by stretcbmigreakup) are different. In
the Simple Jet, they are due to the inertia oftthtbulent eddies but in the
plume are by the inertia generated by the buoy&mces.
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Figure 1.2 Fire in the Deep-water Horizon oil drilling into the Gulf of Mexico.

The mechanisms that govern the entrainment arerdiff depending on the
flow regime, in particular in a laminar jet (or phe); it is caused by viscous
drag, while in the turbulent case it is a resulthef convoluted outer boundary
of the jet which continually engulfs external fluidar from the jet, there is a
small but finite flow towards the jet which feeds increasing girth (figure

1.3).

Figure 1.3 Entrainment in a jet

Many of the flows in nature are classified as bunyats, which are derived
from sources of both momentum and buoyancy. Theyflaws that develop
when a denser fluid is discharged into a lighteenang body, or downwards
into a heavier one. The initial flow is driven mgdty the momentum, and the
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behaviour is typical of a simple jet, further theolgancy prevails bending the
jet, and making it similar to a plume (figure 1.4).

Figure 1.4 Buoyant Jet investigated with a LIV technique

This thesis focuses in particular in turbulent Negdy Buoyant jets (NBJs),
so discharges of dense effluent into lighter reogivfluid. One of the most
common practical cases of a NBJ is the dischargaoafestic and industrial
wastewater or brine by submarine outfall.

1.2 - Objective

A discharge near a beach could contaminate itcanttl cause health risks and
damages to the fauna and flora. This impact canalb@gst completely
eliminated by using efficient diffusers. The ditri using diffusers instead of
solely discharging the fluid at the end of a pimaild reach values ranging
from 1:100 up to 1:1000, since the jets entraigdarolumes of ambient fluid
and mix it. Moreover, this kind of release withsthevel of dilution does not
need advanced treatments. Consequently, in ord#gdign an efficient outfall
that allows these results, the understanding ofuHmilence processes and the
parameters governing their behaviour are needed.

The objective of this study is, therefore, to bettederstand the fluid dynamics
of NBJs by both experimental and numerical appreach

Typically, these flows are investigated using Lightluced Fluorescence
(LIF), i.e. concentration fields are the only meaasuquantities. The novel
approach of this research is the use of image sisalgchniques to determine
the velocity field in NBJs, which is very poorlywestigated in the literature. In
particular, a novel algorithm (Feature Tracking atnetry, FTV) was
applied, which is very useful in the presence ffedence seeding density and
high velocity gradients.

The fluid is released through a sharp-edged orifibes kind of release has
never been used in dense jet studies, althoudlowsalarger entrainment than

8
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contoured orifice or at the end of a long pipe @#lial. 2007). To investigate
the effect of the nozzle shape on the upstream {ldwe to the presence of
vena contracta, i.e. the smallest cross sectiorea af the jet, which is the
consequence of bending the streamlines towardsexitearea) and on the
contraction coefficient, Light Induced VisualizatigqLIV) was used. It is

similar to Light Induced Fluorescence. In this tadae titanium dioxide was
applied, which scatters light all over the spectrunstead of fluoresceine
which emits at a single wavelength.

Another objective of this work is a preliminary nencal investigation of
NBJs using a hon-commercial numerical model, basetimmersed boundary
algorithm. The choice of this kind of model alloth® simulation of NBJs with
an easier geometrical representation of the diffuséhout refining the grid
along the path of the jet, being unknown a priori.

The results have been compared to the data of sijad, i.e. Quinn (2006),
Mi et al. (2007), and Pope (2000), to study thdedent behaviour and the
numerical problems of buoyancy in a new way.

The aim of the present study is also to providelteshat can be useful for the
development and validation of future numerical argerimental models.

The experiments were performed varying the denaitg, the inclination of the
release, focusing in particular on the angle of imaxn dilution of 65°.

1.3 - Outline of the thesis

The thesis is structured into nine chapters. Inp@al, the objective and the
scope of this study are described, followed by @tsimtroduction. Chapter 2
presents the current understanding of this phenomemith a summary of the
previous experiments and numerical simulations ahegatively buoyant jets.
Chapter 3 and 4 show the theoretical aspects ®fajed plumes, and the basic
governing equations useful for the numerical simois of buoyant jets. In
Chapter 5 we introduce the experimental set-up thledprocedure for the
simulation of NBJs. In Chapter 6 we overview theaga analysis techniques,
furthermore present and validate the FTV algorithmChapter 7 we present
some of the most representative results. In Chaptbe numerical model of
the simulation is explained. Finally, in Chapten® summarize and discuss the
results.
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Chapter 2

State of the art

2.1 - Introduction

There are many cases of practical interest of sele effluent heavier than the
environmental fluid: gypsum or acidic wastes fragrifizer factories (Roberts
et al., 1997), oil or gas drilling facilities, ldang of mineral salts domes
(James et al., 1983; McLellanet al., 1986), seahdigges of effluents from
wastewater treatment plants (Kohet al., 1975), ikimn of aircraft hangars
heated using ceiling-mounted fans (Baines et &Q)9forced mixing in
reservoirs and harbours to improve the water quaicClimans et al., 2000),
vehicle exhausts and accidental leaks of hazardasss (Lane-Serff et al.,
1993), the replenishment of magma chambers in #nths crust (Turner et al.,
1966; Campbell et al., 1989), explosive volcanis jgaminski et al., 2004),
replenishing of cold salt water at the bottom ofasgonds (Caruso et al.,
2001), cooling water discharges from liquefied natgas plants (Lai and Lee,
2012), or two-phase jets as snow exits from snavugits (Lindberg et al.,
1991), sand and slurry jets as dredging and islamttiing operations and
pulverized coal combustion (Hall et al, 2010).

One of the most important applications of NegaBuoyant Jets is certainly
sea discharge of brine from desalination plantsufin submerged outfalls:
their diffusion in the last years is due to theeavatcarcity, climatic change and
growing population (Palomar et al., 2010). Theaséeof the brine from these
plants can have impact on the environment, becalseted salinity may
cause the inhibition of the growth of marine spe@ed the reduction of fish
cultures (Milione and Zeng, 2008).

NBJ has been studied extensively; an overview @intlest important works on
this subject is discussed below.

10
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2.2 - Experimental studies
2.2.1 Experimental methods

The earlier experimental studies of this phenomenere carried out with a
variety of techniques. Investigations were perfafnm® means of visual
observation, single point measurements with praesiction pipes, and with
image analysis techniques.

The typical instruments used for single point measients of concentration
are conductivity probes, which employ a potentioginetethod and several
electrodes to relate the measured voltage to theerdration of the solution.

The traditional systems to measure velocity imglsi point of a flow are: pitot
tubes, Laser Doppler Anemometry (LDA), Hot-wire Amametry (HWA), and
Flying Hot-Wire anemometry (FHW) (Kleppe et al. 20

All of them provide the time history of velocity asingle point of space and,
if a spatial investigation is needed, a large numddeprobes must be used.
Their advantage is mainly the high frequency respdmore than 100 Hz), on
the other hand their main disadvantage is the sivemess, i.e. they need
calibration and it is difficult to obtain resultger a large area of interest.

Nowadays, Image analysis (IA) techniques are mostnconly used, since
they allow non-intrusive quantitative measuremeasswell as multi-point
measurements. The most adopted techniques are Atggntuation (LA) and
Light-Induced Fluorescence (LIF) for concentratioreasurements, Particle
Image Velocimetry (PIV) and Particle Tracking Vehloetry (PTV) for
velocity measurements. IA techniques provide messants all over the
investigation field, they are not intrusive and, dot need any particular
calibration.

— Light Attenuation (LA) . In this technique, the flow acts between the
camera and the light source, therefore integratedcentration is
measured. When the light passes through a dymtéssity is reduced
proportionally to the concentration.

— Laser Induced Fluorescence (LIF) To excite the fluorescent dye (for
example fluoresceine), a light sheet is producetthéntest section, and
the concentration can be computed being propottiortae dye.

— Particle Image Velocimetry (PIV) (see Adrian 1991, Bergthorson and
Dimotakis 2006) andParticle Tracking Velocimetry (PTV) (see
Adrian 1991, Dalziel 1992, Querzoli 1996). The flasvseeded with
neutrally buoyant particles, and the velocity fieldn be determined
following the particles patterns. In the PIV teajue, the displacement
is obtained by means of the auto/cross correlatidrile in the PTV by
identifying the individual particles into successiframes. In these

11
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techniques a plane of the flow must be lighted vaittaser or a light
source.

2.2.2 Vertical Buoyant Jets

Many studies were dedicated to vertical Negativiglypyant jets (NBJs).One
of the first studies was conducted by Turner (196&lt water was discharged
from a reservoir into a plexiglass tank filled witesh water. The setup was
compared to a plume. The authors measured thetigariaf the maximum
height as function of time by visual observatiosing dimensional analysis he
showed that the characteristic lengths of theljkeé the maximum height of
rise and the level dilution in the impact pointhdze expressed in terms of the
discharge conditions: the density of the solutidrnthee receiving body, the
diameter of the orifice, the exit velocity and thelination of the discharge.

James et al. (1983) simulated the discharge okhinto a stagnant ambient,
which represented a reserve in the salt domes dalen@ulf of Mexico. The
authors studied the dilution and the maximum hedafhtise of NBJs using a
1:10 scale model, varying the nozzle diameter dred dutlet velocity. The
experimental data were compared to the measureal afathe full scale
discharge. They focused on the problems relatédet@ontinuous discharging,
that could cause the formation of a layer of uniddubrine, and consequently
the reduction of the maximum height of the jet.

Cressewell et al. (1993) showed that in vertica8 it is possible to identify
the formation of three different flow regions (frgu2.1): a central jet flow, an
annular reverse flow, and the “cap” region wheeeftow reverses and falls.

U
T—) LV
Annular
reverse
,:\.Terﬂov,;_;-.‘ flow
HY I
;33l;33
i [N Y
i LY/

P

; Ly i
/ shear / layer 1

!
/ A i
cap wgiU \_)

Figure 2.1 A schematic diagram of the flow field in a negative buoyant jet (Cressewell et al. 1993)

Zhang et al. (1998) focused mainly on the jet hieggid its decrease due to the
buoyancy effect. They showed also that the maximgight of rise is
inversely proportional to the density of the diggjea and for small density, the

12



State of the art

mass flux had no effect on the maximum jet penemator high density the
reduction of the dimensionless penetration is aggar

Cuthbertson et al. (2006) studied the influencoélized patch of turbulence
on vertical buoyant jets. In particular, they fouhdt the core of the buoyant
jet is arrested at a critical distance from itsrseywhich is determined by the
relative strength of the source momentum, buoyarayl the intensity
distribution of the turbulence within the patch.atldistance is smaller than the
one of a simple jet.

Yannoupoulos et al. (2006a, 2006b) focused on tikeraction from 2 to 5
Vertical Buoyant jets in a still ambient fluid, theentreline axial velocities
were determined using IA technique; the concerminativere measured using a
conductivity probe. The authors developed an itlegrethod, which is based
on the partial differential equations of continyitpomentum and tracer, with
the assumption of Gaussian profiles of the meaal axalocity and the mean
concentration.

2.2.3 Concentration measurements in inclined buoyaiets

To our knowledge, most probably Bosanquet et &61) wrote one of the first
papers based on inclined NBJs. The authors sintulateizontal and 45°
inclined jets using the experimental set-up, whilshown schematically in
Figure 2.2.They discharged diluted magnetite sluthat allows the
visualization and density increase of the jet.

¥
a 5|j )
motor
@ del @
vt
:
towaste ]
+
V5 @
pump R
IR AP S
vz ¥4
A
3 filters ?ﬁﬁiﬂ';%.i“d

Figure 2.2 Experimental setup of Bousanquet et al. 1961

Instantaneous photographs were presented, bubdhe intense concentration
of the slurry, the jet is uniformly dark (figure32, and the authors can discern
only the boundaries, therefore the centreline vedsutated as the mean of the
upper and the lower edges coordinates.

13
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Figure 2.3 Photograph of a NBJ with inclination of 45°, and U, = 19 ft/s, the dashed line is the jet axis,
the continuous lines the boundary, Bousanquet et al. 1961

In this work, an integral model for the predictiohthe centreline trajectory
was also presented. Although their model can prdtie horizontal jet with
reasonable accuracy, 45° inclined jet predictiomoisvery accurate.

In a successive paper, Zeitoun et al (1970) meddiee axis trajectories and
the maximum dilution for 30°, 45°, 60° and 90° ined jets. Their main
outcome is the following: although the non-dimenasiomaximal height varied
with the inclination, the impact point was approgiely the same for all
inclinations. By plotting the product of these twarameters, the maximum
path and consequently the maximum dilution was dofam the angle of 60° -
considering the same initial flow.

Roberts and Tom (1987) studied the behaviour o jeleased upwards,
vertically or with an angle of 60° with respectttee horizontal. The release
was seeded with rhodamine B and the concentratian determined by
fluorometer measurements of vacuum-extracted samfpem a vertically
arranged rack of sampling tubes. A set of threeqgraphs was taken for each
jet, and the authors found the maximum non-dimeraditieight of the edge
and the impact point of the jet. The results waergaod agreement with those
obtained by Zeitoun et al 1970. However the nonedisionless minimum
dilution and the maximum jet centreline height widterent (68% of Zeitoun's
values). The authors found that the maximum heajtihe 60° jet was smaller
than the height of the vertical jet, and that tffea of volume flux was not
negligible for high density.

Later, Baines et al (1990) found that due to thenainment, an inclined NBJ
(with small angle) mixes with its surroundings moapidly than the vertical
one. The largest maximum height was reached forinbknation of 83°.
Mixing increases both due to larger penetration{By0) and the entrainment
at all elevations is about 40% larger.

14



State of the art

On the contrary, Lane-Serff et al (1993) found tleatangles between 0° and
75°, the maximum height increases with the anglee &uthors conducted
NBJs experiments with shadowgraphs images (figud® 2 technique similar
to LA, in which the shadow in the images represdhts two-dimensional
projection of the volumetric changes in the invgestied area. They determined
the maximum height and the vertical concentratiosfiles with conductivity
probes.

Figure 2.4 Shadowgraph of a NBJ (Lane-Serff1993)

The authors also developed a practical predictiodehto determine the axis
trajectories and the concentrations.

Lindberg (1994) conducted shadowgraph experimeniBds with inclination
of 30°, 45°, 60° and 90° to the horizontal, inchglialso the effects of the
cross-flow. The author analyzed the geometricaledision of the jets and
found that the non-dimensional length scales areeladed with the jet and
cross-flow Froude number.

Roberts et al. (1997), by using a LIF techniquéhwiticro-conductivity probes,

studied jets with an angle of 60° at different Ffeunumber (18.7 + 35.7)
focusing on the impact point and the bottom layi&rtion. The impact point

dilution is considerably higher with respect toithmevious work (Roberts and
Tom, 1987), due, as the authors explain, to thdéyfarude sampling method.
The authors found 60° to the horizontal as thenogtn angle to design brine
outfall and to achieve maximum dilution. Also, @athors found the decay of
the turbulent fluctuation of the local concentratia the stream-wise direction
due to the collapse of the turbulence and the relamzation of the flow due to

the influence of the density stratification.

Donekeret al. (1999) performed experiments with &attel micro-conductivity
probes for inclined dense jets with inclination6®°. The authors investigated
concentration profiles and they found that, duethe interaction of the
boundary of the jet with the bottom of the testwoé, the dilution at the jet
impact point was higher than the one reported e wlork of Roberts et al.
(1997), because downstream from the impact poing tlow becomes
predominantly horizontal with a complex additionaking process that results
15
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in ultimate dilutions considerably higher than thgact dilution. The authors
also found normalized expressions and experimeataificients for dilution,
rise height, impact point position etc.

Roberts et al. (1999) argued about the paper ofeRemet al. (1999) that, in

Robert et al. (1997), the false floor placed in thannel bypass the problem
and also all laboratory experiments are influencedsome way by the

experimental configuration.

Bloomfield et al. (2002) focused on the maximum eedigights for jets with
inclination between 30° and 90° in a homogeneoulssaratified receptor. The
authors used shadowgraph technique (figure 2.8gtermine the initial height
above the source, the final height of the NBJ &edneight at which the mixed
fluid finally intrudes where the environment isadified. They found that the
initial NBJ height (the height reached during tlrstfpenetration) decreases
monotonically as the inclination increases (duetite decrease of vertical
momentum).

Figure 2.5 Photographs of Negative buoyant jets formed from a source inclined of 10° to the vertical.
The four picture represent 4 different subsequent state of the jet (a) The initial flow is jet-like. (b) The
downward buoyancy force brings the fluid to rest at an initial maximum height. (c, d) The fluid then
falls as a plume and partially interacts with the upflow, resulting in smaller final height of the
fountain. (Bloomfield et al. 2002)

In contrast, the final NBJ height (the height restlin stationary conditions)
was found to increase and then to decrease wittmdsamum height for an

inclination of about 80°. This behaviour is dudghe re-entrainment, i.e., to the
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interaction between the up-flow and the down-fldlwe maximum height was
found for 80° to the horizontal, whose height i®®2@igher than the vertical
NBJ.

Law et al. (2004) simulated horizontal buoyant pesying Reynolds number
from 400 to 8000, and obtained a power law to detez the trajectory of the
jet.

Cipollina et al. (2005) studied NBJs with inclir@tiof 30°, 45° and 60° to the
horizontal axis with different Froude number (3@ 20) and different nozzle
diameters. The authors focused on the flow geooatcharacteristics of the
jet: maximum height, distance from the source ahdidn of the impact point.
They found that the geometry of the jet is indegenaf the Reynolds number
for moderate viscosity changes.

Kikkert et al. (2006 and 2010) used the experinlesg&up shown in figure

2.6to simulate NBJs with Froude number from 14 %o @fferent horizontal

and vertical inclination of the release (from 0°#6°), and of the ambient
receptor, measuring dilution and trajectories byanseof Light Attenuation

(LA) and Light induced fluorescence (LIF) technigqu&hey also developed an
analytical solution from an integral model to patdhe behaviour of these jets,
comparing also the model with experimental resulte analytical solutions
gave reasonable predictions of the flow path amdje¢h height; however the
inner spread, the maximum centreline height, theaith point and the

minimum integrated dilution were underestimated.
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: fluorescent lights
s
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(y-integrated
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SETTOT DR
submerged fluorescent
lights and Perspex
diffusion sheet

Figure 2.6 Experimental set-up of Kikkert et al. (2007, 2010)

In contrast with the previously mentioned autharsp discharged the jet at the
end of a pipe, Ferrari and Querzoli (2004, 2010Yisd NBJs emitted from a
sharp edged orifice, as this kind of release allawarger entrainment (Mi et
al. 2001, 2007). The inclination ranged from 459@5 and Froude from 8 to
30.8. The authors studied the characteristic dilnassof the jet axis, the re-
entrainment and the distance of Kelvin-Helmholtztability onset. These
works explained that the non-axis-symmetry of N&&s due to the different
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stratifications in the upper and lower boundaryadfiBJ (see also Ferrari and
Querzoli, 2011). Moreover, they showed that the imar height of the jet

axis increases from 45° to approximately 80° ineagrent with the results of
Bloomfield and Kerr (2002), and then decreasesisz of the re-entrainment
phenomenon. They demonstrated that the impacthdistand the maximum jet
height depend linearly on the horizontal momentwmpgonent, without any

dependence on the re-entrainment. Also, they obdethiat the maximum

height for angles larger than 80° is reduced byé¢hentrainment.

Papakostantis et al. (2011a, 2011b) simulated NBtksinclination from 45°
to 90°, Froude number from 7 to 60 and three ddfiediameters of the nozzle
(0.6, 0.8, 1 cm). The experiments were carriedioat large tank to eliminate
the possible effects of the boundary (figure 2THe release was a salt-water
solution coloured with red food dye.

The authors, using micro scale conductivity prolzesl image analysis,
identified the geometrical characteristic of thetsjeand the turbulent
concentration distribution and fluctuation.

34— overflow
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constant head

tank '—1— )

overflow
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tank water
supply * i
T
tank of
é preparation
g of jet solution —
‘ pump

H

to drainage
by pass

‘ control o . | .
volumetric cylinder flow discharge venturi to drainage to drainage

Figure 2.7 Experimental set-up used by Papakostantis et al. 2011

They concluded that the dimensionless initial teahirise height increases
monotonically with the discharge angle and readtseemaximum for vertical
discharge. The dimensionless final terminal riseglite increases as the
discharge angle increases up to 80° where it rsathenaximum value and
then decreases. The ratio between the initial teamiise height and final
terminal rise height is approximately 1.16, andisitindependent of the
discharge angle. The dimensionless horizontal miistafrom the source at
which the terminal height of rise appears, as wsllthe horizontal distance
where the upper jet boundary crosses the soureetiElr, decreases as the
discharge angle increases. They found also that cihrecentration and
concentration turbulent intensity on the jet aXanp at the horizontal location
of the terminal rise height are self-similar forga Froude numbers, for all
discharge angles considered. The vertical meanecdration distribution, at
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the location of the terminal height of rise, is ep@mately Gaussian in the
upper jet boundary, but deviates considerably énlthver boundary due to the
detachment of dense fluid. They found also thatdihgion rate, normalized
by the densimetric Froude number, does not depernbendischarge angles.

2.2.4 Velocity measurements in inclined buoyant jst

The works exposed in the previous paragraphs wenerglly performed by
using optical techniques, such as LA or LIF; asocasequence, only the
concentration fields and related quantities wereasueed; only very few
investigations were conducted using Particles Imsg&cimetry (PIV) or

Particle Tracking Velocimetry (PTV) techniques tody the velocity fields.

Cenedese et al. (2005) used both LIF and PTV tqadlesito study velocity and
concentration profiles at different Froude numbiens horizontally released
laminar jets. The experimental set-up was a glask 0.80m high, 0.80 m
wide and 1.32 m long. The jet was discharged frosmaoth pipe of 0.012 m
in diameter (figure 2.8).The authors investigated structures inside the jet

under laminar conditions.
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Figure 2.8 Experimental Set-Up used by Cenedese et al. 2005

Shao and Law (2010) focused on small angles (3@ 48f) in a steady

ambient. They used combined PIV and LIF, and stuthe Coanda effect due
to the proximity of the seabed. The experiment&lupeis a glass tank 285 cm
long, 85 cm wide and 100 cm dept. The dischargeawv#ise end of a Perspex

tube of 5.8 mm (figure 2.9).
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Schematic diagram of experimental setup
Figure 2.9 Experimental Set-up of Shao - Law 2010

In this work, the centreline trajectories, the nalized dilutions, and the
coefficients of the non-dimensional equations floe determination of the
geometrical characteristics of the jet were shoWre authors also obtained a
relation for the prediction of the velocity decégyre 2.10).
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Figure 2.10Comparison of non-dimensionalized centreline maximum velocity magnitude decay (log-
log scale) (a) 30°, (b) 45°,Fr is the Froude number, U,, is the maximum velocity, U, the maximum exit
velocity(Shao and Law 2010).

See the table 2.1 for the test cases related tigine (2.10).
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Table 2.1
Exp. nis, Inclined Mol e Distance =5 Apfog (%) Diseharge Reynolds Diengimetric
angle ¢ cliameter 1 (rmm) velocity Uy number Ke Frovhe
(mim) (mfs) number Fr
Fl s 5.80 .00 0.995 0.238 1390 100
F2 30° 580 24,00 0,995 0,356 2074 15,0
Fa an° 580 .00 0,995 0503 294 2
F4 ane 5.80 2400 0,595 0602 3508 153
F5 30 580 24,000 (0.995 0.727 4236 e
Fa 457 580 .00 0,995 01.238 1390 1L
F7 457 5.80 200 0595 0.356 2074 15.0
F& 450 580 2400 (1,995 0507 2956 213
& 45° 5.80 .00 0.995 0606 3530 155
Fio 457 S.80 24,00 0,995 0.765 4456 322
N1 ane 10,75 117 1954 0507 5478 (W
N2 an® 10.75 11.17 1984 0338 3652 T4
N3 45° 10.75 12,92 1,984 1173 12672 355
N4 459 100,75 1262 1.5984 {1,586 63% 12.8
NA 457 10,75 12,92 1984 0.391 424 8.5

Shao and Law (2011) studied horizontal dense jétis hroude from 7.7 t
16.2 varying the discharge velocity. 'y used PIV —PLIF techniques an
focused on the influence of the bottom attachnThe authors found that tt
concentration and velocity axis initially coincideut they begin to devia
from each other when the edges of the jet impingéls the bottor; and in
particular the concentration axis then descendwdowall due to the r-flux
boundary condition (impermeable boundary, and opnsetly no
concentration gradients), while the maximum velpo@thigher due to the -
slip condition (velocity equéto zero at the boundary).

Another paper waBy Lai and Lee (2012): the release angles weredmivi 5
and 60° and Froude number between 10 and 40.T®rautompared the
results with the two previous work by Shao and L@@10, 2011), and wit
the prelictions of the VISJET model (Lee and Chu 2003) ifainations ol
30° and 45°. The experiments were carried outflarae 1.2 m wide and 11 |
long. The nozzlevas tapere with internal diameter that varies from 30 mn
5 mm. The head nozzle is mounionto a false floor. To avoid jet attachm
with the floor, the release is fixed at 5 cm. Thetahce between the came
and the test section is 3.5 m to minimize the ¢iéthe parallax (figure 21).

Constant head tank
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Air valve —
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Argon-laser

Rotating mirrar

Fump A5=degree plane mirror %
CCD camera

Experimental setup for inclined dense jets in stagnant ambient.

Figure 2.11 Experimental Set-Up used by Lai and Lee (2012)

In this paperthe geometrical characteristics of the jet anddbecentratior
profiles normalized to the initial source concetitra (determined using
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calibration box, filled with the source fluid platat the measurement section
and illuminated with the same laser sheet) werainétl. The authors observed
that the concentration profiles were Gaussian ug/fo= 20 (s is the stream-
wise coordinate and D the diameter of the noz&&)dying the velocity fields,
the authors found that the effects of the negdtiveyancy are not significant
in the decay of the stream-wise velocity.

2.3 - Numerical models
2.3.1. Integral jet models

Several numerical models have been proposed, tt# coonmonly adopted

method is the jet integral model developed by Real.€1969) and adopted for
positively buoyant jets. They analyzed unstratifadl stratified environments,
and assumed that the profiles of velocity, deresitgt tracer concentration were
self-similar and Gaussian. The following sectionegi a review on integral

approach on negatively buoyant jets.

Abraham (1967) developed a model for negativelyyanobjets into stationary
ambient, issued horizontally or vertically. The waaptions made were self-
similarity and Gaussian profiles on momentum andsnprofiles, but the
transition between positive and negative entrainmes also included.

Wang et al. (2002) have proposed second-order radtegodels only for
positively buoyant jets, which take the turbulerds® and momentum fluxes
into account. The model employs the entrainmenturapton with the
entrainment coefficient and the variation of tugntlmass flux modelled as a
function of the local Richardson number. Insteld,turbulent momentum flux
treated as a percentage of the local mean momefitumThe model also
assumes a constant concentration-to-velocity widtio, in which the ratio is
expressed as a function of the local RichardsonbeunThe model can predict
positively buoyant jets quite well, however dersis were not simulated.

Jirka (2004) proposed a model to simulate buoyet# feleased at different
angles in stagnant or flowing current conditionbeTintegral model for the

flux conservation of mass, momentum, buoyancy aaths quantities uses an
entrainment closure approach that separates theveese shear contribute and
azimuthally shear mechanism. It defines these ftuantities based on

Gaussian profiles for the transverse distributiérvelocity and scalars. The

model contains also a quadratic law turbulent diage mechanism. The

initial zone of flow establishment is specified hiexplicit account for the

effects of discharge buoyancy and of cross-flovthos region.

Kikkert et al. (2007) developed an analytical solutfor arbitrary inclined
negatively buoyant jets into stationary water. Thedel does not solve the
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typical equations of the common integral model, Bita semi-empirical
analytical model, based on kinematic considerati@n,a pure jet is assumed
before the terminal rise. The model has severatditons in the prediction of
the minimum impact point dilution.

Papanicolau et al. (2008) proposed two integraletstb simulate buoyant jets
issued into calm, homogeneous or density stratdiedronment. The applied
assumptions are the “top-hat” formulation, and Gaurs cross-sectional
distribution. The formula of Priestley et al. (195bas used to model the
variation of the entrainment coefficient. The aughacomparing the model
with their experimental results, found that therainiment coefficient must be
reduced from 0.057 to 0.03 + 0.04; which corresgottda reduction of the
shear entrainment and consequently an increaseeaitximum height. The
result is valuable, because previous models untimeged this quantity. They
also found that a better prediction could be adkdewsing the top-hat
formulation.

Jirka (2008) used the Corjet model (Jirka, 2004Jitierent discharge angles
(from 0° to 90° to the horizontal), and differerffshore bathymetry. The
author found the largest offshore impingement locatrom 30° to 45°. The

optimal inclination to achieve the maximum dilutianthe maximum rise level
was reached for an inclination of 45°, but with #ndéference from 30° to

60°. Instead, the maximum dilution in the impingegrhpoint was found for a
flat bottom, for discharge inclination from 60°16°, for moderate slope of the
bottom (10 - 20°) at about 45-60°, for strong sl¢p@°) at about 30 - 45°.
Comparing these results with previous experimenwtaks, the author found
that the geometrical characteristics of the jaetsutated with his model were in
agreement with the previous experimental works tl@ncontrary, the dilution

levels on the impact point and on the maximum tesel showed more

disagreement.

2.3.2. Simulation of NBJs with generic ComputationaFluid Dynamics
algorithms

Another approach for the numerical prediction &f behaviour on NBJs is to
solve directly the Navier-Stokes equations undéfeidint assumptions using
Computational Fluid Dynamics (CFD) solvers. Theree aeveral CFD
techniques, for example direct numerical simulat{@NS), where Navier-
Stokes equations are solved at scales small entogholve the entire
turbulence spectrum form the largest eddies tdibtlenogorov scale. Another
approach is Large Eddy Simulation, the Navier k8soequations are solved to
solve motion bigger than the grid size, smalledlescare modelled with sub-
grid models. The most common models are the sedd&leynolds Averaged
Navier - Stokes models (RANS), in which the timeeraged formulations of
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the Navier-Stokes equations are solved. Assumptoasnade about the new
terms that arise from this time averaging.

There has not been application of CFD simulatiohsowoyant jets. In a
stagnant ambient, vertical buoyant jets have begiogmed by several authors,
e.g., Hwang and Chiang (1995) and Hwang et al. f1®98at simulated the
initial mixing in a density stratified cross flowsimg a RANS model with a
buoyancy modifieck-¢ model.

Blumberg et al. (1996) used far field CFD circudatimodel of Massachusetts
Bay to calculate near field dilution levels. Theuks have been compared with
similar predictions from near field plume model (ME). The comparison
indicates that the trap heights and initial diloBoobtained with the far field
model were in agreement with those generated bgehefield model.

Lin and Armfield (2000) studied the behaviour ofakeaxisymmetric vertical
fountains with a time-accurate finite volume codlbey found that the relation
between the Froude number and the maximum heightlirgear function and
that the time scale for the development of the faunflow is a quadratic
function of the Froude number.

Law et al (2002) used a RANS model withe turbulence closure to
investigate the dilution of an 8 port rosette-sltbgifuser.

Vafaiadou et al (2005) used the software packag&¥sl CFXto simulate
NBJs with inclinations between 45° and 90°. Thegnpared their results with
those obtained by Roberts et al. (1997) and Blotwhrdad Kerr (2002). The
model adopted was the Shear Stress Transport (88blulence model,
developed by Menter (1994) to effectively blend tlobust and accurate
formulation of thek — w model in the near-wall region with the free-stream
independence of the— € model in the far field. By comparing the resultghwi
available experimental data, they found that thé@alnheight of rise of a
negatively buoyant jet at the initiation of flow Eways larger than the
terminal height of rise. The computed differencesvaaound 20%. Also the
initial and final height of rise obtained by thenmerical model is in satisfactory
agreement with the results of Bloomfield and Ke&8Qq2) for the range of
angles between 0° and 45° to the vertical. Finalhe numerical results
underestimated slightly the height of rise obtaibgdRoberts et al. (1997) for
an angle of 30° to the vertical. According to thehars, the model can be
considered as a valuable tool for the simulatioNBs.

'http://www.ansys.com/Products/Simulation+Technology/Fluid+Dynamics/Fluid+Dynamics+P
roducts/ANSYS+CFX
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Plumb (2008) simulated a submerged single port(figtre 2.12) with the
software package ANSYS FLUENTusing several turbulence models. The
grid was built with GAMBIT, and the refinement wamsecessary in the
hypothetical path of the jet (figure 2.13). Compgrihis results with
experimental data, he found a similar shape bégrmint dilution levels.

Figure 2.13 2D Grid with refinement (Plumb 2008)

Tang et al. (2008) developed a three-dimensiongh8lds-averaged Navier-
Stokes computational fluid dynamics model with eddsx grids to model
accurately the geometry of the diffusers. The astliged an algebraic mixing
length model with a Richardson - number correctnsed for the turbulence
closure. The governing equations were solved wiseeond-order-accurate,
finite-volume, artificial compressibility method.h&y applied the model to
simulate negatively buoyant wall jet flows and tb@emputed results were
shown to be in good overall agreement with the erpgntal measurements.
Also, the comparisons with results obtained by wpgltwo empirical mixing

*http://www.ansys.com/Products/Simulation+Technology/Fluid+Dynamics/Fluid+Dynamics+P
roducts/ANSYS+Fluent
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zone models showed that the results were similderims of rate of dilution
and geometrical characteristics.

Oliver et al (2008 and 2012) used a k-e model efsthitware package ANSYS
CFX to simulate NBJs. The authors took two modéhe first using an
essentially standard form to predict the flow bebtar;, the second to calibrate
the model with respect to the experimental analydmsnparing the results with
experimental data, the predictions from both timeutations were comparable
for the trajectory but the integrated dilution potidns at the centreline
maximum height were conservative (mean-integratettentrations are over-
predicted).

Mier — Torrecilla et al. (2010) developed a num@rischeme for the
simulation of multi-fluid flows with a particle fite element method (PFEM),
which can model immiscible fluids. In a succesgaper (Mier — Torrecilla et
al. 2012), they applied the scheme to study negigtibuoyant jets in a
homogeneous immiscible ambient fluid, solving th® 2Navier—Stokes
equations for vertical jets. The authors focusedtloa jet height and its
variation in time, varying Reynolds and Froude nemb

They found three different regimes (figure 2.12je ffirst characterized by

being very stable, with an approximately constamglht, the second described
as a pulsating fountain in which the height ostlain time. The third type,

observable at higher injection velocities, in whitie jet initially penetrates

upward and, when it reaches the maximum heightaga cap on the top.
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Figure 2.12Behaviour of the jets, in terms of the Froude number and the Reynolds number

Seil and Zhang (2010) modelled single and multi-pidfusers using ANSYS
FLUENT, and also they compared their results withse of Roberts et al.
(1997) and Nemlioglu et al. (2006). The jets weyand to be conservative
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near the orifice, till a, dimensionless with theolidle number, distance of 7
diameter. For the multi-port configuration, theyegented qualitative images.
The important result is that: “impact dilutionsimahe individual jets were in
both cases found to be less than for the equivalagte plume”.

2.3.3. Commercial tools dedicated to buoyant jets

Extensive papers about commercial models for theulsition of brine
discharge have been presented by Palomar et al2#2@nd 2012b) and
Roberts et al. (2010). According to the authors,ritost important tools for the
simulation of the near field region in buoyant jate “CORMIX”, “VISJET",
and “VISUAL PLUMES".

CORMIX (Cornell Mixing Zone Expert System) softwaras developed in the
1980s at Cornell University under the support of tBPA (Environmental
Protection Agency), and can simulate positive, r@wnd negative buoyant
jets. In this software, there are several subsyst€®RMIX 1 and 2 are based
on dimensional analysis and can simulate singlé{@®RMIX 1) and multi-
port jets (CORMIX 2) using semi-empirical formul&s calculate the main
features of single port discharge, and, CORJET chase the integral
differential equations. CORJET is an Eulerian mpdsb the typical
assumptions are self-similarity and Gaussian m@efilthe motion and
differential equations in the axisymmetric coordenaystem through the cross
section are solved by using a Runge-Kutta 4th ordenerical method. The
assumptions are unlimited environment, self-sinyaof the cross sectional
profiles and stationary state. The entrainment mdeased on the Priestly et
al. (1955) formula for round vertical jets, addim¢erm to take into account the
inclination. The model is strictly valid only fohe¢ asymptotic self-similar
regimes (pure jet, pure plume, pure wake, adveptdti advected thermal),
while in the intermediate cases an approximatiarsed.

VISUAL PLUMES (VP) was developed by the EnvironmeRtotection
Agency (EPA), and can simulate positively, negdyivand neutrally buoyant
jets with single or multi-port diffuser. The modebnsiders the effluent
properties (total flow rate, effluent salinity, tparature or density, effluent
pollutant concentration), the discharge configaom@i{inumber of port, diameter,
depth, port orientation) and the ambient condi(idowing or stratified water,
current speed and direction, salinity and tempegatbackground pollutant
concentration, diffusion coefficient, decay ratéP has several independent
models:

- UM3 a Lagrangian model for single and merging plume

- DKHW, an Eulerian model for single and merging p&um
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- NRFIELD, a semi-empirical model for multiport differs
- PDSW, an Eulerian model for surface discharges

The differential equations are solved using a Reldgia 4th order method.
The assumptions are unlimited environment, selitamty of the cross
sectional profiles, stationary state, top-hat jeffies. The mass into the plume
in the presence of current is quantified usinggeeeralized 3D projected area
entrainment (PAE) hypothesis(Frick 1984), this asssl that entrainment due
to the cross-flow (the vortex pair entrainment twe far field) is equal to the
ambient flow intercepted by the "windward" facetloé plume element.

Generally in the Lagrangian models, the basic apgomare different, instead
of using the Eulerian equations, the marked mdteolume (with an initial
mass, momentum and buoyancy) issued from the saifodowed with time,
and it mixes itself with the surrounding fluid dteethe turbulent entrainment,
and in so doing, it changes its width, mass, moomardnd concentration.

VISJET (Innovative Modelling and Visualization Tewogy for
environmental Impact Assessment) is a model deeela the University of
Hong Kong and can simulate negatively and posypibeloyant jets with single
or multi-port diffuser, and like VISUAL PLUME, coiters the effluent
properties, the discharge configuration and the iamb condition. At
difference with the previous two software, VISJETai Lagrangian Model; the
assumptions are unlimited environment, self-sirtyfaof the cross sectional
profiles, stationary state, top-hat jet profilehieTunknown jet trajectory is
modelled as a sequence of plume elements, follotvinget path, increasing
the mass as a results of the shear entrainmentt{dtiee jet discharge) and
vortex entrainments (due to the cross-flow, if prés). The entrainment in a
cross-flow is determined by the PAE hypothesis thetides terms to take into
account the effect of excess velocity of the jetd éhe presence of a cross
ambient current.

According to Palomar et al. (2012b), the three jmey models tend to
underestimate the jet dimensions. The Terminal hieight deviations (X are

between 10% and 30% and this deviation increasesrdiog to the initial

discharge angle. Also, they significantly underasate the dilution at the
impact point (§. See table 2.2, for the results of complete $etases under
validation.
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Table 2.2 Estimated errors in commercial Tools (Palomar et al. 2012 b)

ESTIMATED ERRORS MADE BY COMMERCIAL TOOLS WHEN MODELING BRINE DISCHARGES
(4: underestimation; *: overestimation)
6 = 30" inclined jet £ =45° inclined jet & = 60" inclined jet
Variable - - -
Corjet [ UM3 | JetLag | Corjet | UM3 | JetLag | Corjet | UM3 |JetLag
Z; ~10%4 | ~25%L | 0% | <10%L | ~20%d [ ~20%L | <15%) | ~30%) [~25%L
STAGNANT
AMBIENT S ~60% ~60% | ~60% | ~50%L | ~60%1 | ~65%. [~55%1
X [ ~15% | ~25%) | ~15%1 | ~10%4 | ~25% [ ~10%4 | ~15%4 | ~25% [~10%
All variables are underestimated by the commercial models, especially dilution rates.
Coflowing case Counter-flowing case Transverse current case
Variable 8= 60°,4 = 180° 0=60°,4=0 9= 60°,6 = 90°
Corjet | UM3 | JetlLag | Corjet | UM3 | JetLag | Corjet | UM3 |JetLag
~10%T | ~5%4 | ~5%1
DYNAMIC Zy ~25%4 [ ~30% | ~30%L | to 1o to | ~30%4 [ ~40%) [~40% L
AMBIENT ~5%l | ~15%4 [~20%1L
60" inclined jet ~15%4 30%L | ~5%l [ <20%4 | ~5%L | 2590 [ <1594 |~20%L
kY i to ~35%L to o to o to to to
~5%T ~15%T | ~65%T | ~5%T [~00%T | ~25%T | ~2% |~45%T
For values U, Fp.z> 0.75, commercial models tend to overestimate variables, especially dilution
at the impact point and jets opposing the crossflow.
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Chapter 3

Theoretical analysis of buoyant jets

3.1 - Introduction

As stated by Fisher et al. (1979K Jet is the discharge of fluid from an orifice
or a slot into a large body of the same or simillaid. A plume is a flow that
looks like a jet, but is caused by a potential ggesource that provides the
fluid with positive or negative buoyancy relatiwgeits surroundings

A buoyant jet is an intermediate flow between ajad a plume, on which both
the buoyancy and the momentum are present. Incpkatj the initial part of
the flow is driven mostly by the momentum, whilgela mostly by the
buoyancy forces.

The behaviour of jets and plumes depends on thasses of parameters:
Jet parameters

Initial velocity distribution, turbulence level, géhjet mass flux, the jet
momentum flux and the flux of the contaminant (sastheat, salinity, etc...)

Environmental parameters

The environmental parameters are all the ambieantbifa which influence the
jet at a certain distance from the nozzle, likerents, density stratifications,
etc.

Geometrical factors

These factors are: the shape and the size of thdendhe orientation and the
influence of other jets, solid obstacles, or tleefsurface.

In this chapter, the limiting asymptotic solutiofs simple flows (jets and
plumes) are shown, and then these solutions arebioedh to deduce the
behaviour of more complex flows, such as buoyatt, jand the qualitative
influence of buoyancy, momentum, etc.
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3.2 — Jets and Plumes

In a jet (or plume), near the nozzle, the flowastcolled entirely by the initial
conditions (geometry of the nozzle, mean velocdifference between the
density of the discharge and the one of the amiflieia).

A general description of the factors important &b dynamics can be defined
by:

1) The mass flux of the jejpf) is the mass of fluid passing through a jet
cross-section per unit time. The mass flux is gilgn

PH= {,O\NdA , (3.1)
- Alis the cross-sectional area of the jet
- wis the mean velocity in the axial direction
- uis the specific mass flux of the jet

2) The momentum flux of the jetofn) is the amount of stream-wise
momentum passing a jet cross section per unit tine given by:

—_ 2
pm= { pwdA (3.2)
- m s the specific momentum flux

3) The buoyancy fluxgp) is the buoyant or submerged weight of the fluid
passing through a cross section per unit timea. dgiven by:

B = | ghowdA= [ pg'wdA (3.3)
A A
- Apis the difference in density between the ambienidfland
the jet fluid
- B is the specific buoyancy flux
Ap

- 97 97 is the effective gravitational acceleration

Referring to the initial values i.e. volume flux )(@pecific momentums flux
(M) and specific buoyancy fluxes (B) for a circutaroyant jet, these quantities
are given by:

1

Q=W (3.4)

_1 2
M —ZrDZ\N | (3.5)
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—_ Apo — 1
B_QTQ_QOQ’ (36)
where D is the jet diameter and W denotes the metftow velocity assumed
uniform across the jefypo indicates the difference in density between thalfl

discharged and the surrounding fluid, zy‘bch%.
o

3.2.1. Simple Jet

In simple jets, the time-averaged concentration ¢€oss the jet shows
essentially a Gaussian distribution of tracer cotregion, which may be
defined as:

r 2
C=Cn @X{_ k[?j } 3.7)

where G, is the value of concentration along the jet axisndicates the
distance along the jet axis, r denotes the radsthigce from the jet axis and k
is a constant.

The Gaussian distribution is verified also for thme-averaged velocity

profile. This Gaussian shape is present only aitejet diameters downstream
the nozzle. In the region from the jet orifice t® diameters downstream, the
shear layer is still being established at the egspesf the velocity core of the
jet flow, as it exits the nozzle; for this reastime latter region is named the
zone of flow establishment (ZFE).

The flow downstream of the ZFE, in which the jebtioues to expand and the
mean velocities and tracer concentration decreasescalled zone of
established flow (ZEF). In this zone, the profilee “self-similar”, i.e.at any
cross section, it is possible to express any tive¥eged concentration and
velocity profile in terms of a maximum value anthaasure of the width.

In the ZFE, the flow forms a transition between weadl shear controlled flow
and the free-shear region. In the ZFE, the come floessentially irrotational
and is not affected by the jet diffusion. The setoegion (ZEF) is downstream
the ZFE, where the entrainment with the ambienidfloegins, and the jet
continues to expand.

As shown by Lee et al. (2003) (see also figure,3fd) a round jet, the
expression of the profiles in the zone of flow bitlment is:
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u=u, r<R
_ 2
Du:uoﬁxp{—(r bZR)} r>R (3.8)
C=¢, r<Rk
_ 2
c=00®x;{—((r)|[5)2} >R (3.9)

wherer is the half width of the potential corb indicates the width of th
mixing layer.A denotes a parameter introduced to take the difterbetweel

the diffusion of mass and that of momen into account and R is th
thickness of the velocity cc.

In the ZEF, forx> 6.2D, the profiles can be expressed as:

=u, 0 )=, rexg -

cC=c¢C, Eéxp[—(/‘r—)z} ’ (3.11)

where , and @, are the maximum velocity and concentration along
centreline. functioffiis usually of Gaussian form.

The width of the jeb is defined as the lateral location where the vé&jois
equal to 1/e of theentrelinc value.

¥

zone of flow

~ » zone of established flow
establishment

Lo=6.2D

2,42
u(x,r)zume'r v

cfx,r}=c,e

Figure 3.1 Round turbulent jet showing the Zone of Flow Establishment (ZFE) and Zone of Established
Flow (ZEF) (Lee and Chu 2003)
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For a simple turbulent round jet, we can defin@aracteristic length scale:

o =2 :ﬁ\:(ﬂj%m

Q_M1/2 4

, (3.12)

whereA is the initial cross sectional area of the jetisThepresents the distance
downstream from the jet orifice in which all theoperties of the jet will be
function of x/b, Q and M.

Considering this argument, we can deduce hpwc, b, /¢, andm must

depend on the distance from the jet orifice. Foanegle, sinceu, has the
dimensions length/time, we must have that

Q [ x
Vi (Tj (3.13)

Q

- Forx— 0,un, — M/Q
- Consideringdlo>> 1, this limit is formally equivalent to:

- X — o0, with Q and M fixed
- Q— 0, with zand M fixed
- M — oo, with z and Q fixed

From the previous equivalences, it is possibledi nhat further from the jet
orifice, the volume flow becomes less important awd the contrary, the
momentum flux increases its importance. Thereffmex >>lg, all properties

of the jet are defined solely in terms of x andis result indicates that it is
possible to define the velocity on the jet centeelias the product of a
constand; times the ratio between the length scljeand the stream-wise
coordinatex:

Q
Un = A . (3.14)

Also b can be specified by a function of the form:

b_f X
T : (3.15)

3.2.2. Simple Plume

In the simple plume, there is no initial volumeneomentum flux, therefore the
flux is only function of the buoyancy flux B, théstance from the origin z, and
the viscosity of the fluia.
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The time — averaged vertical velocity on the axithe plume is given by:

u, = f(B,x.0) (3.16)
Since there are only four variables, it is possibleefine two dimensionless
groups. Therefore, assuming a point source onensbiiar a round plume:

. 1 1/3_f Bl/3 D(2/3
"\ B v : (3.17)

The term on the right hand side is similar to tleyfdlds number, i.e. when it
is sufficiently large(x>> ¢*¥BY?), the flow is fully turbulent and the effect of
the viscosity is negligible. In this case we get:

B 1/3
Up, = bl(;j . (3.18)

In the plumes, that term changes the momentum effldw, and increases
along the axis of the plume (in contrast to thg.j@he momentum flux
depends only oB andx.

Using dimensional analysis we get

213
B

m=b,~m . (3.19)

Similarly, the volume flux in a round plume is givby

Bl/3
u=h, _X5/3 ’ (3.20)

where R, b, and B are constant to be determined experimentally.

3.2.3. Buoyant Jets

A buoyant jet is a jet governed at the same timéhieydifference of density
between the fluid discharged and that of surroumdamnd by the momentum
fluxes. In particular, near the nozzle, the flow geverned only by the
momentum fluxes and it behaves like a simple jestdad, at far away, it is
governed solely by the buoyancy, and it behavesdilplume. In between the
behaviour is intermediate. The density differenceyrbe positive or negative,
therefore it is important to analyse the orientatd the jet with respect to the
vertical axis.

In this paragraph we consider a jet, which is dasghd vertically upwards. Its
density is smaller than the one of its surrounditigsrefore it travels upwards.
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The parameters which determine the flow are thialrfluxes of volume Q),
momentum ) and buoyancyR) furthermore the distance from the source
point.

Froude number is one of the most important dimeregs parameters used to
characterise buoyant jets:

W

Fr " (gD)” . (3.21)

The Froude number compares buoyancy and inertiegé$oof buoyant jets.

For a round jet, we can define two separate leagites:

M 3/4

_Q
lo=177  (3.220) v =g (3.22b)

The first length scale is important in the analysfishe jets and represents the
distance from the origin over which the initial ciions influence the flow
field. The second includes the effect of buoyanoy eepresents the relative
importance of the momentum flux and the buoyanaoy.flConsequently, for a
distance much lower thdg, the flow is dominated by the momentum, and the
behaviour is similar to the one of a jet; for distas larger thahy, the flow is
instead dominated by the buoyancy, and the behaisqlume-like.

The length scales are related to the Froude nuarmknozzle by:

-1/4 -1/4
X = LT l Fr = 7_T lﬂ
D [Fr 4 I, (3.23a) 4 lg (3.23b)

Any flow variable is a function of these parameté&sr example:
u. = M f l i
" Q lg 1, ) (3.24)

Note, however, that this is not a convenient fumctio evaluate, since is
involved in both independent parameters.

For x>3g, the only relevant length scale for a round jetljys and the
expression fot, is:

M 1/4 Xl:Bl/Z
Uy, B2 = f( VEEG J (3.25)

For B— 0, w,, must be independent of B so that the formh st be such that
B vanishes. However, since-B 0 is formally identical to x» 0 or M— o, it
follows that
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M 1/4 M 3/4
Un, Bz Cl( YBY2 j for x<<Iu (3.26)
Similarly,
VEZ VEZ vz
Un o1z~ Co| — iz for x>>ly (3.27)
B xB

wherec; andc, are empirical constants.

Considering the scale,lif x >>lg the flow is fully developed and till x wthe
flow is still controlled by the jet exit geometryhus, if v and L are of the
same order, then the flow is similar to a plumenfrthe outset. The ratio
between the two length scales is the Richardsorbeur{i®) and for a round
jetis:

=t () 21 2
l, (4 w2 4) Fr (3.28)

3.2.4. Dependence with discharge inclination

The previous considerations apply for buoyant jetéeased vertically.
However, in order to increase the length patls more useful to use different
inclinations. For example, in negatively buoyars je¢his path can be extended
using different angles. To maximize the path andsequently the dilution, a
discharge inclination of 65° to the horizontal aildsuseful (see Ferrari et al.,
2010). Generally, with a dense effluent, it is &etb avoid the angle of 90°,
where the jet falls on itself and the entrainmsembostly with the same fluid.

The geometrical parameter of the jet, following thieensional analysis of
Fisher et al. (1979), can be expressed as:

RS- (3.29)

where@is the angle from the horizontal ands the maximum height of rise.
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Chapter 4

Numerical model of buoyant jets

4.1 - Introduction

The strategy of Computational Fluid Dynamics (CFB)to replace the
continuous problem domain of the Navier-Stokes Bgna with a discrete
domain, i.e. the quantities are calculated onlythea given grid points. The
system is transformed into a large set of couegkbraic equations.

The fundamental elements of any CFD simulationApsley 2013):

- The flow field is discretized into a finite numbef nodes, and the variables
are approximated by their values in these nodes

- The equations of motion are discretized by mez#nsumerical methods to
obtain a system of algebraic equations;

- The resulting system of algebraic equations igesbto obtain values at the
nodes.

The main stages in a CFD simulation are:

Pre-processing

- Formulation of the problem
- Determination of the equation to be solved
- Specification of the boundary conditions

- Construction of a computational mesh

Solving:

- Discretization of the governing equations;

- Solving the resulting system of algebraic equetio
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Post-processing

- Validation (comparison to measurements or ar@ytipredictions, grid
independency check)

- Analysis of results (calculation of derived quaes: forces, flow rates, etc.).

- Visualization (graphs and plots of the solution);

4.2 - Basic governing equations

In the numerical simulation, the first step is tlegermination of the governing
equation of the problem. For NBJs, the equatioestla@ continuity equation,
the momentum conservation equations, a transpagte and an equation of
state.

The simplifying assumptions that can be considared incompressible fluid,
Boussinesq approximation (density difference ndgkgwith the exception of
the buoyancy forces and molecular diffusion negle.

4.2.1. Boussinesq hypothesis

Under the hypothesis of Boussinesq, the presssteliition is hydrostatic for
a stagnant receiving fluid:

op,
—=- 4.1
oz P LY _ (4.1)

If the receptor fluid is not stagnant:

plt.x, ¥:2) = py(2)+ Blt.x, v.2)

- 4.2
p(t.x, v.2) = py(2)+ B(t.x, v, 2) “-2)

where

P, 1s the reference density,

p is the deviation from the reference density,
p,is the hydrostatic pressure,

p is the deviation from the hydrostatic pressure.

The deviation from the hydrostatic pressure andftbe reference density in
general is small:
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0 << P, p << p, 4.3)

Under the Boussinesq hypothesis, the relative taniaof velocity is
considered smaller than the relative variationesfgity:

% D% <<&

0 ; (4.4)
0

The Boussinesq hypothesis is verified for velositsenaller than the speed of
sound. Under this hypothesis, the Navier-Stokesiau has a special form.

4.2.2. Continuity equation

Considering a material volume V(t) and mags= jpdv , the conservation of
V(t)

mass can be expressed as

DM _D

= o [pdv=0 _ (4.5)

V(t)
Applying the transport theorem:

%: a_p (i = a_p (] -
S o dVv + jpucrrds j(atmmpu)Jdv 0 (4.6)

V(t) S(t) V(t)

If the argument function is required to be contmsido the first order, it
follows that

9 otfpn) =2 + pomw+a0p =0 4.7)
ot ot :

Dp

" 4+ @W=0 4.8
Dt p0 , (4.8)

and under the Boussinesq hypothesis
Dp, . Dp ~
——+—+p,0i+p00=0 4.9
ot ‘ot P P _ (4.9)

Since p,is a constanfp — 0 therefore Eq. (4.09) can be expressed as
D 5/
—/Poipmi=o0 (4.10)
Dt :

Since the deviation from the reference densitynalg we get

40



Numerical model of buoyant jets

Dﬁ/
_/Po g,
Dt

and the equation (4.10) becomes

OlG=0 (4.11)

4.2.3. Momentum equation

Momentum of a control volume ig = j,oUdV :
V(t)

According to the momentum conservation principlae tfluid particles
acceleration in a material volunwt) is equal to the sum of the surface forces
and the body forces.

Da_g (4.12)
Dt )
j oV = j oV + j 7 (S (4.13)
Dt V(t) V(t) S(t) ’
where:

jpTdV are the mass forces, the only one considered $nctise is the gravity
V(1)

pEv

j r[(dSare the forces acting in the material surface §S(t)
S(t)

Applying the transport theorem, the equation (4d&)omes:

D ; N Di  _Dp ., -
2 [pwv= [ D (on)s(aipm= ]| ool +u 2+ (auom v
Dt VL VL Dt Jl Dt Dt
(4.14)

[ H@+ o0 [m)] o U }dv (4.15)
oL LDt

j PO dV j oV + j 7 OidS= j (pf +0 ﬁ)dv (4.16)
V(t) V(t) S(t) V(t)

j(p@whmqjdv:o (4.17)
i\ Dt =
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Considering that the equation (4.17) is continudusan be expressed as:

p%:pf+DD=' (4.18)

If we assume constant material properties of a Newah fluid, the stress
tensor can be expressed as:

r=-pO+A00m)0 +20ule (4.19)

wherep is the pressure andis the coefficient of viscosity and= —% U

In particular
r=-p0 +2H1(§—%(DEH)D) (4.20)
1
Iy =-plo; + ZDU(e.j _Euk,k Dﬁ'“j , (4.21)

whereg, :%(um. +Uj, ) Substitution yields
=—p@, +utfy  +u )-2rum,, B 4.22
L =—ploy +uuy; +u, gw kk O (4.22)

2
Ty =~B; +/'I|:ﬂui,j +tuy; ),j _§/J[ﬁuk,k),i : (4.23)
Substituting with Equation (4.23) into Equation1@) gives
Dy, 2
,OE: i R +lumi,jj +IU|]'Ij,ij _glumj,ji (4.24)

Applying Schwartz’s theorem we get,

E:DF—%w[EDZU +5DD(D m)} (4.25)
Dt P 3

If the fluid is incompressiblel{[U =0) and the only mass force is the gravity:
f =-gz itfollows

—

p% = -0z - Op+ pD%G (4.26)

Under the Boussinesq hypothesis,

42



Numerical model of buoyant jets

—

-\ D ~ - _
(0o + p)gl: =—(p, + P)90z - Op + u M0 . (4.27)

Defining the modified pressure p as
p=P+Dp (4.28)

where
P is the hydrostatic pressure,

p is the deviation from the hydrostatic pressure,

P=p, —P,9Z- P (4.29)

p,= pressureatz =0
Op=-p,90z-0p . (4.30)

The equation (4.27) becomes,

DU _

(00 +P)J = ~po + Pz + poglz=Dp+ M0 (4.31)

Neglecting the deviation of the density, whit redgde the reference density,

,00% =-pgdz-0p + « 070 (4.32)

and introducingg'= ﬁg , One obtains
0

D0 yn-P (4.33)

Dt Lo ’

where - g'z are the buoyancy forces.

4.2.4 Tracer Conservation Equation

A scalar is passive when its value has no effestenaterial properties in the
fluid dynamics.

If Cis the concentration of the passive scalar, thetan of conservation, in a
more general way, can be expressed as:

DC

ooV 02C + S, (4.34)
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where&: is the scalar source of unit mass, gnds the molecular diffusivity.

4.3 - Mean - Flow equations

4.3.1 Reynolds decomposition

Decomposition of a variabl& into its mearf , and into its fluctuatio’\".
Alx,t)= A(x,t) + A'(x,t) (4.35)

where A denotes the average @ and A' is its fluctuating part (or
perturbations). If the process is stationary amgb@ic, it is possible to use the
time instead of the ensemble average.

Note that the mean of a mean value remains the nadaa:

A=A . (4.36)

Similarly, the mean of a fluctuating quantity vdres:

A=A+A = A=0 (4.37)

4.3.2. Mean Continuity equation
Using the continuity equation (4.11),

0lG=0 (4.38)

furthermore applying Reynolds averaging yields

G, +u,;=0. (4.39)
The second (fluctuating) term on the left hand sitiEquation (4.39) vanishes
while taking the mean:

. +0,,=0 = ©, =0 (4.40)

1]

4.3.3. Mean Momentum equation

The momentum equation (4.33)

Dui :_glzli_&_'_vmi’"

= py ” (4.41)
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can also be expressed as

u tuy ,:—ﬁga,i—&wmi ) (4.42)
’ ! Po Po o '

Applying the Reynolds decomposition Equation (4.423omes

Il

U "'u'i,t"’(UJ +u'j)[€qij +u'ivi) _,0 gLz, —5 gLz, - ,Fo),i +V[‘lu'iyjj +vﬁu'i1”
0 0 0
(4.43)

Upon performing the indicating multiplications, asebarating terms, the mean
of the previous equation is:

U, +U'i,t+UjUi,j +UJ.U'i‘J_+U']. Ui,j +Tu'i’j :—pzogﬁ pzogﬁ —E; +v[mi'jj +|/[m'i’jj
U Ul +mi,1 pZOgD _,Z VI (4.44)

Note that
(u'j u'i),]- SupUL U U (4.45)

Equation (4.44) becomes
U, +00 +(Tu'i)‘1 pzoga —;; +VIm, (4.46)

The constitutive equation for the total stressexjigal to
Iy =—pLo, +20ulE, - p, m‘ ' (4.47)
Tri =P m' ' wherer; are the so called Reynolds stresses
The derivative of the equation (4.47) is
ry, =P, +u | - o) (4.48)

so, the equation (4.46) becomes

u, +tul ;=

S |‘01I

1
gl —— 1y (4.49)
P,

0
In the equation (4.46),

a

It

represents the storage of momentum (inertia)
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U, G ; describes the advection of mean momentum

g [z represents the gravity force

ESERY

1 :
—-—1y; ;represents the influence of the surface forces
0

(u'j u',) represents the influence of the Reynolds stresséiseomean motion
i

P; . :
—;" describes the mean pressure gradient forces
0

V[Wijj represents the influence of viscous stresses on ntean motion

influence of the surface forces.

4.3.4 Mean tracer conservation equation

Applying the Reynolds decomposition to equatiod %4, one obtains

DC oC — — —

— == +0(uC+u'C')=v.0°C+ 4.50

Dt ot ( ) ¢ > (4.50)
where

%—(t: represents the mean storage of tracer C,

D(E)describes the advection of the tracer by the migaw f
D(u'_C')represents the divergence of turbulent tracer flux,

VCDZE represents the mean molecular diffusion of theetrac

S: is the mean net body source term for addition@ktrprocesses.

The term(u'C')is an analogue term of the Reynolds shear stréssése mean
tracer conservation equation.

4.3.5. Kinetic Energy equation for the mean flow

The kinetic energy for the mean flow can be defiasd
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3
Nk (4.51)

2 i=1

Multiplying Equation (4.49) by. yields
G0 +qu ., =0 2 g0, -1 2
uu, Fyuu,,; = ip_og T uiFOTTij!j (4.52)
u )’ u ) i 1

(Elj U, (Elj =4 p_og&’i_ﬁi p_OTTij’j (4.53)

The equation (4.53), taking into account the eguafd.51), can be expressed
as

_ P 1
E +UE, :—uiﬁgﬁi U Ty (4.54)
Po Po !

In Equation (4.54) it can be seen that the vamatibthe kinetic energy is due

—~

to the work of the gravitational forceﬁiﬁg and of the total stresses

0

_1
u.;rﬂj,j.

i
0

4.3.6. Kinetic Energy equation for the turbulent fow

The kinetic energy for a turbulent flow can be @gsed as

£= EZU. 2 (4.55)

The Navier — Stokes equations under the Boussimgsothesis are

ui "t

W, =-Lgm, -, (4.56)
Po Po

Using the Reynolds decompaosition, one obtains

<l

i1t+uli ’t+(Uj +ulj)[qui’i+uli ’i):

:—ﬁgﬁ,i—ﬁga,i—&—h+zvﬁ

+IE,
Po Po Po Po

i

(4.57)
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The mean part is

Ut H UL = gﬁ’i_%_(uljU'i),j+2V&Zij,j (4.58)

0

> [

Subtracting the equation (4.57) from the equatjérb8)

U, U O, O UG U U :—ﬁg Q,i—&‘FZV@'” ,j+(u'j u'i),j
Lo Po
(4.59)
Note that
p'=p :
p'=p )
Under the previous consideration
U, HU O, O Uy, U U S —ﬁg Q,i—&+2v (&) ,i+(u'j u‘i),i
Po Po
(4.60)
Multiplying the equation (4.60) withi, and averaging
uiuh, U Ul u, +G,-u'i ui, Ui U Uy, =
: (4.61)
:—u'iﬁg&,i—u'i Io"+2|/HJ r=H (u u' )
Po Po

E’t+ajg’j =-u) Eg Dlu‘(ui P, — U U Uiy _(“'i 5),,-+2V [, &

) (4.63)

The term (a) in the equation (4.63) can be expaess

u\ Ui, = ;ODDU =- —[ﬁ§+r)

||| 5|

@_

> [l

(4.64)
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Since the scalar product between the symmetri@atidymmetric tensors is

r
equal to zero . == 0|, then the equation (4.64) becomes
Po ~
Ty _
—=[e=u U, e
Po ~

The term (b) in the equation (4.63) can be exprkase

uE,, =(E ), s, = D(J’ Eg) ~OuTg = D(J’ Eg) -le+r)e =

=0(ute)-ee-re=o(ue )" =g ),

Under the previous consideration, the turbulenek@menergy equation can be
expressed as

_ JR— iu'. 'i,_ _ A J—
‘s,t+u;‘$,j+tu'j e),j :—piu'i P2, — 'pp —-u U e + 2 E(u'i I} '),j—ZI/e”-'Z

0 0
(4.65)
The meaning of the terms in the equation (4.65) is
E,t represents the local storage or tendency of tHaukemnt kinetic
energy (TKE)
uje,, represents the advection of TKE by the mean flow
u'; €); represents the transport of the TKE due to turidudlew
—iu'i p'z, is the buoyant production or consumption term.idt a
Po

production or loss term, so can produce or destuolyulence
depending on whether the flux', o' is positive (positive

buoyancy) or negative (negative buoyancy). The tacts only
in the vertical component of the velocity fluctwati

Ui P is a pressure correlation term that describes HGE is
Po
redistributed by pressure perturbations
—ui U g is the mechanical production of turbulent kinetnergy
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2v [Qj'i (6, )] represents the work of the viscous forces dueh#ovielocity
fluctuations

—2|/e;_j'2 represents the viscous dissipation of the turtilieretic energy

4.4 — Closure problem

Equation (4.46) is an equation for the mean questid andp. It contains 6

unknowns, involving turbulent fluctuations. Theyaronlinear terms, act like
stresses, but represent the mean momentum fluxointmut of the material
volume caused by the turbulent fluctuations (se@d3an 2004).

Noting that the Reynolds stresses are

R — 1 ]

We can rewrite the equation (4.46) as

(u Eﬂ]b +—[r.l +7; ] (4.67)

l

Considering Equation (4.67) and (4.41), we obtaide@quations and 10
unknowns: 3 mean velocity componemts mean pressurep and 6

components of the Reynolds stress teasaf; .

When one includes more equations, one obtains evaie new unknowns.
The description of turbulence is not closed. Thaeefby moving from a
deterministic problem to a statistical descriptioh the Navier - Stokes
equation makes the system underdetermined.

To make the mathematical description of the tunbecge tractable, one
approach is to use only a finite number of equati@nd then determine the
unknown turbulence terms as functions of known matars (closure
approximation or closure assumption).

The closure approximation can be local or non-loaalthe first case an
unknown quantity in a point in the space is paramstd by values of
quantities at the same point. In non-local clostive,unknown quantity at one
point is parameterized by values of known quartité any point in space.
Neither of the methods is exact, but both appeavdxk well according to the
particular physical situation for which they aresid@ed.

A similar parameterization, must respect the follayprinciples:
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- have the same dimension of the unknown terms,

- have the same tensor properties,

- have the same symmetries,

- be invariant under an arbitrary transformation @drclinates system,

- be invariant under a Galilean (i.e. inertial or Newan)
transformation,

- satisfy the same constrains and budget equations.

4.4.1 — Zero order local closure equations

The Zero order closure implies that no equatiors @sed to predict the
turbulence; therefore they are directly paramegerias a function of space and
time.

4.4.2 — First order local closure equations

The first order turbulence models are probably thdest and the easiest
methods for the approximation of the equation f@ mean flow into RANS
(Reynolds averaged Navier — Stokes) models.

The turbulent flow of a generic quanti®ycan be related with the local gradient
of its mean quantity by an expression like:
OA =K 0A

u, A=-K— (4.67)

0X;
Where K is the diffusivity coefficient related tioet flow and not to the property
of the fluid.

The parameterizations for K should satisfy theolwihg constrains:

- K =0f the turbulence is absent,

- K =0 on the ground,

- Kincreases as the turbulent kinetic energy in@sas
- Kvaries with statistic stability,

- Kis non-negative.

The first of these models was developed by Boussgine the 1980s. He
proposed a shear-stress strain-rate relationshifinfie averaged flows of a one
dimensional nature:

AU

;xy +;ny :p(U+Ut) (468)

wherey, is the eddy viscosity.
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The general idea of the model is that the effecthef turbulent mixing of
momentum is analogous to the molecular transpariahentum.

The eddy viscosity is a property of the turbuleace Prandtl (1910) gives a
formulation to estimat®, known as mixing-length model:

v, =1V, (4.69)

m

where |, is called the mixing length and 1 a suitable measure|of.

After several assumption (see Davidson 2004 fooraptete description), the
eddy viscosity could be expressed as

> OUx
oy

v, =

t m

(4.70)

For a jet, the Prandtl model works well, and it iasnd that }, is reasonably
uniform and of the order of =cd, whered is the local thickness of the layer

andc is a constant that depends on the type of the (ligure 4.1).

One limitation of this relation is that on the aefine of the jety, =0 that is
not verified in simple jet.

Figure 4.1 Mixing length for a jet (Davidson 2004)

Due to the development of the digital computer powlee complexity of this
class of turbulence models was increased, devajopigher order closure
models. The most noteworthy efforts in the develepmof this class of
models were performed by Donaldson and Rosenbal868)l Daly and
Harlow (1970) and Launder et al. (1975). The laltas become the baseline
second-order closure model with more relative recemtributions made by
Lumley (1978), Speziale (1987), etc.

4.5 — Round jet

An axisymmetric round jet is characterized by >>u, and d/dx<<d/ar

wherex is the stream-wise direction and r the radial diom, ux decreases
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during the path, and the widenifgncreases as the jet spreads. It can be
demonstrated that after 30 diameters downstreaamdlocity profiles depends
only on the radial positiom, the local jet widthd, and the local centreline
velocity.

So it is possible to adopt a self-similar form

rEoaee)

whereuo = uo (0, x)

It is possible to make a few assumptions:

- axial gradients in the Reynolds stresses muchlleminan radial
gradients,

- laminar stresses negligible,

- radial components of the mean inertial forcedigdye.

According to these assumptions, in polar coordohdte®, x), the Navier -
Stokes equations may be simplified as
puu, = ap 19 [r 7]
ror (4.72)
ap 10

=‘&*?&[”"]

Integrating the second, it is possible to note ttiet %ZOin the axial
X

equation of motion.

Due to this consideration,

ou Eﬂ]u_xz%a—[r,ou Ux +— r,oui] [rrrx] (4.73)

from which it is apparent that the momentum flux
e —2
M = j ’pux]zmr (4.74)
0

is conserved.

Using the self-similar approximaticﬁn =Uof (r/é'), the mass and momentum
flux can be expressed as
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m= puod? [ 2t (7)dn (4.75)
0
M = pﬁgézT 2mf 2(7)dn = constant , (4.76)
0
wheren =r/Jd.

Now the rate of change of the centreline velocig af the widening can be
estimated using an entrainment argument.

Under this approach, the fluctuations are consdl@reportional to the local

value ofuo, so it is possible to write

%—T=apﬁo5£2m ()i (4.77)

wherea is the entrainment coefficient.

The two corresponding equations are

di 6052]:apﬁoa (4.78)
X

Uo’d2= constant

An integration between 0 and infinite gives

o ax’
9 9%

f— . _l
U_o =1+ ﬁ
VO 50

Wherex* is measured from the start of the self-similartiparof the jet andy
andVy are the value of velocity and wideningx&t0.

(4.79)

4.6 — Integral models

The resolution of the previous equation, also VIRIANS models, has a large
computational cost. Other models have been developeder several
assumptions, such as axisymmetric and GaussiarvioehaThey are called
integral jet models (Fisher et al., 1979).
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The integral models are based on the entrainmepbthgsis (suggested by
Morton et al., 1956) that relates the inflow vetgpdio the mean local one in
turbulent shear flow. This hypothesis was summdrizg Turner (1986) who

studied the entrainment in several flow conditions.

A jet released from a round orifice entrains exaéftuid and mixes and dilutes
with its fluid; under the entrainment hypothesis external fluid is entrained
with a velocity y, proportional to the mean centreline velocity u

(4.80)

a is known as the entrainment coefficient, and wamdl by Fischer et al.
(1979) to be equal to 0.0535 for a pure jet an83¥B(for a pure plume.

For an inclined buoyant jet in a stagnant receivbogy, the assumption that
was generally made is that the entrainment at tige eof the plume is
proportional to some characteristic velocity at {haint:

- The conservation of volume flux Q is given by:

9Q 5z b. (4.81)

ds

-

- The conservation of momentum flux M:

M _ 2 2Py (4.82)
ds yo,

- The conservation of tracer mass flux C:
ocIlC =0, (4.83)

where b is the half width of the jegi,the density of the receiving body, and s is
the stream-wise coordinate that for Negative Bubjetris not a straight line.

4.6.1 Entrainment coefficient

The entrainment coefficierd is variable and the experiments suggest that it
takes asymptotic values anda, in the jet-like behaviour and in the plume-
like behaviour respectively, and between the twloesin the transition flows.

An expression was proposed by Priestley and B&b%), and it is based on
the conservation of energy:
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a=a, -(a —GP{EJ (4.84)

WhereR(s)is the local Richardson number and s is the distéwom the origin
along the jet axidR, is the limiting plume Richardson number.

The local Richardson numbRi(s)in a buoyant jet is defined as:

R(s):% : (4.86)

where ((s), m(s) and £(s) are respectively the specific mass, momentum and
buoyancy fluxes at a distanséom the origin.

A second empirical formula proposed by List (1982)

a=a exp{ln[g—j [EF;(—?H . (4.85)

All of these values were determined by means oéarpental analysis.

4.7 - Computational Fluid Dynamics models

The most common approaches for the numerical resolwf the Navier-
Stokes equations are:

Direct Numerical Simulation (DNS) the Navier-Stokes equations are
discretized and solved, with a grid able to contirthe scales of turbulence,
consequently the smallest grid size is of the omfethe Kolmogorov scale
n~L/(Ref*. This model is so feasible only for small Reynadsnbers.

Large Eddy Simulation (LES): the development of this model is founded on
the observation that the small scales of turbulewition posses a more

universal character than the large scales, whansport the turbulent energy.

Consequently the idea is to directly solve only ldrge scales of turbulence;

the smaller scales are modelled with another egjuaéti represent the turbulent

small scales.

The separation of the scales is achieved by fittnaperformed with the use of
G(x)filter, that allows one to transform an arbitratgwi field quantity F (x)

into its filtered formF (x), which is being resolved numerically.

The filtration form may be written as a convolutiovhich, for a simple one-
dimensional case, may be written as:
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0

F(x)=G(x)OF (x) = [ G(x - §)F (¢)d¢ (4.90)

0
The application of the (4.90) in the Navier-Stoleggiations, transform them

into the following form:

Ui +(Ui mj),,- :_EJf[V(Ui,j +uj,i)—rij]

5 ] (4.91)
0

Wherer; is the sub-grid stress tensor that has to be mextiell

The majority of the present models are the visgdsitsed models, that utilize
the Boussinesq concept (Lesier and Metais 199&hstorming the sub-grid
stress tensor into:

1
T, =VS +§z'ij S (4.92)
where v, is the sub-grid eddy viscosity coefficient, aflis the rate of the
strain tensor of the filtered flow field.
S, =u, +u, (4.93)

The first sub-grid closure was proposed by Smagkyin(1963), who
developed a sub-grid analogy to the mixing lengtdet, given by:

v, =(Csa)S (4.94)

Where A denotes the characteristic sub-grid length sc@leis a constant
adjusted arbitrary according to the given flow, Hiesolute measure of local
strain is given by the formula:

IS =./25 S, (4.95)

Reynolds Averaged Navier-Stokes (RANS) equationghe averaged version
of the Navier-Stokes equations are solved, withttsroequation to represent
all the turbulent scales (see above).

4.7.1 - Boundary condition

In order to solve the closed set of governing dquat explained in the
previous paragraphs, it is necessary to specifyogpiate initial conditions and
boundary conditions.
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For steady state problems there are three typepaifal boundary conditions
that can be specified as follows (Ashgriz and Mgisii@i 2002):

- Dirichlet boundary condition:
p=1,(x v2) (4.86)

the values of the variabl@ on the boundary are known constahtsThis
allows a simple substitution to be made to fix tleendary value. For example,
for no-slip and no-penetration conditions on thikdswalls, the fluid velocity
Is the same as the velocity of the wall.

- Neumann boundary condition:

d¢
- 4.87
N fz(x, y,z) (4.87)

Here the derivatives of the variable on the boupdae known, this gives an
extra equation, which can be used to find the vatude boundary.

For example, if the velocity does not change doveash of the flow, we can
assume that the derivative of is zero at that bannd

- Mixed type boundary condition:

ap+ 0% - f,(x, y,2) (4.88)
on

The physical boundary conditions that are commoobserved in fluid

problems are briefly presented here (Ashgriz andtsighimi 2002).

- Solid walls Many boundaries within a fluid flow domain wilkbsolid walls,
and these can be either stationary or moving whilthe flow is laminar then
the velocity components can be set to be the wgladi the wall. When the
flow is turbulent, however, the situation is mommplex.

- Inlets: At an inlet, fluid enters the domain and, therefats fluid velocity or
pressure, or the mass flow rate may be known. Alsofluid may have certain
characteristics, such as the turbulence charattsrisvhich need to be
specified.

- Symmetry boundaries: When the flow is symmetrical about some plane
there is no flow through the boundary and the @énres of the variables
normal to the boundary are zero.

- Cyclic or periodic boundaries: These boundaries come in pairs and are used
to specify that the flow has the same values of weables at equivalent
positions on both of the boundaries.
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- Pressure boundary conditionsThe ability to specify a pressure condition at
one or more boundaries of a computational regicanismportant and useful
computational tool. Pressure boundaries represech $hings as confined
reservoirs of fluid, ambient laboratory conditicarsd applied pressures arising
from mechanical devices. Generally, a pressureitondcannot be used at a
boundary where velocities are also specified, bezaelocities are influenced
by pressure gradients. The only exception is whessures are necessary to
specify the fluid properties, e.g., density crogseén boundary through an
equation of state.

In contrast, a stagnation pressure condition assustggnation conditions
outside the boundary so that the velocity at thenbary is zero. This

assumption requires a pressure drop across thedagufor flow to enter the

computational region. Since the static pressuraition says nothing about
fluid velocities outside the boundary (i.e., otllean it is supposed to be the
same as the velocity inside the boundary) it is Egsecific than the stagnation
pressure condition. In this sense the stagnatieaspre condition is generally
more physical and is recommended for most appdioati

- Outflow boundary conditions: In many simulations there is a need to have
fluid flow out of one or more boundaries of the gartational region. At such
"outflow” boundaries there arises the question dfatvconstitutes a good
boundary condition.

In compressible flows, when the flow speed at théflaw boundary is
supersonic, it makes little difference how the kany conditions are specified
since flow disturbances cannot propagate upstreemlow speed and
incompressible flows, however, disturbances intoedu at an outflow
boundary can have an effect on the entire comun@ltregion.

The simplest and most commonly used outflow cooditis that of a
“continuative” boundary. Continuative boundary cdiods consist of zero
normal derivatives at the boundary for all quaesti The zero-derivative
condition is intended to represent a smooth coation of the flow through
the boundary.

It must be stressed that the continuative boundandition has no physical
basis; rather it is a mathematical statement they or may not provide the
desired flow behaviour. In particular, if flow isbgerved to enter the
computational region across such a boundary, thercomputations may be
wrong because nothing has been specified about fdomditions existing

outside the boundary.

As a general rule, a physically meaningful boundeoydition, such as a
specified pressure condition, should be used aflowt boundaries whenever
possible. When a continuative condition is useshduld be placed as far from
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the main flow region as is practical so that anyease influence on the main
flow will be minimal.

- Opening boundary conditions: If the fluid flow crosses the boundary
surface in either directions an opening boundanditmn needs to be utilized.
All of the fluid might flow out of the domain, omio the domain, or a
combination of the two might happen.

- Free surfaces and interfacestf the fluid has a free surface, then the surface
tension forces need to be considered. This requtikzation of the Laplace's
equation which specifies the surface tension indyemp in the normal stress
ps across the interface:

p. =olk (4.89)

wherao represents the liquid-air surface tension laige total curvature of the
interface. A boundary condition is required at tbatact line, the line at which
the solid, liquid and gas phases meet. It is tlwanblary condition which
introduces into the model information regarding thettability of the solid

surface.

4.7.2 - Techniques for Numerical Discretization

In order to solve the governing equations of thadflmotion, the partial
differential equation is written in a series of ebdgaic equation that the
computer can be calculated.

There are various techniques for numerical discagon:
The finite difference method

The Finite Difference Method: In the Finite difference method, the
derivatives of the variables in the equation of flael motion are represented
through the Taylor series expansion at varioustpaimspace or time.

Consider two pointsj€1) and (-1), a small distancax from the central point,
(). The velocityu; can be expressed in terms of Taylor series exparaiout
point () as:

2 2 3 3

ui+1=ui+(a—uij+ 61: Ax + 01; Ax +... (4.96)
0x ox 2 ox® ) 6
2 2 3 3

ui_l:ui—(a—uij+ 01: A _ 0131 B +... (4.97)
0X 0Xx 2 ox° ) 6
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These equations are mathematically exact if numblketsrms are infinite and
Ax is small Note that ignoring terms leads to a source of émrdhe numerical
calculations (truncation error).

Looking at the (4.96) and (4.97), the first orderidative referred to a forward
difference, can be formed as:

(a_uj _ Uy —u_(9%u)Ax? (4.98)
ox ), AX ox?) 2 '

the first order derivative referred to a backwaiftedence:

(a_uj _u-u, (0%u)Ax? (4.99)
ox ), AX ox*) 2 '

Similarly it is possible to obtain higher order amygmation, by applying the
Tailor series expansion for more points (seconco@pproximation with 3
point cluster, third order with 4 point, etc). Foore discussion on this topic
refer to Chapra et al. 1988.

The Finite Element Method: The finite element method (and the Finite
volume Method) uses integral formulations that pfeva more natural
treatment of Neumann boundary condition, as welthas of discontinuous
source terms due to their reduced requiremente®@negularity or smoothness
of the solution. Moreover, they are better suitbent the finite difference
method to complex geometries.

The fluid domain is divided into finite number aflsdomains (elements). A
simple function {V) is assumed for the variation of each variablédemgach
element. The summation of variation of the variableach element is used to
describe the whole flow field.

The Finite Volume Method: The finite volume method is a special case of
finite element, when the functioiVis equal to 1 everywhere in the domain.
This technique was discussed in detail by Patafi&80).

4.8 - Immersed boundary algorithms

In this work, the method adopted is the Immersedri8ary technique that was
first used by Peskin (1972) to simulate cardiac masms and associated
blood flow.

The technique allows the solution of differentiafuations in complex
geometric configurations on simple meshes by inteoty forcing terms,
variable in space and time, in correspondenceeofafular grid of the physical
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location of the complex boundaries. Hence the satiaris are performed on a
much simpler mesh.

The basic idea consists in treating the fluid-b@rgdnterface as a free surface
and to impose over there pressure boundary condito that fluid particles
can move only along the tangent to the boundagy lin

As shown in Mittal et al. (2005), in immersed boand algorithm for
Newtonian and incompressible fluids, the Navietok8s equations are:

Bu_ _p, @mi—ivﬂﬂzu+f
Dt Fr? Re
Omw=0 inQ, (4.100)
E =-Pell*C
Dt
with
U =0, on r, (4.101)

where I, is the boundary of the solid body a@y is the domain of the
surrounding fluid,

and
UIlL UIlL
Pe=" - Fr=_9 Re=—— (4.102)
D Ap v
Po

where, apart from the nondimensional numbers ajreatéd (Froude and
Reynolds), the Peclet number represents the ratiwden the advective
transport rate, (in the equations (4.102)s the characteristic length scdlejs
the mass diffusion and diffusive coefficient addis the velocity,4p is the
difference of density from the discharged fluid @hd surrounding fluigh, v
Is the kinematic viscosity arglthe acceleration of gravity).

—

The forcing termsf:(fm,fp)are f for the function applied to the

momentum, andf applied to the pressure, and can be imposed orethaar
mesh.

A possible expression of the forcing terms waswaeriby Mohd-Yusof (1997),
if Equation (4.100) is discretized in time:

4

u u

= RHS™? + "2 (4.102)
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where RHS™?contains the convective and viscous terms, thespres
gradients and the sub-grid terms.

Under the 4.102, the value of'*¥2that leadsd'™ =V'"on the immersed
boundary:

141 _ =l
f1412 = _RHG 2L +VTUI (4.103)

This forcing is called direct forcing, because thedocity value is imposed
directly on the immersed boundary like a boundanydition independently of
the flow conditions.
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Chapter 5

Experimental set-up

5.1 - Introduction

According to Avanzini et al. (2006), a diffuser'&gsection of the outfall with a
series of holes in the wall which spread out thé&reated or treated waste
water" (figure 5.1).

Figure 5.1Photograph of a diffuser (Avanzini et al. 2006)

Following the above definition, the experimentat-ge used in the present
research represents a fraction of a pipe laid dowrthe sea floor, which
discharges the effluent from the orifices alongphpe wall.

The effluent can be lighter than the receiving hadyich is usually referred as
a Positive Buoyant jet (domestic wastewater treatrpiants). If the effluent is
denser, then it is usually called a Negative Bubyan(brine from desalination
plants).
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Figure 5.2Sketch of the experimental set-up

The model (shown in figure 5.2 and 5.3) consista &1m long and 30 cm
wide flume with glass walls. It is filled with 4Grcof water (enough to avoid
the interaction between the jet and the free sajfadich is at rest to simulate
a stagnant receiving body. It has a flat bottomh&wve the shortest path
available for the jet dilution. The thickness oé tlvalls is 2 cm and the flume is
reinforced and supported by a steel framework.

Figure 5.3 Picture of the Experimental volume

The fluid is injected through a pipe, which is cented to a constant head tank
by a cylindrical vessel of 0.10 m diameter, withsharp-edge orifice of
diameter D = 4 mm on its side wall (figure 5.4 &n§l).
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0.1m

Figure 5.4 Section of the diffuser

The released fluid is a solution of water, sodiunfplsate (to increase the
density), pollen particles (around p@n of diameter to measure the velocity
fields by Feature Tracking Velocimetry (FTV) tectue (figure 5.6)), and
titanium dioxide to perform Light Induced Visualiian (LIV) (figure 5.7).

A separate storage tank was used to store thamolhiat is pumped by using

a submersible pump in a constant head tank. Theloweis conveyed in a
drain chamber, and then falls back in the storagk.t

SN R

N e Rk s L

Figure 5.5 Picture of the constant head tank

To measure the flow rate, a calibrated flow-metas wnstalled between the

constant head tank and the diffuser. The measua&a wlere recorded by a
National Instruments data acquisition unit.
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Figure 5.6 Snapshot of a negatively buoyant jet, with a densimetric Froude number of 15 and a release
angle of 65°on the horizontal, seeded with pollen particles for the FTV analysis.

Figure 5.7 Snapshot of a negatively buoyant jet, with a densimetric Froude number of 15 and a release
angle of 65°on the horizontal, for the LIV analysis.

5.3 Accessories

5.3.1. Flow Meter

Figure 5.8 RAKD flow rotameter
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The flow rate was measured every 0.1 seconds witbvwarotameter (figure
5.8) connected to a computer through a Nationarunsent data acquisition
card. The accuracy is 4%. The flow rate was reabtgelinking the rotameter
with a National instrument data acquisition card.

5.3.2. Submersible Pump

In order to pump the solution from the storage temthe constant head tank, a
submersible pump was used.

This pump allows a very low heating of the solutemmd provides the head
strictly necessary to reach the constant head tank.

H(m)
3.01

2.7+
2.4+
2.1
1.84
1.5 1
1.2 4
0.9
0.61
0.3

0

300 600 900 1200 1500 Q(L/h)

Figure 5.9 Characteristic diagram of the pump

This kind of pump has plastic contact surfaces,ii.evas chosen in order to
avoid corrosion.

5.3.3. Laser

The middle vertical section was lighted with a lasleat emits monochromatic
light with high energy density, and it is conveyetb a 1 mm thick light sheet.

The power peak is 10 W and the wave length is batve®1 nm - 561 nm.

The laser material consists of a semiconductord@jioexcited (pumped) by
the introduction of electromagnetical energy.

The light sheet is produced by cylindrical lens.
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5.3.4. Camera

To record the images, a Bonito High-speed Highitggm CMOS Camera
was used.

Figure 5.10High speed camera

The camera runs at 386 fps at 4 Megapixel resol (2820 x 1726 pixels) and
has an ultra-fast 2 x 10-tap Camera Link that tratssthe images to two
frame-grabbers, which save the images in the RAEh®Ttomputer.

At the end of the recording, all the sets of pietuare saved in a solid state
disk.

5.4 Experimental procedure

Before the experiments, the long flume and theagg@tank were cleaned; the
first was filled with tap water, while the secondttwa solution of water and
sodium sulphate, approximately 24 hours beforentieasurements to ensure
the condition of stagnant water and to avoid temmpee differences. Near the
discharge, the ambient fluid was seeded with trgzaticles to allow the
velocity measurements. A few hours before the ewpet, the solution and
the water of the test tank were controlled by asdgmmeter and, if necessary,
the density was corrected by adding sodium sulphate

Subsequently, the laser sheet was aligned withniidelle vertical section

passing through the orifice, moving the window andhe laser (figure 5.11).
The camera focus was adjusted and a picture deeeree ruler was captured
to obtain the scale factor.

The experiment was performed with Froude numbegirgnfrom 8 to 34,
release angle o = 35°, 65° and 80°to the horizontal axis, and grie&ls
number of 1000, which was found to be larger thaa ¢ritical Reynolds
number by Ferrari et. al (2010).

69



Experimental set-up

Before each test, 1500 frames of the backgroune vemorded; afterwards, the
solution was released and, when a steady flow sta@® established, the
phenomenon was recorded by the high speed videeraamaving a frequency
of 400 fps, and a spatial resolution of 2280 x 1¥@Bbit. A minimum of 4000
independent image couples were acquired.

Figure 5.11 Snapshot of the jet during operation
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Chapter 6

Image analysis algorithms for velocity detection

6.1 - Introduction

By means of image analysis techniques, i.e. namsite techniques, it is
possible to obtain quantitative information abobie tflow (velocity or
concentration) in all the field of investigatiomdanot only in one point like
traditional instruments (hot-wire and laser Dopplaithout perturbing the
flow. This allows taking measurements in flows whéne presence of probes
could eventually disturb the velocity field (boungldayers or high-speed
flows).

To determine the velocity field, the fluid is acately seeded with neutrally
buoyant particles, which are supposed to accurddlyw the motions of the
fluid.

. ’ Mirror
Light sheel oplics :

= First light pulse at 1
o Second light pulse at

{\

— |} "T-.' = Imaging oplics
o
A

s e <~ Flow direction

" Image plane

Figure 6.1 Experimental setup necessary to implement for the Particle Image Velocimetry (Raffel et al
2007)
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6.2 — Image Analysis models
The experimental setup of an image analysis syfligare 6.1) consists of:

- an optical transparent test-section seeded witketnaarticles,

- alight source (laser), continued or pulsed, tamihate the test-section,
- arecording setup or a CCD camera,

- animage analysis algorithm to determine the veldlds.

The image analysis models can be classified aglesimame methods, where
the flow is captured in a single image (figure 6@) multi-frame method, in
which every capture is recorded in a different immétgure 6.3).

Single Frame/Single Exposure /

— —= Time

Single Frame/Double Exposure e®

1 | ]
—I—* Time

Single Frame/Multi- Exposure .®

[ |

Figure 6.2 Single—frame techniques (Raffel et al 2007)

The first technique causes an ambiguity of thectima of the flow, because
recording on the same image does not retain tleenation of the temporal
direction. It is necessary to use pulse taggingavour coding (by means of
rotating mirror or birefringent crystal).

In single exposure techniques (figure 6.3), thettehwon the sensor opens to
admit the first pulse, and the image is recorded finst frame, then the shutter
opens again to admit the second pulse, and theeinsagcorded in the second
frame. In this case, each frame contains images &ither the first pulse or the
second, but not both (except for the multi-framakle-exposure).
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Double Frame/Single Exposure & -
- - = Time
[ | I
Multi-Frame/Single Exposure o®
1-Framef>ingle posie . o a
= - - — = Time
1 1 |
.
° ..
Multi- FrameDouble-Exposure ® " - '
i i i
L

- - - = Time

Figure 6.3 Multi-frame techniques (Open circles indicate the particle position in the previous frames)
(Raffel et al 2007)

6.3 — Tracer Particles and particle image diameter

The tracer particles added to the fluid should heoree requirements:
- follow exactly the motion of the fluid,

- not interact with each other,

- not alter the behaviour of the flow.

In this case, the particles are called "ideal'piactical situations, it is possible
only to approximate a particle like an "ideal" oaed it is necessary not only
to consider the dynamic response of the traceralsotthe scattering of light.

The importance of the optimization of the diametkethe particles is due to its
connection to the error in velocity detection, aesmall image particle creates
uncertainty in the identification of the centroichda consequently on the
correlation peak centroid. Another important reagomnelated to the particle
image intensity (), the light energy per unit areareases quadratically with
decreasing image areas.

For the identification of the diameter of the imagupeticles, it is necessary to
take their diffraction into account.

Considering a plane light waves having wavelemyjyimpinge on an opaque
screen containing a circular orifice of diamddeand distanky, it is possible to
define the Fraunofer number as:
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F= O (6.1)

Az,
/ light
sheet

7, image

imaging
flow lens
direction

<

X

Figure 6.4 Schematic representation of the imaging set-up in PIV (Westerweel 1993)

If the distance of the point source is large (Fs<d)ircular pattern, called
"Airy disk", will be obtained for low exposure (fige 6.5).

The light intensity distribution follows the behaur shown in the figure 6.6
and the law of

wherex is the distance from the centre of the apertlyg,is the maximum
light intensity.odis
A z,

5=t (6.3)

Ai is the Airy function, which is equivalent to thgquare of the first order
Bessel function.

The diameter of the Airy disk is the smallest mdetiimage that can be
obtained in a PIV configuration. It can be showee(Raffel et. al, 2007 for
more details) that the minimum image diameter ig(tb the diffraction)

d,, = 2440f,(M +1)14 (6.4)

wheref, is the f-number defined as the ratio betweendahballlengthf and the

aperture diameteD.M is the magnification factor (the ratio of the diste
between the lens and the object planedndZy) and the distance between the
lens and the object plane respectively).
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Figure 6.5 Airy patterns for a small (left hand side) and a larger aperture (right hand side) (Raffel et al,
2007)

The minimum particle image diameter is then cakewas

d, :\/(M mp)z +ddiff2 (6.5)

1.0 T

08 - —— Airy function
—-— Gaussian approximation

0.6 - il
I/1

max

02 - \ =1

0.0 I st

0.0 0.5 1.0 1.5 20 2.5

x/xg

Figure 6.6 Normalized intensity distribution of the Airy pattern and its approximation by a Gaussian
bell curve (Raffel et al, 2007)

As shown in the figure 6.6, the Airy function caa Wwell approximated with a
Gaussian function

10 _ exp(— XZZJ (6.6)

| hax 20

where

az—f#(lJ’Z'\j)/“/E 6.7)

Generally, in the image analysis algorithm a Gaumsdlistribution is used
instead of the Airy function. This simplificatioti@vs remarkable reduction of
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the time consuming on the computing of the maxinspatial correlation, and
hence on the computation of the particle displaceme

6.4 — Density of tracer particle images

In the literature particle density is often reprgsd by two dimensionless
parameters (Adrian and Yao, 1984): image partigdasdy (\;) and source

density Ns)

dint ’
NI = np WAVA %{Vj (68)
d 2
Ng =, mzaq—'j (6.9)
4 M

wherenp is the number of particleglz is the thickness of the light shebt,is
the magnification factord, is the diameter of the particles adg; is the
diameter of the interrogation area.

N, represents the ratio of the length of the particteacks between successive
illuminations and the distances between indivichaticles.

The source density @\represents whether the particle images are qyarlg
(Ns>1) or can be recognized individually 4&L).

a: PTV b: PIV
Ni<<l  Ng<<l Ny>>1  Neg=<l
|, S L e
- * -"',:_ . -
™ - . " s .....Il :: - .
* T . T
-@ ., ‘l; ".'”-
" e "
]
"y A s A L
' i B g
o . _:'1 e wa '1. 2
- - - - . -
- . ‘.:‘...‘..‘
- " . - " - .

Figure 6.7 Different image analysis techniques in relation to the different seeding density (Westerweel
1993)

According to the value of the dimensionless paranseit is possible to define
three different models (figure 6.7):

- Particle tracking velocimetry (PTV):d< 1, N<< 1
- Particle image velocimetry (PIV) :§d< 1, N>> 1
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- Laser speckle velocimetry (LSV) &> 1, N>> 1

The images in PIV and LSV are analyzed in the sarag; therefore it is
possible to define two different procedures to aottthe velocity from images.
The typical assumption is that particles move betwene frame to the other
conserving their brightness (Falchi et al 2006).

In the PTV, the particle positions in the images firstly identified and then
the particles of the two subsequent images arecased. In PIV and LSV, a
part of the first image is compared to the subsegoees.

6.5 - Particle tracking velocimetry (PTV)

In PTV the average distance between two differeantigdes is much larger
than the mean displacement in two subsequent frames

If the particles are illuminated by two subsequaghes of light, each particle
produces two images on the same film. The velositbtained by dividing the
distance of the two images by the time differenegvieen the two flashes.

To detect the position of the particles: the predssbased on applying one or
more thresholds on the images. The particles agseaonnected sets of bright
pixels, as the particle position, usually, is agsed the barycentre of these
pixels (if the result of the threshold is a binanage) or its grey scale centre of
mass (if the threshold save all the values abgve it

Another method sometimes used for particle detectoto fit a Gaussian
intensity distribution of the particle image and dalculate its centre as the
mean value of the Gaussian. Both of these methads bub-pixel accuracy.
Grey scale centre of mass and Gaussian fit wortherassumption, true only
on ideal particle images that the position of tletiple centre corresponds to
the position of the maximum in the image intendistribution.

To link positions of particles at time-1 that matches certain criteria with
those at timet, the tracking procedure is obviously different ifeotnas
knowledge of the previous motion of the particlenot: in the first case, the
earlier information can be used to predict a nesitfmm of the particle at time
t+1 and look for particle positions in the search aeaund this position; in the
second case, no prevision can be done and thehsestitis has to be of the
same order of the maximum presumed displacementiclBatracking is so
carried on by looking for temporal series of pagtitocations that fulfil the
criteria of: distance between two successive looatiless than a given
parameter; difference between two successive aispiants less than a second
given parameter. While the first condition corrasg® to a known/assumed
maximum velocity in the investigated flow, the sedds equivalent to an
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assumed maximum acceleration. This last criterian be relative to the
turbulent parameter of the flow. In the case oaarbiguity due to the presence
of more than one particle in the search area, @atisal can be to assume that
the time interval between images is small enoughs® a minimum variation
criterion; as a consequence, the particle closethéo predicted position is
supposed to represent the continuation of thedi@jg If a linear prediction is
used, this corresponds to validate the trajectotty minimum acceleration.

There are a few limitations in the method.

Consider a square domain of D x D pixels havingtleri.. The field is seeded
with particles of diameted, and three times exposed at time intervald\bf
(figure 6.8)

The direction of the velocity coincides with theajéctory; the module is
computed dividing the distance between the first e third position for At
whereAt is the time interval between the two expositidnghe multi-exposed
images, it is not possible to determine the dicgcof the velocity, but it is to
infer by the general direction of the flow, thasigoposed to be known a priori.
The minimum displacement detectable is L/D, consatly, the minimum
velocity that is possible to be detected is

L

Voo = (6.10)
| L
L, (L - de) |é
— m:.
G
L| =
e E
-_E'r:.:ul %:
__-1|2I3I_II_.I_II.II.II_ll_l|1|1|l.l||_1|_|._||_ll_|l_i I.Il:'._'l:I

Figure 6.8 Field of investigation (Querzoli 1995).

The maximum velocity that is possible to be detddsethe velocity in which
the particle covers the entire length of the figly
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Vv :(L_dp)
max th

(6.11)

In this algorithm, it is easy to identify partidieage pairs, however it is not
possible to determine the local velocity in anyitaaby position, but only
where the particles are present.

6.6 Particle image velocimetry (PIV)
6.6.1 Optical considerations

In the Particle Image Velocimetry it is still pasle to identify individual
particles (N<<1). In correlation-based PIV the interrogatiomeow contains
a sufficient number of particles to determine tbeal average of the flow
velocity.

As shown in Raffel et al. (2007), for infinite srhgeometric particle images,
the particle image intensity distribution (integsurofile) is given by the point
spread function of the imaging len&) that is assumed to be Gaussian:

r(x) = 8—T°2exr{— 8|X|22

Vo) d

T T

J (6.12)
Therefore, the image intensity field can be exmdsas the convolution
product of(x) with the geometric image of the tracer particleaitionx;. To
describe the geometric part of the particle imabe, Dirac delta-function is
used

= 1(7)=7(x)* 3 V(X )o(x - ) (6.13)

i=1

whereVy(X) is the transfer function giving the light enerdgytloe image of an
individual particle, inside the interrogation volume and its conversigo an
electronic signal or optical transmissivity.

Equation 6.13 can be alternatively written as (Redfel et al. 2007 for a
deeper explanation):

i=1

1(xF) = 3 Vo(X, )r(x- x) (6.14)

The image is divided into interrogation windowsdahe correlation function
is computed for each one, determining one displacénaector per window
(figure 6.9). The interrogation window is generalgguare-shaped and
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sufficiently small to assume the direction and e#joof the particles to be
uniform.

C PIV frame

(typically 1k X 1k pixels)

L&
27

FAN AN NS

= 5
L Interrogation-spot
(typically 32 X 32 pixels)

Figure 6.9 Correlation-based PIV (Prasad 2000)

The determination of the average particle’s dismptaent is obtained by
calculation of the auto-correlation or the spatrass-correlation of the particle
images.

6.6.2 Autocorrelation and multi-exposed images

The auto-correlation, R(S), is used in case oflst#figme/double-exposure,
and for an intensity pattern, 1(X), of an interraga window,Q. It is given by

R(S)= [ 1(X)I (X +S)dX (6.12)

Q

The calculation of Equation (6.12) is excessivelgansive; therefore the auto-
correlation is computed using two-dimensional Fastrier Transform (FFT)
of the digitized intensity pattern:

R(S) = I(X)*I(X) = I(X)*I(-X), (6.13)
wherex is the correlation operator and * is the convolutoperator.

Using the convolution theorem:

F{R(S)} = F{1 (X F = { (< =[F{1 (X )}, (6.14)
whereF is the Fourier transform. Therefore,

R(S)= F'lﬂF{I (x)}|2}. (6.15)
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In Figure 6.10a a computer generated 64 x 64 ogatron window is shown
(Prasad, 2000); it is evident that some particlgsrlap, and others are
truncated. The subsequent auto-correlation fielgufé 6.10b) displays the
tallest peak in the origin, that corresponds toské-correlation peak, and two
smaller peaks (Sand S), the location of the signal peak with respecthe
self-correlation peak provides the x and y comp&nehthe displacement.

The auto-correlation function is rotationally symn therefore the presence
of the two smaller peaks, and the signal locate® 48, and $), is replicated
identically at S(- S and - §) leading a directional ambiguity of the velocity
vector. This can be tolerated if the direction loé tfflow is known a priori,
otherwise the use of particular schemes is necessaolve general flows; for
example translating the flow field (or the camem)using oscillating mirrors,
etc.

Figure 6.10 Spatial auto-correlation of | (a) Particle image field; (b) Auto-correlation field (Prasad
2000)

From figure 6.10Db it is evident that the maximunioegy, which is possible to
identify, is the half dimension of the interrogativindow. Actually, due to the
signal-to-noise ratio (SNR) it begins to degrade particle displacement
bigger than 1/4 of the interrogation window sizegdo the inplane loss-of-
pairs (see Prasad (2000) for a deeper explanation).

6.6.3 Cross-correlation and single-exposed images

The preferred choice is to use a multi-frame/sikedposure recording
technique. In this case each frame contains imdigas only one pulse;
therefore the process of cross-correlating of W@ frames contains only one
peak, without directional ambiguity.

The cross-correlation functio(S) of the Intensity pattern$;(X) andlx(X),
of two interrogation windows 1 and 2, is:
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C(S)= [1,(x),(X +S)aX. (6.16)

Q

It can be shown that, using FFT
c(s)= FH{F{L = {1 (x }}. (6.17)

As shown in the figure 6.11, the first and the secinages are separated into
two different frames (a and b), the spatial cramsedation (c) shows the

disappearing of the self-correlation peak, and equently the duplicate signal

peak. Another benefit is an improvement in the S&tRpared to the auto-

correlation.

Figure 6.11 Spatial cross-correlation between I, and |, (a) Particle image field 1; (b) Particle image field
2; (c) Cross-correlation field (Prasad 2000)

Shift (x=-2, y=2) Shift (x=0, y=0) Shift (x=2, y=2)

Shift (x=-1, y=-1) Shift (x=1.y

Il
l
3]
\

Cross-correlation plane

Figure 6.12 Example of the formation of the correlation plane by direct cross-correlation (Raffel et al.
2007)
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One of the most used schemes for the displacemetacttbn, as shown
graphically in the figures 6.12 and 6.13, is tdtsémiound the templatl in the
samplel,. For each sample shift, one cross-correlation evat produced.
Therefore, the cross-correlation measures a salégfee of match between the
two samples; the highest value can be used aseet distimator to determine
the particle image displacement.

Sample 1 I(x,y) Sample 2 I'(x,y)

Cross-correlation plane
R, (%)

+16
D.
-16

I | I
-16 0 +16

Figure 6.13 Example of the formation of the correlation plane by direct cross-correlation, for real data,
correlating a smaller template | (32 x 32 pixel), with a larger template I' (64 x 64 pixel) (Raffel et al.
2007)

6.6.4 Displacement estimation

For the determination of the location of the catiein peak (and consequently
of the displacement), a variety of methods werel uis¢he past.

The centre of gravity method (ratio of the firstler and zero-th order moment)
is frequently used, but requires a threshold wikigarates the correlation peak
from the background noise. In this method, thegmes of a local maximum is
not assumed, and it works well where more valuegribute to the moment
calculation, but in some cases, separating theeramd the peak is not easy.

The displacemenkx in the x direction andy in the y direction, for a discrete
peak located at, yOis:

Z(Xi,j _XO)R(i,j)
Ax =" : (6.17)

;Ra,j)
Z(yi,j _YO)R(i,j)

Ay =
;F%,j)

(6.18)

A more robust method is to fit the correlation dataome function using only
three adjoining values to estimate a componentigilacement. The most
common of these three-point estimators is the Gamgseak, because the
Gaussian intensity distribution approximates wdie tAiry function (see
section 6.6.1).
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ﬂ@:cx@x{igﬁifi}, (6.19)

k
Ax = INRisj) ~INRia)
2In R(i_m —4In R(i’j) +2In RM].)
Ay- In R(i,j—l) —In R(i,j+1)

2mawﬁ—Mn&ﬂ+mn&ﬁﬂ'

This estimator works well for rather narrow cortela peaks formed from
little particle images (2-3 pixel diameter ranged€ Raffel et al. (2007) for the
explanation).

6.6.5 Optimization consideration

As shown in Kean et al. (1991), to optimize thef@@nance for multi-pulsed
system, the following criteria are recommended:

- number of particle images per interrogation windoare than 15;

- the in-plane displacementX|d < 0.25 (d is the dimension of the
interrogation window);

- the out-of-plane motion |#/Az, < 0.25 (whereAz, is the thickness of
the light sheet);

- the velocity gradient in each interrogation winddess than 5% of the
mean velocity

6.7 — Feature Tracking Velocimetry Algorithm
6.7.1 Introduction

The algorithm used in this work for the velocitytelgion in NBJs is a novel
algorithm, called Feature Tracking Velocimetry (FTV

The investigated jets are characterized by inhomeges seeding density (due
to the difficulty of uniformly disperse tracers the environmental fluid and
effluent), high velocity gradient (in particular ihe jet-ambient interface), and
high out-of-plane velocities, therefore it is nesaay for an algorithm to be
more robust. It can be accurate where other teakesigproduce significant
errors. It is less sensitive to the appearancedsappearance of particles, and
to the density of insemination (from the PTV to B¥ levels).

As recalled in the previous section, PIV algoritho@culate velocity fields

comparing windows of successive frames on a regytigr using the cross-

correlation to measure the degree of matching.idba of FTV is to compare
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windows only where the motion detection may be sssful, that is where
there are high luminosity gradients.

In particular, the procedure consists of:

1. identification of the features using the Harris @ordetection (figure
6.15, 6.16), a corner is a region with high lumibogradients along
the x and y direction (Harris & Stephens, 1988);

2. ordering of the features according to their corassn(i.e. the value of
the Harris formula);

3. selection of the first N features and computatibredocity comparing
a window centred with thé"ifeature (W) with windows (W.1) with a
range of displacements,(d) in the next frame;

4. for each displacement, a measure of the dissinyat({d, d), between
W and W.(d;, d) is computed using the Lorentzian estimator; the
velocity is obtained as the displacement minimizimg dissimilarity;

5. eventually, samples are validated by means of @hgorbased on
Gaussian filtering of first neighbours (defined lge Delaunay
triangulations), and simulated annealing.

6.7.2 Harris-Corner detector

The Harris corner detector was used to identify lin@inosity gradients,
related to the presence of particles. The knowleageiori of the particle’s
position allows the computation of the displacersenily where particles are
present, allowing a reduction of the computatior@dts and the presence of
spurious vector due to the absence of particle @&nag

Considering the intensity variation for a shix and Ay, the Harris corner
formula is

E(x,y)= XZW(X’ y)l1(x+8x, y +8y) - 1(x, ), (6.20)

wherel(.,.) is the image function and/(x,y)is the window function, that can
be median or Gaussian.

In the FTV algorithmw(x,y)is assumed to be a Gaussian function (see section
6.3), with dimensions related to the diameter efithage patrticle.
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Figure 6.14 Snapshot of a negatively buoyant jet, with a densimetric Froude number of 15 and
inclination of 65°, seeded with pollen particles.

Figure 6.15 Corner metric in the figure 6.14

Figure 6.15 Corner point (red point) in the figure 6.14
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6.7.3 Dissimilarity Measure

Differently from the classical PIV that uses crassrelation to determine the
displacements, the Lorentzian Estimator is usedthm Feature Tracking
Velocimetry algorithm:

p(a)= In[‘“(?ﬂ’ (6.25)

where 0 is a tuned parameter that corresponds to the wtegbestandard
deviation of the pixel-intensity differencescorresponds to the pixel intensity
difference for a given displacement.

The Lorentzian estimator is a robust estimatoroohiced in the computer
vision by Black and Anandan (1991) and in fluidominetry by Falchi et al.

(2006). The importance of this estimator is thathilew comparing the

interrogation windows of two successive imagegjives more importance to
the similar pixels, while too much different pixedse rejected (for example
due to the appearance or disappearance of paytidles is due, as shown in
figure 6.16, to the lower growth of the Lorentzestimator with respect to the
pixel intensity difference compared to a quadrasitmator.

i i f i i
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Figure 6.16 Quadratic (green) estimator p(A) = (A/oe)z, and Lorentzian estimator (blue) p(4A) =
In(1+A/0.)* (Falchi et al. 2006)

6.8 — Validation of the data

As focused in Falchi et al. (2006), the out-layars always present in the
image velocimetry for different reasons. For exanpl

- appearance and disappearance of particles that emteexit the
interrogation window or the illuminated plane,

- noise due to the camera, and the image compression,

- variation of particle luminosity due to the non-anin illumination,

- violation of the motion model due to large veloaimadient within the
interrogation window,
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- presence of scale of motion smaller than the thlaskrof the light sheet,
so the particles appear to move differently inititerrogation window
since they are at different depth.

The validation processes consists of the ideatifi:d and rejection of the
spurious vectors from the data set, there are rdiftealgorithms for their
identification, and the most important ones arecdlesd in the following:

Dynamic Mean Value Operator: The magnitude of each velocity vectd,))

is compared individually with the average of theanmest neighboursiy(i,)).
The velocity vector will be rejected if the abseluifference of magnitude
between the vector and the average vector of teeNi neighbours is above a
certain threshold:

(i, )-ul, j) <e, (6.26)
where

1) =D uln),

n=1

£=C,+C,a,(i,j),

o .1)= 125 (. 1)l

C, andC; are constants aridis the number of the closest neighbours.

Vector Difference Test:In this method, the magnitude of a particular vetdo
each of its neighbours is compared.

=|u(n)-ui, ) <e. (6.27)

‘udiﬁ n

In this method the case whergu| >€ is counted and if this number is higher
than a thresholcj, the vector is classified as spurious.

Median Test: In this case all the neighbours velocity vectors aprted
linearly according to their magnitude and, the r@ntalue in this order is the
median value (u(med)), (Westerweel 1993). The vastaalid if:

u(med -ufi, j)<e. (6.28)

It is possible to consider the normalized valuaval (Westerweel and Scarano
2005):

lu(med) -ufi, j)

r.med + EO

<e, (6.29)
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where keqis the median value of the residuat {U-Uned, and g is a value set
around 0.1 - 0.2 pixel, and takes the remainingtdiation obtained from
correlation analysis into account.

6.8.1 Validation of the data in the FTV algorithm

In the FTV algorithm, the samples are validatechwite following algorithm
based on Gaussian filtering of first neighbour ifWed by the Delaunay
triangulations), and simulated annealing:

a. for each set of sparse velocity samples, the Dalunangulation is
computed;

b. for each sample, an interpolation of the value he first neighbour
(following the Delaunay triangulation) is computading a Gaussian
weighted average;

c. the difference between the velocity sample andrtezpolated value is
computed for every sample;

d. if the measured sample giving the larger differeegeeeds a given
threshold (a multiple of the standard deviationtled first neighbour,
obtained with a Delaunay triangulation), this meadusample is
substituted with the interpolation of its neighb®yiigure 6.17) and the
steps 2-4 are repeated until all differences al@bthe threshold.

T T T T,

Figure 6.17 Validation of the data in the model, the black arrows represent the validated vector, the
red arrows the spurious vectors.
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6.9 — Validation of the Algorithm

The validation of the algorithm is performed usgymthetic images comparing
the velocity fields obtained with the FTV underféeient particles/features
detection methods.

The validation was performed using the synthetiages of Okamoto et al.
(2000), for a 2D wall shear flow.

Figure 6.17 Case 1: (Left) Image of a 2D wall shear flow ; (Right) particle position at time "t" (red),
particle position at "t + At" with the corresponding velocity vector (blue), computed using FTV.

Figure 6.18 Case 2: (Left)image of a 2D wall shear flow, in case of large displacement; (Right) particle
position at time "t" (red), particle position at "t + At" with the corresponding velocity vector (blue),
computed using FTV.
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Figure 6.19 Case 3: (Left)image of a 2D wall shear flow, in case of small displacement; (Right) particle
position at time "t" (red), particle position at "t + At" with the corresponding velocity vector (blue),
computed using FTV.

Figure 6.20 Case 4: (Left)image of a 2D wall shear flow, in case of high density; (Right) particle
position at time "t" (red), particle position at "t + At" with the corresponding velocity vector (blue),
computed using FTV.

Figure 6.21 Case 5: (Left)image of a 2D wall shear flow, in case of low density; (Right) particle position
at time "t" (red), particle position at "t + At" with the corresponding velocity vector (blue), computed
using FTV.
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Figure 6.22 Case 6: (Left)image of a 2D wall shear flow, in case of constant particle size; (Right)
particle position at time "t" (red), particle position at "t + At" with the corresponding velocity vector
(blue), computed using FTV.

Figure 6.23 Case 7: (Left)image of a 2D wall shear flow, in case of high particle size; (Right) particle
position at time "t" (red), particle position at "t + At" with the corresponding velocity vector (blue),
computed using FTV.

Figure 6.24 Case 8: (Left)image of a 2D wall shear flow, in case of large out of plane velocity; (Right)
particle position at time "t" (red), particle position at "t + At" with the corresponding velocity vector
(blue), computed using FTV.
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Under this first validation, it can be noticed (&@B.1) that the mean velocity
and the maximum velocity show appreciable resoitafl the cases, for sparse
or dense particles, where a PTV or PIV techniguescarrently used, and in
case of different velocity or particle dimensionheT standard deviation is
considerably different due to the presence of antlaty where it is not

possible to estimate the velocity.

Table 9.1 Test cases

No | Density Synthetic images FTV N
particles

Vmean | Vmax | Std| Vmean| Vmax Std

1 Reference 7.5 15.0 3.0 7.4252 14.4726 2.6629 400(
2 | Large displacement| 22.0 45.0 9|0 22.2247 44.679B768. 4000

3 | Small Displacement| 2.5 51 10 25091 5.1125 0.973800

4 | Dense particle 74 150| 3D 7.3955 151551 2.892200Q

5 | Sparse particle 7.4 15.0 30 7.4053 14.3p02 2.661(00

6 ;ggsmm particle | _ ¢ 15.0 | 3.0/ 7.5262| 15.0661 2.6580 4000
7 | Large particle size 7.5 15.0 30 7.5304 14.8454 8277 4000

g | Large outof-plane | o 15.0 | 3.0/ 7.5054| 14.9683 2.7184 4000

velocity

6.9.1 Analytical Approach

In the second validation a geometrical analytitalcture was used (of which
the exact velocity is known) after the inseminatodrthe field to determine the
motion particles.

The patrticles have a Gaussian intensity distrilouéind random position.
The potential function used is
f =sin?(x? +y?). (6.30)
The corresponding velocities consequently are
_dr
dy (6.31)

_df

vV=——
dx
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After the extrapolation of the synthetic imagese thelocity field was
determined through the FTV algorithm and the eftbe deviation from the
velocity field used to generate the images) waspded as

error = Yeea (i’Uj)_U(i ’ j)I, (6.32)

real

where Ueq is the intensity velocity obtained by the potelntiaction, and U is
the velocity obtained with the FTV algorithm.

During the image generation, a Gaussian noise ofrailed amplitude and

selected standard deviation was added to the imagasalyze the sensibility
of the measurement accuracy. The particle’s dineenand the particle density
were also varied.

In the figure 6.25, the normalized deviation frone teal velocities of a field
generated by the potential function (6.30), witt0 50000, 1500, 2000, 2500
and 3000 particles are shown, the x-axis repredémetstandard deviation of
the Gaussian noise. According to this simulatitve, ETV model is not very
sensitive to the noise level and to the partickssity.

In Figure 6.26 the dependence of the predictioarenr function of the particle

dimension is shown. The image generation was cdeduwithout adding

noise. It is evident that error increases with pgagticles dimension, so the
model finds difficulty when two or more particlesnd to collapse into the
other.
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30+ + N = 1000 | |
+ N =1500
25 x N = 2000
N = 2500
[ N = 3000
20 L L L L T T
0 0.02 0.04 0.06 0.08 0.1

gaussian noise

Figure 6.25 Deviation from the real velocities of a field generated by the potential function (6.30),
with different particles density (500, 1000, 1500, 2000, 2500 and 3000 particles), the x-axis is the
standard deviation of the Gaussian noise.
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Figure 6.26 Deviation from the real velocities of a field generated by the potential function (6.30),
without any noise, at different particles dimension (D/L).
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Chapter 7

Experimental Results

7.1 - Experimental determination of Vena Contracta
7.1.1. Introduction

When a jet is discharged from a circular orificg. érom a tank or a vessel, the
experimental observation indicates that the shépleeoresulting jet at the exit
is not cylindrical, i.e. it is due to streamlinesvi to bend toward the exit area
before they can converge into the exit orifice(feyu.1).

= _
-\__'__2':___&-
A —— =
= L T,
e |
- S vena contracta
r
&
&

Figure 7.1 Streamlines at the exit of a vessel

Vena contracta is the point of the jet where thessrsectional area is the
smallest and consequently, the velocity reachesmigximum. The ratio
between the jet cross sectional area at the ven@macta and the area of the
orifice is called contraction coefficient.

As shown by Hsiao et al 2010, the dynamic in jelease from sharp-edged
orifice is more complex than in jets issued frosn@oth contraction nozzle or
contoured jets, because the exit flow has an inwadial component, which
results from the vena contracta effect, and a densble unsteadiness, due to
the upstream separation. The authors conducteady about planar jets, with
sharp-edged and right-angle orifice plane by udwogrwire technique and
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smoke flow visualization. They found that the veoatracta effect depends on
the Reynolds number and on the geometric configuratf the orifice exit and
in particular it is more prominent at lower jet exelocities and in the sharp-
edged orifice plane jet.

In this work, the determination of the contractiarefficient is performed by
using Light Induced Visualization for the deterniioa of the concentration
levels. A relation between the distance of the vematracta from the origin,
the value of the contraction coefficient and theyddds number is also
obtained.

7.1.2. Light Induced Visualization

The light that the human eye can perceive is batdifiyea narrow spectrum of
wavelength, ranging between 400 and 700 nm. TheerLasduced
Fluorescence (LIF) is a spectroscopic method usestudy the concentration
fields inside a flow. Usually the applied dye isiéiesceine, a salt that can be
excited at a wavelength of 490 nm (cyan) and emdgtgelengths between 520
and530 nm (it peaks at 521 nm), therefore in tigeoreof the green component
of the light.

Figure 7.2 Instantaneous image LIF investigation for a jet with Fr = 15 and 0 = 65° and Re = 1000
(Ferrari et al. 2010)

If the excitation energy is locally uniform, thametemitted light intensity will
be linearly related to the dye concentration. Theth a simple calibration the
emitted light intensity can be directly convertedliye concentration.
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Figure 7.3 Instantaneous image used for the LIV investigation for a jet with Fr = 15 and @ = 65° and Re
=1500

To identify the contraction coefficient in the exipgents discussed below, it
was not possible to use fluoresceine due to thécapipn of a green laser. It
can be excited by Argon-lon, Blue-Green laser whatbdominantly emits
wavelengths of 488 (blue) and 514 (green) nm. Aeotthemical substance
was used instead: Titanium dioxide that emits lithed visible spectra. For this
reason, a more appropriate name for the employathigue is Light Induced
Visualization.

7.1.3. Results

In this section the results obtained for the deteation of the contraction
coefficient of the sharp-edged orifice nozzle usedhis work are presented.
Also the relation between the Reynolds number &edpbsition of the vena
contracta from the origin, and the value of the tiamtion coefficient are
determined.

In figure 7.4 a snapshot of a simple jet at Re 8018 shown. The presence of
vena contracta is evident. It appears before tisetanf the Kelvin - Helmholtz
structures.

Figure 7.4 Instantaneous image, of a Simple jet, with Re = 2000
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In figure 7.5 the widening is shown, defined as hesition where the
concentration reaches the value @feC (G is the concentration value on the
jet axis.)

Is it possible to note how the behavior of the vepatracta is different for
different Reynolds numbers and consequently therdeftion of the jet; this
behavior is possibly due to the curvature of th#user that creates an
additional radial component of the flow.

For low Reynolds numbers, the jet starts with aemidg similar to the nozzle

and then, after approximately 1 diameter, thegetls to decrease its widening
due to the radial velocity component. For Re = 15086 contraction is larger

and starts immediately at the outlet, with an espam rate higher than the
previous case. For Re = 2000, the contraction isateigher than the two

previous cases, but due to the onset of the Kelkielmholtz structures, the

expansion rate is higher and the jet reaches anivigeequal to the diameter of
the jet at approximately 4 diameter.
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Figure 7.5 Up: Widening in the near filed, of Simple Jets with Re = 1000 (a), Re = 1500 (b) and Re =
2000 (c),
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Figure 7.6 Dependence of the position of the Vena contracta with respect to the Reynolds number;
the blue asterisks are the experimental values

In figure 7.6 the dependence of the position ofwttea contracta is shown for
low Reynolds number. The definition of the positi@ennot straightforward

because the widening is approximately the samea fiew diameters. In order
to have a unique definition, the values were ndtutated by using the

instantaneous pictures but by using the mean coratiem fields. It was found

that the distance is inversely proportional toR@ynolds number.

In figure 7.7 the dependence of the contractiorffiment in function of the
Reynolds number is shown and, as above, the valee®ase for increasing
Reynolds numbers.
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Figure 7.7 Dependence of the contraction coefficient with respect to the Reynolds number; the blue
asterisks are the experimental values
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7.2 - Experimental Results for Inclined Negativel\Buoyant jets
7.2.1 Introduction

When a Negative Buoyant Jet is discharged upwdalus,release has an
ascending trajectory, in which buoyancy opposesveémtical component of

momentum. At some distance, the vertical compor@nthe momentum

reduces to zero and the jet reaches its maximughtdrrom this point the

buoyancy forces prevail, the jet descends and itapde bottom, with an

additional dilution due to turbulent phenomena dlosv expansion. In the

present study two different fields are recorded dwoethe large range of
velocities (from 30 cm/sec near the diffuser to énid/s at the end of the jet, or
approximately O in the surrounding fluid): a fulkll with an acquisition

frequency of 200 Hz (to investigate the entire mmngvelocity), but admitting

the loss of a few particles near the diffuser, amear field (with an acquisition
frequency of 400 Hz) to investigate the behaviarrbe nozzle.

7.2.2 General Observation

The mean velocity fields for Negatively buoyantsjéNBJs) are shown with
Re = 10000 = 65°, Fr=28, and Fr = 15, and a Simple Jet (8tl) the same
Reynolds number, normalized by the maximum exio&i&y Unax, for the full
field, in figures from 7.8 to 7.10, and, for thean field, in figure 7.11. In each
plot the magenta line represents the jet axisnddfias the locus of maximum
velocities. As apparent in the observation of theity fields, the NBJs cover
a very short initial distance, where they maintainwidth similar to the
diameter of the orifice, and after a length of fdiameters their width grows
due to the onset of the Kelvin-Helmholtz instalilit
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Figure 7.8 Map of the non-dimensional mean velocity U/U,,., in the far field (U,,,, is the maximum
velocity at the outlet) for an NBJ with 8 = 65°, Re = 1000, Fr = 8; the magenta line is the jet axis
(defined as the locus of maximum intensity velocity)
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Figure 7.9 Map of the non-dimensional mean velocity U/U,,., in the far field (U,,,, is the maximum
velocity at the outlet) for an NBJ with 6 = 65°, Re = 1000, Fr = 15; the magenta line is the jet axis
(defined as the locus of maximum intensity velocity)
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Figure 7.10 Map of the non-dimensional mean velocity U/U,,.in the far field (U,,., is the maximum
velocity at the outlet) for a SJ jet with Re = 1000; the magenta line is the jet axis (defined as the locus
of maximum intensity velocity)

The mean velocity fields show a compact jet cowr tiee jet origin, while, at a
distance of few diameters from the orifice, thefedént stratifications in the
upper and lower region of the jet (stable the farmwed unstable the latter)
cause an apparent asymmetric development of the,Niidch widen more in
the lower region, where the evolution of the Kelilelmholtz billows is
favored by an unstable stratification. From anott@nt of view, it is possible
to state that the velocity core and, consequetitty NBJ axis tend to be closer
to the upper boundary of the jet than to the looree, as the detachment of
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descending plumes tends to erode the velocity oaree in the lower region
than in the upper one. This lack of symmetry isagrded for the heavier jet
(Fr = 8), whose axis bends at shorter non-dimemsidistances, s/D, from the
origin with respect to the lighter one (Fr = 1%/[0 is the non dimensional
abscissa measured stream-wise along the axis tienorigin). Simple jet is
Gaussian and axisymmetric, so this behavior isaspparent.

In Figure 7.12 the profiles of the radial velocitye shown (which are
orthogonal to the jet axis), normalized by the bxaocity (Uc), and computed
for different s/D, furthermore compared for the samn of the figure 7.8, 7.10
and 7.11.
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Figure 7.11 Map of the non-dimensional mean velocity U/U,,,,in the near field (U,,., is the maximum
velocity at the outlet) for NBJs with Re = 1000, and Fr = 8 (a), Fr = 15 (a) and a Simple Jet (c); the
magenta line is the jet axis (defined as the locus of maximum intensity velocity)

The plot shows that the profiles are not symmegtien for small distances
from the origin; this behavior is more evident atger distances from the
origin and in the lower boundary, where the detammnof the plume-like
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structures causes larger widening. In the uppendaty, on the contrary, the
local stable stratification permits to the Kelvirelhholtz instability to develop

completely and the profile maintains a bell shapee widening increases with
the Froude number. On the contrary, the velocitfil@s of the SJ preserve
their symmetry and the widening is more pronounaeky far away from the

diffuser, due to the onset of the Kelvin-Helmhoitgtabilities.
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Figure 7.12 (@) Velocity profiles orthogonal to the jet axis normalized by the maximum axial velocity,
for NBJs with Re = 1000, and Fr = 8 (a), Fr = 15 (a) and a Simple Jet with Re = 1000 (c).

7.2.3 Widening and Velocity decay

In order to highlight the role of the densimetrio&de number in the behavior
of NBJs, in Figure 7.13, the widening of two NBJ&hwRe = 10000 = 65°
and two different Fr (8 in red and 15 in blue) isasured along the axis and
plotted versus s/D, together with the SJ data ¢rby Quinn (2006), issued
from a sharp edged orifice (black stars) and frowpatoured nozzle (black
rhombi). The widening is defined, for each s/Ditesdistancesf, between the
two points, in the upper and lower region, wher \tklocity assumes a value
which is half of the axial velocity. This plot hilgghts the role of the
buoyancy, as the Reynolds number is the same fertwo NBJs. It is
noticeable that both NBJs widen more rapidly thempge jets and that their
widening rate, after the initial stage (from d€/IB), is larger than the simple
jets ones. In order to measure this widening ratach is relevant as it is
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proportional to the entrainment and so to the witytthe data for each case
(starting from the point where the widening ratecdmes substantially
constant) have been fitted by least mean squarke avgitraight line. Note that
the widening rate of the NBJs (measured by thenattbn m of the straight
line) is larger than that of the simple jets.
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Figure 7.13 Widening of NBJs with Re = 1000, 8 = 65°, Fr = 8 (red) and 15 (blue) and of two simple jets
(Quinn 2006]; sharp-edged orifice: black stars; contoured orifice: black rhombi); s/D is the abscissa
measured stream-wise along the axis from the origin; the straight lines are the best fits in a least
mean square sense; the coefficient m in the legend indicates the slope of the straight lines.

Figure 7.14 shows the mean centerline velocity ylédédU, versus the non-
dimensional axial coordinate s/D for the same tvigddl(colored asterisks) and
for the simple jets studied by Quinn (2006), isguiom a sharp-edged (black
stars) and a contoured (black rhombi) orifice. THBJ centerline velocity
values have a similar trend compared to the shdgeeb orifice simple jets,
starting with values larger than one due to theaveontracta effect.
Nonetheless, the NBJ velocity decay is larger, wutheir more pronounced
widening with respect to the simple jet one. F& $ame reason, the obtained
trend is steeper for Fr = 8 with respect to Fr =Hi§ure 7.14 also displays the
decay of the velocity computed on the profiles paricular to the jet axis, at a
position orthogonal to the axis non-dimensionatatise from the axis, r/D,
equal to the half widening of a simple jet (simpd¢ values used for this
computations are taken from Quinn 2006) for thedoWriangles) and upper
(squares) regions of the NBJs.
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The highest velocities are located in the lower raauy, with a sudden

decrease at around s/D = 4, which correspondsetagfion where the inner
core of velocity tends to move toward the uppeliaegThe velocity at the

upper boundary is almost constant until about s/ after it follows a more

gradual decay. Moreover, the velocities of thetkgiNBJ (Fr = 15) are always
higher than the ones of the heavier (Fr = 8): thidue to the fact that these
values have been measured at the same orthogstehak from the axis and,
consequently, the values of the lighter NBJ (whiddens more, see Figure
7.13) are closer to the high velocity core thanvaiees of the heavier one.
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Figure 7.14 Stream-wise non-dimensional mean velocity decay U/U, along the axis (asterisks) and in
the upper (squares) and lower (triangles) region of the near-field of an NBJ with Re = 1000, 0 = 65°and
different Fr (red: 8, blue: 15), and of two simple jets (Quinn 2006; sharp-edged orifice: black stars;
contoured orifice: black rhombi); the upper and lower boundary decays are measured in
correspondence to the widening of a simple jet.

7.2.4 Turbulent Kinetic Energy
As discussed in the Chapter 4, the Turbulent Ken&mergy (TKE) can be
defined as follows:

[
TKE=2 (u'xz +u', 2 +u,’
2

whereu’y, u’yandu’; are the velocity fluctuations along the x, y anakis, and

the overbars represent an ensemble average. Iiwtrls only the x and y
component can be detected.
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In Figure 7.15 the TKE fields are presented (nanetisionalized by k¢, for
the two NBJs and for a Simple Jet considered imipus section); the jet axes
are represented with a pink line. The plots disgagyilar and asymmetric
behavior close to the jet origin, TKE values ame lmut, few diameters far from
the origin, the onset of the Kelvin Helmholtz irstay causes a sudden TKE
increase. There are two high value regions atehsigles; the one located at
the lower boundary occurs nearer to the orificeshsrter and is more intense
with respect to the one located in the upper bognddich, in turn, presents
lower but more persistent values. As s/D increaseslower TKE peak region
is deflected toward the jet axis and the two pdeks to merge into a single
peak; going further, TKE tends to rapidly decreasehe NBJs become wider.
The Simple jet contrariwise is symmetric, and witie high TKE levels
persisting longer than NBJs, due to the absenba@fancy forces.
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Figure 7.15 Map of the non-dimensional mean turbulent kinetic energy (TKE), normalized with UZMAX,
for a jet having (a) Fr=8, Re=1000 and inclination 65° (b) Fr=15, Re=1000 and inclination 65° (c) Vertical
Simple jet with Re = 1000. The pink line represents the jet axis (defined as the locus of maximum
intensity velocity)
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Figure 7.16 shows the TKE profiles computed aked#ht distances s/D, the lack
of symmetry between the lower and the upper pathefjet is apparent. This
axially non-symmetric behaviour implies that theualsintegral equations for
simple jets and plumes, developed under the hypistloé axisymmetry, cannot
provide precise results.
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Figure 7.16 (@) TKE spanwise profiles, for a jet having (a) Fr=8, Re=1000 and inclination 65° (b) Fr=15,
Re=1000 and inclination 65° (c) Vertical Simple jet with Re = 1000.

In order to highlight the differences between thpper and lower region of
NBJs in Figure 7.17, the stream-wise decay of yKE (the maxima of
TKE/Umay? , Where Uhaxis the maximum velocity at the exit of the orificeas
computed on sections orthogonal to the jet axishan upper (triangles and
squares) and lower (asterisks and rhombi) regioth@fnear-field of the two
NBJs with Fr=8 (red symbols) and Fr =15 (blagknbols) and at the
boundary of a simple jet (which is, of course, syema) with the same Re
(green circles) are plotted versus s/D. All thevesrhave a similar trend, with
an initial growth, a peak and a following decreabBee values in the lower
region tend to be higher than the ones in the umggggon, until around s/D = 6,
where the upper region curve collapses into theetawgion one. These higher
values in the lower region are due to the locatalrie stratification, with more
intense velocity fluctuations due to the differeirections of local momentum
and buoyancy. The simple jet values tend to imjtiatay between the upper
region and the lower region values, but showingnacther trend, with a less
pronounced peak, to then collapse, after aroundid®eters from the origin,
to the NBJ values.
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Figure 7.17 Stream-wise decay of the maximum non-dimensional Turbulent Kinetic Energy TKE/U,,,;J,,(2
in the upper (triangles) and lower (asterisks) region of the near-field of an NBJ with Re = 1000,
0 = 65°and different Fr (red: 8, blue: 15) and of a simple jet with the same Re (green squares).
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Figure 7.18 Streamwise decay of the integral non-dimensional Turbulent Kinetic Energy TKE/Uma,(2 in
the near-field of an NBJ with Re = 1000, 0 = 65°and different Fr (red: 8, blue: 15) and of a simple jets
with the same Re (green).

In Figure 7.18 the stream-wise decay of TigHthe integral non-dimensional
Turbulent Kinetic Energy TKE/MwO) in the near-field of two NBJs with
Fr = 8 (red asterisks) Fr = 15 (black squares)aralsimple jets with the same
Re (green asterisks) are plotted along the jet #ixésintegral being computed
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on profiles orthogonal to the jet axis, up to tladf kelocity jet widening above
defined. The influence of Fr on this parameter @renevident: NBJ values
start always higher than simple jet ones, with aagmponounced peak (with a
higher value for the lower Fr which tends to desesas Fr increases). The
peak for the simple jet is found more stream-wis®mpared to the NBJ ones.

In Figure 7.19, TKIgt is separately measured at the upper (red squar8s F
black triangles Fr=15) and lower (red asterisks8Frlack rhombi Fr=15)

region of the two NBJs with Fr=8 (red) and Fr5 (black) and at the

boundary of a simple jet with the same Re (greecies) and plotted versus
s/D; the integrals are computed on profiles ortmagdo the jet axis, up to the
half velocity jet widening, only from the axis upwla or downwards.

Considerations similar to those drawn for figuré77can be done, with higher
values in the lower region than in the upper o tinally collapse, the simple
jet values in the middle between the upper and lowgion values and an
asymptotic value for the simple jet similar to thBJ ones.
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Figure 7.19 Streamwise decay of the integral non-dimensional Turbulent Kinetic Energy TKE/U,,,E,,(2 in
the upper (triangles) and lower (asterisks) region of the near-field of an NBJ with Re = 1000,
0 = 65°and different Fr (red: 8, blue: 15 and of a simple jet with the same Re (green squares).

7.2.5 Maximum Reynolds Stresses

The Reynolds stress tensor (RSS) is a real-valrachstrical tensor in a suitable
coordinate system. Referring to the RSS without rimaus sign (thus, not
following the general convention of consideringsinstresses as positive) the
RSS can be expressed as:
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o, 0 O
T=puy =0 o, 0| (7.3)
0 0 o,

witho;, 0, and osusually ordered aso:>0,>03;. They are representing the
principal normal stresses, in the coordinate sységmy), whose axes are termed
principal axes, generally not coincident with theneric system (x,y,z). This
coordinate system is composed of the Reynolds tensigenvectors directions,
and accordingly;, 0, andasare the tensor's eigenvalues.

In 2 dimensions (see Malvern 1969), the Reynol@ssttensor can be expressed
as:

TV =g
p Aw v (7.4)
wherep is the density of the flow; u', v' represent tledoeity fluctuations in the
two orthogonal direction.
Equation (7.4) can then be reformulated as:
—2 -2 —\2
ot -lou’ + o' - o7 () =0. (7.5)

Starting from the solutions of the eigenvalues éqna

0’:%(0 +pv) \/(,0 +,0V) 4:02(@)2' (7.6)

The semi difference of Equation (7.6) is the maxiRaynolds stress, whose
direction is not aligned with the coordinate systand can be computed in terms
of the measured velocity components. It is exprease

T Rmax =p\/%(LT2 +F)Z - (“_V)Z : (7.7)

The determination of the maximum Reynolds sheasstrs useful because it is
related to the formation of the turbulent strucsur@and consequently to
entrainment.

Figure 7.20 shows the map of the maximum Reyndigss for experiments
performed with a release angle of 65°. They exfasimilar behavior to TKE
fields. Low values are observed in the centrakggion, while two high value
regions are present at the jet borders, with therman in the upper boundary,
where the Kelvin — Helmholtz (KH) structures deyebnd rapidly break, due to
the buoyancy contrasting their growth. For high Be, values are higher but
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rapidly decay; conversely, with a low Reynolds éesalues are smaller, but more
persistent.

x/D
Figure 7.20 (a) Map of the non-dimensional maximum turbulent Reynolds stresses (tzmax), normalized
with UZMAX, for a jet having (a) Fr=8, Re=100 and inclination 65° (b) Fr=15, Re=1000 and inclination 65°
(c) Vertical Simple jet with Re = 1000. The pink line represents the jet axis (defined as the locus of
maximum intensity velocity)
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Figure 7.21 (a) Taugm.x Spanwise profiles, for a jet having (a) Fr=8, Re=1000 and inclination 65° (b)
Fr=15, Re=1000 and inclination 65° (c) Vertical Simple jet with Re = 1000.
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This behavior is better explained from the analysfisthe non-dimensional
spanwise profiles computed at different distanoa® fthe outlet and displayed in
figure 7.21. Lower values near the orifice arewisible due to the normalization,
but the non axisymmetric behavior is evident néar drifice, furthermore the
resymmetrization of the Reynolds stresses it ideanti with the movement of the
peak toward the axis.

7.2.6 RMS velocities

To highlight the ability in reaching high turbuléhictuations, and consequently
mixing in the flow, the spanwise and streamwisbulance intensities are shown
in figure 7.22 for two NBJs with Fr = 8 (red sym&plFr = 15 (blue symbols) and
for a simple jet (SJ), at Re = 1000. Note thathaks, and therefore the distance
where the mixing reaches the centreline, are Idcatehe end of the Zone of
Flow Established (ZFE). For the NBJs, it is appmediely at s/D = 4 and it is
closer to the orifice than for the SJ, with thebtdent intensity inversely
proportional to the Froude number.
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Figure 7.22 Streamwise (asterisks) and spanwise (crosses) distribution of turbulence intensity for two
NBJs with Re = 1000, 6 = 65° and Fr = 8 (red symbols), Fr = 15 (blue symbols) and a Simple jet with Re =
1000

For the SJ the peak is further away, approximates/D = 10. Another important
result is that NBJs exhibit similar streamwise apdnwise values of turbulence
intensities due to the production of TKE in theticat (spanwise) direction by
the buoyancy forces. The isotropic behaviour iecefd in figure 7.23, in which
the ratio between streamwise and spanwise turlailenensities is shown. This
is a common method to evaluate the large scaletampy of turbulence; in the
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figure this ratio is equal to 1 for NBJs (like fom ideal isotropic flow), instead for

the circular simple jet, the asymptotic value @selto 1.3 (found also by Antonia
et al. 2004) and the local value remains larges/f) = 10, due to the presence of
the compact core, that ends at this position, iithivthe spanwise velocities stay
lower than the streamwise.
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Figure 7.23 Centerline evolution of streamwise to spanwise turbulence intensity ratio for two NBJs
with Re = 1000, 8 = 65° and Fr = 8 (red symbols), Fr = 15 (blue symbols) and a Simple jet with Re = 1000

In figure 7.24 the Reynolds stress spanwise pfdee shown for the same
axial interval for the two NBJs (Fr = 8 and Fr 5 8hd for a S3VsV,'), where
V's is the streamwise fluctuation velocity, andg the spanwise velocity
fluctuation), projected along the jet axis. The dabur of NBJs and SJ is
different. The SJ is axis-symmetric, therefore gldime axis the stresses (the
total, the Reynolds and the viscous stresses) ameshing. For the NBJs the
values are different from zero and the shear sigselsave positive values due to
the buoyancy forces that act in a different di@ttcompared to that of the
momentum. This behaviour is better highlighted igufe 7.25, where the
Reynolds shear stress along the axis is showrhéosame two NBJs and for
the SJ discussed above; for the NBJs, the pegkpi®@amately at s/D = 4 and
the values are inversely proportional to the Froogi@ber; on the contrary, for
the SJ the centreline value of the Reynolds Sheesssis equal to zero; note
also that the behaviour of the three jets is tlmesat s/D = 15, where the jets
are fully turbulent.
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Figure 7.24 Reynolds stress profiles normalized with Uzmax (Umay is the maximum exit velocity),
different s/D are shown in the legend for two NBJs with Re = 1000 and inclination of 65° an (a) Fr =8,
(b) Fr = 15 and a Simple jet (c) with the same Reynolds number.
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Figure 7.25 Reynolds shear stress along the axis for two NBJs with Re = 1000, 0 = 65° and Fr = 8 (red
symbols), Fr = 15 (blue symbols) and a Simple jet with Re = 1000 normalized Uzma, (Upnax is the

maximum exit velocity)
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7.2.7 Higher order Statistics

To investigate the mixing at small scale levelfigure 7.26 the skewness is
shown in the streamwise direction for the two NBd& Re = 1000, inclination
of 65°, Fr = 8 and Fr = 15, and for the SJ with edreynolds number. The
minimum for the SJ is near s/D = 2; instead, fer&BJs, the minimum is at the
outlet of the orifice; further away the skewneslsi@a tend to the isotropic one (=
0), closer to the orifice for NBJs than for SJ.

Therefore the flow is strongly oriented for the SExpproximately up to S/D =5,
and for SJ up to s/D = 10. After that the turbuéeiscisotropic due to the viscous
dissipation, with a Gaussian distribution of thecfuations.
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Figure 7.26 Evolution of skewness at the centerline in the streamwise direction, for two NBJs with Re
=1000, 6 = 65° and Fr = 8 (red symbols), Fr = 15 (blue symbols) and a Simple jet with Re = 1000

7.3 - Influence of the Inclination in Negatively Boyant jets
7.3.1 Introduction

In this section three different NBJs are presentéd Fr = 15, Re = 1000 at
different inclinations® = 85°,0 = 65°, 8 = 35°. These three inclinations are
the most relevant ones in this type of releasealrsz at inclinations larger than
75 the re-entrainment phenomenon tends to appeatodilne proximity of the
uprising and descending jet branches. The lattifweinces the jet trajectory,
bending it and causing a reduction of both the maxn height and distance
where the entrainment of external fluid reachegdhaxis (Ferrari et al. 2010).
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The inclination of 65° to the horizontal axis i®ss¢ to 63, which Zeitoun et al.
(1970) found to be the "optimal” angle that produttee longest trajectory and
consequently the highest dilution. 35° is the mumm angle, which is
necessary for discharge in shallow water (as shbwishao et al. (2010)),
where a more vertical inclination can interact wthle surface, but the Coanda
effect (the tendency of the fluid to be attractgdtive nearby bottom) is not
negligible.

7.3.2 Widening and Velocity decay

To show the different behavior obtained by varyihg discharge inclination,
in Figure 7.27, the widening of three NBJs with -R£000,0 = 35°, 65° and
85° is measured along the axis and plotted verfygagether with the SJ data
by Quinn (2006), issuing from a sharp edged orifldack stars) and from a
contoured nozzle (black rhombi). The widening ifir for each s/D as the
non-dimensional orthogonal distancg/D between the two points, in the
upper and lower region, where the velocity assuanegue which is half of the
axial velocity. The plot highlights the role of tkescharge inclination for the
three NBJs. It is noticeable that all NBJs widerrenthan the SJ but a relevant
difference between the three NBJs is not evident.
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Figure 7.27 Widening of NBJs with Re = 1000, Fr = 15 and 0 = 35° (red), 0 = 65° (blue), and0 = 85°
(green), and of two simple jets (Quinn 2006]; sharp-edged orifice: black stars; contoured orifice: black
rhombi); s/D is the abscissa measured stream-wise along the axis from the origin.

Figure 7.28 shows the mean centerline velocity yiédgU, versus the non-
dimensional axial coordinate s/D for the three NR#sored asterisks) and for
the simple jets studied by Quinn (2006), issuingrra sharp-edged (black
stars) and a contoured (black rhombi) orifice. Thaterline NBJ velocity has
an initial value larger than one, like the shargetl orifice, but the decay is
more pronounced, due to the larger widening witdpeet to the simple jet. In
this figure a relevant difference is not presertiveen inclinations, but only
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between s/D = 6 + 10. The velocity decay is slighiifferent, probably due to
the interaction with the bottom wh@n35°, and the development of re-
entrainment (the mixing of the jet with its owni@iufor the6=85°.
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Figure 7.28 Stream-wise non-dimensional mean velocity decay U/U, along the axis (asterisks) with
Re = 1000, Fr = 15 and 0 = 35° (red), © = 65° (blue), 8 = 85° (green), and of two simple jets (Quinn 2006),
sharp-edged orifice: black stars; contoured orifice: black rhombi).

7.3.3 Turbulent Kinetic Energy

In the second order statistics, the different behavobtained by varying the
angle of discharge is apparent in Figure 7.29, wllee streamwise decay of
TKEnt is plotted as a function of the streamwise digtartbe integral is
computed on profiles orthogonal to the jet axis,tapthe half velocity jet
widening defined above. The influence of the irafion on this parameter is
apparent: the distance of the peak and the peakevdkcreases as the
inclination increases. Farther from the orifice bi@davior is asymptotic.
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Figure 7.29 Streamwise decay of the integral non-dimensional Turbulent Kinetic Energy TKE/Uma,(2 in
the near-field of an NBJ with Re = 1000, Fr = 15 and 0 = 35° (red), © = 65° (blue), O = 85° (green).
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Chapter 8

CFD Simulations

8.1 - Introduction

The use of Computational Fluid Dynamics (CFD) coded, in particular, of
Direct Numerical Simulation (DNS) was encouragedh®yconstant growth of
the power of modern computers. The numerical coatfut allows the
analysis of complex phenomena in 3 dimensions, evhexperimental
measurements are hard to obtain.

The algorithm used in this research was developgdPiofessor Roberto
Verzicco of the University of Tor Vergata in Romand it is based on
Immersed Boundary model (laccarino and Verzicca3200

The basic procedure of these models consists afiiteetization of the Navier

- Stokes equations, to obtain a discrete set abafgc relations, valid in the

grid nodes. The first difficulty is building a smthosurface mesh, adapted to
the particular flow simulated (body conforming gridnd to the solid surface.

A regular and smoothed mesh increases the retialoli the results, but

making a grid of high quality can require more tirtiten the laboratory

simulation.

The problems related to the generation of the maghjs work, and in general
in the Immersed Boundary algorithms were bypasssthulse this technique
allows the use of regular Cartesian-like meshes emethe presence of
complex geometries. Furthermore, the effect ofpfesence of the object into
the flow was simply included in the equations idiroing appropriate forcing
terms in the governing equations, variable in spau#, if necessary, also in
time.

In this chapter, a preliminary numerical investigatof NBJs conducted prior
the experimental studies will be discussed. Beixigeenely time consuming,
the tuning of the parameter was made, but a deepestigation of NBJs was
not possible so far.

119



8.2 - The Model

The algorithm used in this research is an Immelsmechdary algorithm. The
model allows the resolution of the Navier-Stoked #me tracer conservation
equations for the passive scalar, with Direct Numm&mulation (DNS), Large
Eddy Simulation (LES) and Reynolds Averaged Naviiokes (RANS)

models (laccarino and Verzicco 2003).

After the preliminary tuning a direct simulation svpreferred to solve the
Navier-Stokes equation, and a LES model for theetraonservation equation,
using a Smagorinsky method (see chapter 4).

The algorithm has many advantages:
- accurate and reliable discretization schemesuhdlence models;

- a computational geometry model to locate the aibjeto the grid and to
transfer information between the mesh and the objatace;

- a mesh enrichment approach to increase the gsilution in the vicinity of
the immersed surface.

The Navier-Stokes equations are solved by a fraatistep method with the
pressure in the first step. The time advancemetitesolution is obtained by a
Runge-Kutta % order low storage scheme. The Poisson equationthfer

pressure is solved directly introducing Fast Faufi@nsform in the azimuthal
and vertical directions.

All variables are calculated in a staggered grindrical in the x (span-wise)
direction, Cartesian in the y (cross-stream) andhm z directions (stream-
wise). The number of nodes in the cylindrical caoate must be compatible
with the Fast Fourier transform™(2™5° +1).

8.3 - Simulation Condition

A typical set-up was simulated which was also usedthe laboratory

experiments, i.e. the release was through a cytiadvessel 20 cm long, 10
cm in diameter and sharp-edged orifice of diamétdr cm, the discharge
inclination was 65°.The released liquid is a demd$#uent with Fr of 8, 15 and

24. The mesh is scattered, the parameter simutagedummarized in the table
8.1.

The boundary condition of the box was set to thelipcondition at the upper
boundary and to the free-slip condition at the loweundary. The inflow
condition was set at the vertical boundary in cspoading the diffuser (figure
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8.1). The flow rate in the boundary was imposedlitain unitary value at the
exit of the diffuser.

30

Inflow

Figure 8.1 Staggered grid for the simulation of a jet with Fr = 8, q = 65°, Re = 1000 and Pe = 1000. The
yellow lines represent a portion of field of 10x10 nodes.

Table 8.1

Dimension of the field
Test | Froude| Reynolds Peclet Resolution Nodes
Normalized with D

1 8 1000 1000 65x55 %20 466x316 x151  22x1

2 8 2000 1000 65%55 %20 466x316 x151 271

3 8 5000 1000 65x55 x20 466x316 x151  22x1

4 8 10000 1000 65x55 x20 466x316 x1561  22x1

5 8 1000 2000 65x55 x20 466x316 x151  22x1

6 15 1000 1000 85x65 x20 512x323 x161  28x]

7 24 1000 1000 95x70 %20 551x343 x151  29x1

In the model, the format used to describe the solesh is the Stereo-
LiThografy (STL), where the surface is representemigh a sequence of
triangles. In the figure 8.2, a snapshot of the & used is represented.
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Figure 8.2 Snapshot of the STL file of the diffuser

8.4 - Results

The output of the model is three dimensional véjoieeld, concentration field,
pressure and vorticity field. In figure 8.3 the ulliel vertical section of the
mean concentration fields is shown for two NBJw#t = 8 and Fr = 15.

In the figure 8.4, the mean velocity fields arewshdor the same jets.

Note that the behaviour of the jet is quite simitlar one obtained by
experiments, i.e. the buoyant jet starts with andi@r similar to the nozzle,
and then its widening increases due to the Kelvamtholtz structures.
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Figure 8.3 Map of the non-dimensional mean concentration C/g(C, is the outflow concentration)
for a NBJ and with (a) Re = 1000, Fr = 89 = 65°, Pe = 1000; (b) Re = 1000, Fr = 18~ 65°, Pe =
1000; the yellow line is the jet axis (defined afi¢ locus of maximum intensity concentration)
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Figure 8.4 Non-dimensional concentration profile C/C¢ (C. is the maximum axial concentration) for a
jet with 0 =65°, Fr =15, Re = 1000 e Pe = 1000; r/D is the orthogonal distance from the jet axis, and
s/D is the distance from the origin along the jet axis.

y/D

w0

Figure 8.5 Map of the non-dimensional mean velocity U/g(U, is the maximum velocity at the
outlet) for a NBJ with (a) Re = 1000, Fr = 89 = 65°, Pe = 1000; and (b) Re = 1000, Fr = %55 65°,
Pe = 1000; the coloured line is the jet axis (defdd as the locus of maximum intensity
concentration)

123



sID=6
siD=8 [
s/D = 10
s/D =14 ||
s/D =18
s/D =22

u/u

Figure 8.6 Non-dimensional velocity profile U/U, (U, is the maximum axial velocity) for NBJ with 0=
65°, Fr = 15, Re = 1000 e Pe = 1000; r/D is the orthogonal distance from the jet axis, and s/D is the
distance from the origin along the jet axis.
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Figure 8.7 Map of the non-dimensional standard deviation for he concentration field, C'/G? (Cy is

the maximum concentration at the outlet) for NBJ wih (a) Re = 1000, Fr = 89 = 65°, Pe = 1000;

and (b) Re = 1000, Fr =159 = 65°, Pe = 1000; the black line is the jet axidgfined as the locus of
maximum intensity concentration)
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The asymmetric behaviour between the upper antbtier boundary, already
shown in the experimental results, can be seeneicdncentration (figure 8.4)
and velocity (figure 8.6) profiles, and tends torgase with the distance from
the orifice.

Although the numerical NBJ with Fr = 15 is trustity, a laminar behaviour
persists with Fr = 8. Figure 8.7 shows the standdediation for the
concentration fields. In the jet at Fr = 15, thetwal structures start close to
the outlet and in the jet at Fr = 8, they starthfar when the jet tends to bend.
This is observed only in laminar jets, where thebtilence can be generated
only by the buoyancy forces.

Figure 8.8 shows the vorticity field for the sanedsjas before. Note the
presence of the vortical rings close to the noieleoth jets. This fact indicates
that the laminar condition in the lower Froude nemis not due to the lack of
vorticity, but to the absence of turbulence (pdgsib the insufficient forcing
perturbations).
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Figure 8.8 Map of the non-dimensional mean vorticity for a NBJwith (a) Re = 1000, Fr = 80 = 65°,
Pe = 1000; and (b) Re = 1000, Fr = 18,= 65°, Pe = 1000; the black line is the jet axid€fined as
the locus of maximum intensity concentration)

In Figure 8.9, the non-dimensionalized TKE fields gresented for the two
simulated NBJs (non-dimensionalized by the squétbe maximum velocity
(Unad)).The plots display asymmetric behaviour closethe jet origin,
similarly to the experimental results: TKE valugs bbw but, the onset of the
Kelvin Helmholtz instability causes a sudden TKErgase at few diameters
downstream from the origin.
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Figure 8.9 Map of the non-dimensional TKE for NBJ with (a) Re =1000, Fr = 8,0 = 65°, Pe = 1000;
and (b) Re = 1000, Fr =159 = 65°, Pe = 1000; the black line is the jet axidgfined as the locus of
maximum intensity of velocity)

The TKE profiles show the presence of two peakthatjet sides. The one
located at the lower boundary occurs closer to dhiféce and tends to

disappears earlier. As s/D increases, the lower P&k region is deflected
towards the jet axis and the peaks tend to mertge ansingle one. Going

further downstream, the TKE tends to rapidly deseeas the NBJs become
wider.

TKE/TKEc

/D

Figure 8.10 TKE profiles orthogonal to the jet axisof a jet having Fr = 15, Re = 1000, Pe = 1000 and
inclination 65°.

Figure 8.11shows the velocity decay of the resoiimined by the numerical
simulation, and in the corresponding experimentdtst The results are
compared with the empirical law given by Fishealet979:

U.=7M,"? ™. (8.5)
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Figure 8.11 Jet centreline velocity decay for an angle of 65°, for numerical jets with Fr = 8 (red circles)
and Fr = 15 (magenta asterisks) and for experimental jets with Fr = 8 (green squares) and Fr = 15 (blue
crosses). The continuous line is the equation of the velocity decay for simple jet (Fischer et al. 1979)

It is noticeable that the behaviour of the numérjeawith Fr = 15 is quite

similar to that of the experimental jets and of Eigher law. The numerical jet
with Fr = 8 instead remains in a laminar conditigmto 7 D with a lower

velocity decay, then a sudden decay is apparetiehitpan the other jets. In
the last part, the behaviour is asymptotic, anddtefollow similar trend.

In figure 8.12 the widening of the jets is defintt each s/D (the non-
dimensional orthogonal distancg, D between the two points) in the upper
and lower regions, where the velocity assumes aevalhich is half of the
axial velocity.
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Figure 8.12 Widening of NBJs with Re = 1000, inclination of 65°, for numerical simulation with Fr =8
(blue asterisks), and Fr = 15 (red asterisks) and for experimental tests with Fr = 8 (green circles) and Fr
=15 (black circles).
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Note that near the diffuser the widening of the etoal prediction and the
one of the experimental results is quite similaurtker downstream the
difference tends to get higher. Similar conclusioas be drawn for the case of
Fr = 8.The behaviour is typical for laminar jet®. ia compact velocity core is
present as long as buoyancy forces do not destatylis/.NBJ with Fr = 15
has a quite similar trend in the both cases, bet whdening is a little
underestimated.

8.6 - Conclusion

The model can simulate the behaviour of the jetrnt#ewe diffuser
(approximately up to 20 D) with a good approximati¢iowever, as it is
explained in section 2.3.2 as well, numerical medehd to underestimate the
maximum height and the dilution levels of the jékegl many other CFD
simulations conducted in the past).

Note that the flow tends to be excessively stabmehough the applied Peclet
and the Reynolds numbers are the same for the 8Js Fr = 8 and Fr = 15).
The NBJ at Fr = 8 is found to be laminar.
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Chapter 9

Conclusions

9.1 - Conclusions

Negatively buoyant jet flows (NBJs) are generateten a fluid is ejected
upwards into a less dense surrounding fluid witkoarce of buoyancy and
momentum. This kind of flows are frequently usegbiactical applications and
in the last years they have been increasingly @optdr example, to disperse
brine or generic pollutant into the sea from desdion, or treatment plants.

Typically, this kind of effluent is characterizeg an elevated concentration of
the same elemental components of the environm#uig] therefore an intense
dilution in the near field is required, so that thkease should not be dangerous
for the marine ecosystem.

Numerous studies have analyzed the concentratbasfiand the geometrical
characteristics of NBJs, but very few works focusadhe velocity fields, and
consequently on turbulence inside the flow.

In the present study the near field behaviour ofimed negatively buoyant jets
was simulated in a laboratory model and analyzedm®ans of Feature
Tracking Velocimetry (FTV). FTV is a novel algonith which is able to

measure the velocity field. It is less sensitive ttte appearance and
disappearance of particles and to high velocitgligrats than classical Particle
Image Velocimetry (PI1V). The algorithm is suitalnkethe presence of different
seeding densities, where other techniques prodgodisant errors. Therefore,
it is particularly appropriate for NBJs charactedzby a large out-of-plane
velocity, and high seeding density difference ie thterface jet-surrounding
fluid.

The simulation conditions were Re = 1000, a vahed Ferrari et al. (2010)
found larger than the critical Reynolds for the saapparatus. Two Froude
numbers, Fr = 8 and 15, and three inclinationi¢ohorizontal of 35°, 65° and
85° have been investigated. These three inclinstaye relevant because they
are characterized by three different behaviours: i85an angle where the
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Coanda effect is not negligible, but it is an inalion necessary for the
discharge in shallow water, where a more vertigelination can interact with

the surface (Shao et al., 2010). The inclinatio®%f to the horizontal is close
to 63°, which Zeitoun et al. (1970) found as thetilmal" angle to reach the
maximum dilution. With an inclination of 85°, the-entrainment phenomenon
tends to appear due to the proximity between thesing and descending jet
branches of the jet flow (Ferrari et al. 2010). értical, simple jet with Re =

1000, was also investigated for comparison with §iBJ

The purpose of this thesis has been to increaskenitheledge of the behaviour
of NBJs. Progress has been made in understandigig filnid dynamics
behaviour, and in particular the relative imporearxetween buoyancy and
momentum through the experimental investigation ah& numerical
simulations carried out in this work.

In particular, first order statistics were analyzed determine the general
behaviour of NBJs. Second and third order velosististics of NBJs were
analyzed and compared to corresponding SJ onestéonine the effects of
the buoyancy, and the non-axis-symmetric behaviour.

Results have highlighted substantial differencesvéen buoyant and simple
jets, both in terms of velocity (jet widening andad velocity decay) and TKE
(maxima and integral values) fields. In particulaiBJs widen more than
simple jets and their widening rate, after theiahistage, is larger than in
simple jets. Furthermore, the NBJ centreline vé&jodecay is larger due to
their more pronounced widening with respect to shaple jet one. For the
same reason, the obtained trend is steeper fol8Rwith respect to Fr = 15.

Moreover, the TKE in the lower region of the jehds to be higher. These
higher values in the lower region are due to thellaunstable stratification,
with more intense velocity fluctuations due to thtferent directions of local

momentum and buoyancy.

Looking at the fluctuations of the velocities ore et axis, another important
observation is that, NBJs have an isotropic belhawaoe to the buoyancy forces.
This is evident in particular in the ratio betwdbe stream-wise and the span-
wise turbulence intensities. Another differenceensd concerns the Reynolds
stresses at the centreline, for simple jets araléguzero, for NBJs, due to the
buoyancy forces that act in a different directioompared to that of the

momentum, the values are different from zero amdReynolds stresses stay
positive.

The skewness in the stream-wise direction was ledell The values tend to be
isotropic, closer to the orifice for NBJs than &it.

The influence of the inclination in NBJs is mordexv@nt only in the second
order statistics; in particular in the integralestm-wise decay of TKE. The
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position of the peak does not change, but the gaare larger for smaller
inclination.

Finally, a preliminary Computational Fluid Dynami¢SFD) investigation of

NBJs has been conducted using an Immersed Bouattzogithm. The model

can simulate the behaviour of the jet near theusdf with reasonable
approximation, but tends to underestimate the maxirheight of the jet and
the dilution levels. It is noticeable that the miotknds to overestimate the
stabilizing influence of the buoyancy forces andhsEmuently allowing a

laminar behaviour to the NBJ with Fr=8.
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