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In questo lavoro le figure sono numerate in ordine acescente per capitolo.

Ogni capitolo ha una numerazione delle figure che inizia da 1 a seguire.

Anche le formule sono numerate nel medesimo modo.

Laddove in diversi capitoli si fa riferimento a diverse formule e figure provenienti da diversi
capitoli esse sono richiamate facendo riferimento al capitolo di provenienza ex...looking the figure
number 2 of charter one, cosi come per le formule. Questo per una questione di praticita e
consecutzio logico nella numerazione dato che in questa tesi troverete degli argomenti di diversa
provenienza.

Buon Lavoro

Marco Monni



The nature of the waves

Radio transmission is a young science. It had beginnings by the theoretical works of Mawell in the
nineteenth century and by the experiment of Hertz, but there are a lot of people that given their
contribute including the development of devices which could detect the presence of radio waves.
The question of who first transmitted radio signals is attributed to Guglielmo Marconi who was
born in Italy in 1874, and his first British patent was taken out in 1896 and covered the use of speak
transmitter. By the 1921, the thermo ionic transmitter tube became available and made possible to
design a transmitter to operate on a range of frequencies. The power output available increased with
the development of electronic tubes which could, increasingly, handle higher powers with the aid of
air or liquid cooling systems. Over the years and stimulated by the need of the First and Second
World Wars, radio transmission has become an established technology which is taken for granted
and which, among other things, provides for the broadcasting to our homes of entertainment, news
and information of every kind in both the radio and television spheres. The most recent
development, resulting in the domestic satellite dish antenna, brings the quasi optical nature of
microwaves to the notice of the consumer.

The use of semiconductor devices (transistors) has become common-place and as a result the
mass and volume of electronic products for a given function is much less than that of their earlier
counterparts which used electronic tubes. However, in the high power transmitter field electronic
tubes are still the mainstay of transmitters. These use very high voltages, depending on power
output. Normally the range of voltage is around 40kV for high power equipments. In last years the
technology of tubes improve through the applications of new nanotechnologies and the discover of
cool cathodes.

Semiconductor devices are being to used in trasmitters of more modest power and also in spaced
array radar equipments and do not need high voltages. Semiconductors are obviously a considerable
role in transmitter drives, audio circuits, control systems, and thanks to the possibility to implement
in small areas an high number of transistors it is possible to produce systems on chip (S.0.C) which
contains more elements integrated as mixed-signal circuits namely: low noise and power amplifiers
mixer oscillators, data converters and digital signal processors for a whole processing of radio
signals.

Whit the vast increase of terrestrial and satellite broadcasting and communications, and enormous
number of mobile phones now in use, homes, work and recreational places are irradiated by a vast
number of electromagnetic signals. Many are intended to operate receiving equipment, most of
which are at very low levels because the high sensitivity of receiver does not necessitate large
signals. Mobile phones do however communicate both was and thus incorporate transmitters and
receivers. As usage increases there is the pressure for the use of more frequencies such that
governments now sell licences to use parts of the RF spectrum.

The word “wireless’ largely passed out of use many years ago. Radio is now the more general
term in use, though strangely enough in domestic use, mainly being interpreted as meaning sound
broadcasting with the term ‘television’ or ‘TV’ to describe television pictures and broadcasting.
There are many words used to describe forms of radio system including satellite communications,
radar, microwave links, mobile telephones etc.

Despite the profusion of terms in use to describe the transmission of intelligence by
electromagnetic waves, the nature of these waves is basically the same, the variable being the way
in which the intelligence (signal) is added. It is therefore convenient to refer to these
electromagnetic waves as ‘radio waves’ and the frequencies of the waves as ‘radio frequencies’.



The Sinusoidal waves and the Fourier Transformation- RF allocation chart.

As we will see in other chapters an important class of signal in RF design it that of sinusoidal
signals of both voltage and current. A generic sinusoidal waveform can be depicted as showed in
the figure below:

Figure 1: A sinusoidal waveform

An electronic sinusoidal waveform can be represent the trade parameterized in time of a generic
electrical signal and its nature can be of both voltage and current.

In the general form we assume that the signal has the nature of a voltage and we will express them
as

v(t) = Asin(w,t + @) 1)

where A is the amplitude and wg the radiant frequency. The phase ¢ represents the fact that the
peak can be shifted from the time origin. Equation (1) implies that v(t) repeat itself for all time. The
repetition of the period is calculated as the distance between two peaks and indicated by means of
To. The reciprocal of the period is the frequency and it is defined as (2) and measured in Hz.
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Obviously, no real signals goes on forever, but Eq.(1) could be a reasonable model for a sinusoidal
waveform that lasts a long time compared to the period. The AC steady-state circuit analysis
depends upon the assumption of an external sinusoid waveform usually represented by a complex
exponential phasor.

Usually a generic sinusoidal signal can be represented by a complex exponential quantity or a
phasor by using the Eulero’s theorem. If 6=wot+¢ a generic signal can be expressed as a phasor for
example:

v(t) = Acos(w,t + @) = A[Re(ejg) + ] Im(e"e)] ®)

The representation of an sinusoidal signal in the frequency domain is achieved through the Fourier’s
transformation defined as:

Flo)= [ev(t)dt @)
t=—c0

To compute the Fourier transform of a signal it is indispensable to introduce the Dirac impulse
function
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Where 4(t) is represented in the time domain by a infinitely tight impulse.
Therefore if we are going to compute the Fourier transform of a generic signal v(t):Va sin(a,t) by

using the Eulero’s formula we have:
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Figure 2

Fig(2) present two impulse for a sinusoidal signal. The negative impulse does not have physically
means and the positive impulse have the amplitude inversed, that derives from mathematical
properties of the Fourier transform.
Physically a sinusoidal in the time domain is presented by a delta impulse in the frequency domain
(the amplitude must be pick up as positive).
In this thesis | will treats new methodologies to design microwave oscillators, an oscillator is an
autonomus circuit, namely a circuit that does not contain any signal source and does not treat any
signal source but only DC-BIAS sources and convert them in a sinusoidal signal ad a definite
amplitude Ao and frequency fo.
Before to introduce this techniques it is very important to classify the frequencies ranges in the RF
bandwidths and to introduce the physical mechanism of wave propagation in the space. By the
physic it is note that a current flowing in a conductor gives rise to a magnetic field around it. When
such a current is varying, it gives rise to a similarly changing electric field. Similarly a changing
electric field will give rise to a magnetic field. Unchanging fields of either kind will not result in the
production of the other kind of the field. With changing field and electric field are thus inextricably
linked. Hence alternating currents and voltages do, by definition, involve time-varying fields.

It is easy to imagine that from any source of such fields some energy may be unintentionally
released (transmitted ) into the free space, causing interference with receivers or other equipment,
without necessarily understanding the phenomenon. This is because such interference has been



experienced by most people in they every lives. Perhaps the most common example is the motor car
ignition system which can also prove to be a rudimentary example of the spark transmitter.

In the case of radio transmitters, however, the whole intention is to transmit RF energy into free
space and the antenna used to do so is specifically designed to achieve this objective. The antenna
are transducer of a electrical signals in electromagnetic signals and viceversa. The Electric field (E)
at any point is defined as the force acting on a unit positive charge at that point. The magnitude of
the electric field is expressed in volt per metre (Vm™). The magnetic fields at a point is also a force
and is defined as the force which could act on an isolated north pole at that point. The classic
demonstration of this is that the earth’s magnetic field exerts a force on a compass needle, to the
great blessing of navigators. The ampere is defines on the basis of the magnetic force exerted when
a current flows in a conductor and magnetic fields strength is measured in ampere per metre (Am™).

Being forces, both quantities are vector quantities having magnitude and direction. The Ohm’s
law equations for power when the voltage and current are in phase (plane wave conditions) can be
used in an analogous way and with the same phase qualification to calculate power density.

Since wave are propagated into the free space it is necessary to introduce the concept of frére space
impedance defined as:

-7
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Where ¢y and g, are respectively the permeability and the permittivity of free space.

Electromagnetic waves that propagated in free space have the electric and magnetic fields

perpendicular to each others and to the direction of propagation represented in the figure below:

i
——— WAVELENGTH ——;
f

Direction of wave —
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Figure 3

The plane of polarization of a wave is, by convention, that of the electric field, for example the
polarization in the figure 3 is vertical. This convention has the advantage that for a vertical
polarization the antenna will also vertical. Of the diagram is rotated until the electric field is
horizontal then the wave polarization is horizontal. Apart from linear polarization, other forms such
as circulator or elliptical polarisation are also used for specific purposes. There is another approach
to RF radiation where by the concept of particles (photons) is used to describe the radiated signal.
However, for the purposes of this work , the wave concept seems to serve the purpose best and is
generally so used.

The main characteristics of a wave are frequency and wavelength (1). The frequency are already
defined by relationship (2), instead to define the wavelength we need to introduce the velocity of
propagation for the wave.

The velocity of propagation of all electromagnetic waves are indicate by means of (c) and it is a
constant in a given homogeneous medium. In the free space it is equal to the light velocity defined
as 2.997925-10° ms™. If the wave travel in a different medium for which change the dielectric
constant & then the velocity are reduced by the factor &®2.



The velocity is defined as

c=fA (6)

Depends by frequency there are a classification of waves, and the RF space is divided in frequency
bands used for specifics functions. Actually this is a most confused topic and the frequency
allocation bandwidth are not well standardised but depends by laws of the governments in different
countries.

A generally accepted allocation band comprise the frequencies in the range [300Hz-300GHz] and is
summarized in the following table:

Frequency Band Code Band Description

300 Hz-3 KHz ELF Extra Low Frequency
3 KHz-30 KHz VLF Very Low Frequency
30 KHz-300 KHz LF Low Frequency

300 KHz-3 MHz MF Medium Frequency

3 MHz-30 MHz HF High Frequency

30 MHz-300 MHz VHF Very High Frequency
300 MHz- 3 GHz UHF Ultra High Frequency
3 GHz-30 GHz SHF Super High Frequency
30 GHz- 300 GHz EHF Extra High Frequency

In microwave engineering field the bands between [1-40] GHz are divided in sub-band and usually
indicated with a letter

Frequency- GHz Band Letter
1-2 L

2-4 S

4-8 C

8-12.5 X

12-5-18 Ku

18-26.5 K

26.5-40 Ka

The frequency bandwidth presented here are only one small portion of the electromagnetic
spectrum. A sketch that represent all parts is presented in the figure below

IONISING ULTRAVIOLET VISIBLE LIGHT INFRARED
lonising UVC | UVB | UVA Visible Infrared Radio
Radiations Frequencies
WAVELENGTH  100nm  280nm 315m 400nm 780nm 1mm
300GHz
Figure 4

A very good explanation for allocation chart of the U.S are reported in the following allocation
chart
www.ntia.doc.gov/osmhome/allochrt.pdf
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Modulations

When a wave of a given frequency is radiated continuously, i.e. a continuous series of sinusoidal
waves, no intelligence is conveyed and the signal is called a carrier. This mode of transmission is
known as continuous wave (CW). Nothing can be heard unless there is a local oscillator to beat
with carrier and produce a note at the different frequency. This is referred to as heterodyning. If the
carrier is switched on and off in accordance with some kind of code, e.g. morse code, then this
intelligence can be interpreted. More generally, for broadcasting the intelligence may be speech,
music, and television pictures. Other professional work include voice and data transmission by a
variety of methods, radar transmitters transmit RF signals in a series of pulses and so on.
Modulation and coding are operations performed at the transmitter to achieve efficient reliable
information transmission. Modulation involves two waveforms: a modulating signal that represent
the message and a carrier wave generated by the local oscillator. The modulation translate the
information that is contained at a lower frequency at an high frequency necessary to transmission



and it is a reversible process , so the message can be retrieved by the complementary process of
demodulation. The first purpose of modulation in a communication system is to generate a

modulated signal suited to the characteristics of the transmission channel. Actually there are several practical
benefits and applications of modulation briefly discussed below.

a) Efficient Transmission: Signal transmission over appreciable distance always involves a
travelling electromagnetic wave, with or without a guiding medium. The efficiency of any
particular transmission method depends upon the frequency of the signal being transmitted.
By exploiting the frequency-translation property of a CW modulation, message information
can be impressed on a carrier whose frequency has been selected for the desired
transmission period. An efficient transmission requires antennas which dimensions are
almost 1/10 of the wavelength. Unmodulated transmission of an audio signal containing
frequencies below 100Hz would require antennas of 300Km long. Modulate transmission at
100MHz allows to reduce antenna size about one meter.

b) Another benefit it consist in allow to the designer to place a signal in some frequency places
that have an hardware limitations, and allows also multiplexing process in order to
combining several signals for simultaneous transmission on one channel. For example
Frequency division multiplexing (FDM) uses CW modulations to put each signal on a
different carrier frequency, and bank of filters to separate the signals at destination. Time
division multiplexing (TDM) uses pulse modulation to put samples of different signals in
non overlapping slots.

A very exhaustive discussion about different techniques for modulation can be founded in [1]. For
our purpose it is important only understand the modulations by a practical point of view in order to
reach the design constraints for oscillator circuits. To do this we are going to show some examples
of analog and digital modulations achievable through the use of ADS simulator.

AM MODULATION

The first example of modulation is the amplitude modulation. In the AM the amplitude of a carrier
is varied by using a modulating signal of definite amplitude and frequency. The basic frequency of
modulating signal must be smallest than of the carrier. Mathematically we can write

v, )=V, cosm,t
v, (t) =V, cosam,t
Vay = (VID +V,, coswmt)- Cosw,t =

\Y
V,cosw,t+V  cosw,tcoswt =V cosw,t+ 7”‘ [cos(a)mta)pt —)+ cos(a)mt + a)pt)]

The ratio between the amplitude of signals is defined as modulation index and indicated with m
then we can write

V
m=—"->V,_ =mV, =
Vp

Vau =V, Coso t+mV, %[Cos(a)pt - a)mt)+ Cos(a)pt + a)mt)] =

1 1
=V, cosw t+mV, Ecos(a)pt - a)mt)+ mV, Ecos(a)pt + a)mt)



In others words as a sum of three sinusoidal signals. In the frequency domain the spectra is achieved
in easy way by means of the Fourier transform function

V :
modulating|
V., v,
0 >
f f, f
Vv [Spectra of modulated signal
p
mv, mV,
ZT TZ
0 f,—f, f, fo+ 1, f
Figure 5

In ADS there are a library that contain modulation systems for example it is possible use an
amplitude modulator and two time domain signal in order to simulate the signal at the output of the

modulator

Vmod
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Figure 6
By using also the demodulator it is possible to recover the information contained in the modulated
signals that are transmitted by operation implemented in modulation. Usually the carrier are
necessary to transmit the signal whereas the modulating signal is what contain information and
modulated signal will be transmitted by antenna. Also demodulation operation the signal at the
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Figure 7

FM MODULATION

A more common way to modulate a signal is that of frequency modulation. The FM is better than
AM especially because it has a greater robustness compared to noise.
Mathematically the FM modulation can be treated as follow:

v, (t) =V, cosm,t
v,(t) =V, cosw,t

o, >> 0,
The first thing it consist in calculate the instant pulsation

Oy = @, + KV, cos(@,t)= Zz(f ML t]:27r(fp+Af cosa, t)

2z
A, :M;w(t)zd(’;(t);dgo(t)z o(t)dt
27 dt
K.V, .
olt)= j(wp + K.V, cosa,t)t = w,t+ sinm, t

Oy,
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K.V . .
Ve (t)=V, cos[a)pt +—F "M gin a)mtj =V, cos(a)pt +msino,t)
@

m

oKV KeV, Af

oA f
Ve (t)=V, cos(a)pt +msinw,t)

2 m

By using the Bessel Series it is possible to show as a FM modulated signal is represented by the
sum of a infinite number of sinusoids

Ve (t) =V, 3;msin(@,t) +V, J;mlsin(ew, + o, )t -sin(@, -, )t|+V,I,msin(w, + 2, )t -sin(o, - 20, )t|+..

The bandwidth of a FM modulate signal is defined as the frequencies with amplitude greater than
1% of non modulated signal. In order to estimate the bandwidth is possible to use the Carson
formula

B = 2(Af + f,_ max)

Where Af is the offset compared to the carrier and f,, max is the maximum modulating frequency.

In order to simulate a simple FM modulation system in ADS we need to use the HB simulator
setting two different frequencies for the modulating and for the carrier signals, or Envelope
simulations. For more information of FM modulation tools look the Agilent Knowledge centre.

An example is showed below

. PemodOut

FM_DemodBroad
DEMOD1

Freq=1 GHz
Sensitivity=1e6

Z0=50 Ohm

Vin vout MaxOutputVoltage=40 V

v i MinVottageThreshold=1e-20 V

Torm

P_1Tono CYrerm

ppppp S [num=z

Num=1 S |z-50 omm

Z=50 Ohm

P=polar(dbmtow(0),0) Vmod

—JJFrea-1 GHz =

Sensitivity=1e6
ModDCgain=1e6
ModGain=1

It is difficult to see the trade of the modulated signal in the time domain because the simulator used
is the HB in the frequency domain. Intuitively when the modulating signal is greater than O the
modulated signal has a great number of zero crossing while when is less than 0 the modulated
signal has a minor frequency.
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IQ MODULATION

For modern wireless systems is used a 1Q modulation called also phase and quadrature modulation.
This kind of modulation is based on the fact that you can distinguish two different signals called
X1(t) and X2(t) after a multiplication respectively for a cosine function (phase modulation) and for
a sine function (quadrature modulation) ands sum the resulting signals. The terms modulation in
phase and quadrature are referred to the fact that the sin and cos functions have a phase difference
of 90°. The frequency f, of cosinusoidal modulating signal is called phase carrier and the frequency
of sinusoidal modulating signal is called quadrature carrier. The 1Q modulation is used to define a
QAM known as quadrature amplitude modulation that is explained in the figure below. The 1Q
modulation is an example of numerical modulation and then follow a digitalization of the analogic
signal.

\ b, =A,sin6)

The two carriers have a difference of phase of 90°. The PM and PSK can be considered as
particular cases of QAM in which the amplitude of modulating signals is constant, and only the
phase varies. The same is for FM and FSK that are particular cases of phase modulation.

The QAM for example generate a constellation of values that represents in binary code the value
transmitted.
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For example a 16 QAM modulation generate a constellation as that represented in the following
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Obviously the noise degenerate the symbols. The distance between two symbols is known as
Hamming’s distance. An example of behavioural model for 1Q modulation system can be obtained
from ADS, by using clock generators that represent the converted analog to digital signals, ideals
low pass filters and 1Q modulator systems. At circuit detail the 1Q modulator is constructed by a
Gilbert cell, phase shift and Wilkinson power dividers. The schematic for these three sub-circuits

are showed below
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behavioral_level_QAM.dsn
behav ioral_level QAM.dsn is a schematic for a behavioral level Circuit Envelope simulation
with input I_Q waveforms for a 16 QAM modulation. 1Q_mod_ckt.dsn is modeled behav iorally
with IQ_Mod_Data along with the dataset Setup_IQ_mod_ckt.ds (NOT circuit_level_QAM.ds).
The result is in the dataset behavioral_level _QAM.ds.
Term
ViBitSeq LPF_RaisedCos RFload
SRC1 LPF1 1Q_Mod_Data Num=1
Viow=-.005V Alpha=0.35 x2 Z=50 Ohm
Vhigh=.005V SymbolRate=SymRate Qin Dataset="Setup_IQ_mod_ckt.ds"
Rate=SymRate DelaySymbols=4 Freq=2.0 GHz
Rise=3.125 nsec n Exponent=05 g =
Fall=3.125 nsec DuCycle=100
Delay=0 nsec SincE=no
BitSeq="1010100011110"
ViBitSeq
SRC2
aisedCos Envelope
tE;ERdmedLua Viowe-.005 Emelop
Vhigh=.005V/ Freq[1]=2 GHz
Alpha=0.35 C
SymbolRate=SymRate gfs‘:?f;":z; Order{f]=5
DelaySymbols=4 Fall=3.125 nsec e rsampe=!
Exponent=05 = Delay-Onseo Sop=StopTime
= - tep=Time!
DutCyele=100 BitSeq="01101000111111110" P P
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[ AN [ MeasEan
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Vout_Fund=Vout[1]

StopTime=1000*TimeStep lin_BB=real(lin[0])
Qin_BB=real(Qin[0])

ymRate=32 MHz.
TimeStep=1/(10"SymRate)

behavioral_level_QAM.dds

behavioral_level QAM.dds compares the accuracy of the behavioral model versus the
circuit level simulation fora QAM modulation schemel.

This page compares trajectory plots of the circuit and behavioral models, for both the input
and output | and Q waveforms.

A comparison of the waveform plotsis on the "waveforms" page.

Equations used to define the input and output | and Q signals are on the "equations" page.
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Behavioral level stopwatch time: 5 sec
(HP 785/B2000 running HPUX 10.20)
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Microwaves Circuit elements Lumped or distributed?

At frequencies where the wavelength is several orders of magnitude larger than the greatest
dimensions of the circuit or system being examined, conventional circuits elements such
capacitors, inductors, resistors, electron tubes or transistors are the basic building blocks for the
information transmitting, receiving, and processing circuits used. The description of such circuits
may be adequately carried out in terms of loop currents and nodes voltages without consideration of
propagation effects. The time delay between cause and effect at different points in these circuits is
so small compared with the period of the applied signal as to be negligible. It might be noted here
that an electromagnetic wave propagates a distance of one wavelength in a time interval equal to
one period of a sinusoidal time-varying applied signal. As a consequence, when the distance
involved are short compared with a wavelength the time delay is not significant. If the wavelength
has the same dimensions of the circuit then propagations effects can no longer be ignored. In most
textbook it is easy to find that “for low frequencies you can treat the circuit by neglecting the
propagation effects and at microwave frequencies it is better to study the transistor considering the
propagative effects”. Actually the bug of this claim is due to the fact of not consider the technology.
In the past when for the microwave circuits only the GaAs are used to create microwave circuits
and technologies as the CMOS were forbidden to high frequencies this claim may be true. Today
most of RF front-ends are built in Si technology and the improvement of technology has allowed to
reduce in a significant way the dimensions of the circuits. Also technologies in GaAs has been
improved and scaled down ion dimensions so not all transmission lines used in design are treat as
distributed lines, but also as metal connection between various elements. In conclusion in modern
microwave design the distinction between lumped or distributed element cannot be done a priori,
but it is possible to implement each element as a lumped or distributed depends by technology and
characteristic values for the single element. For example with moderns GaAs at 24GHz an inductor
can be implemented both lumped or distributed ways depends also by the value, and an LC circuit
can be implemented through only a A/4 line or a smaller line loaded with a lumped capacitance. Of
course the propagative effects are most useful in MIC design in which the circuit dimensions are
bigger. For example at 1.5GHz in fr-4 substrates in which the €=4.5 a A/4 may be of 20mm
whereas in MMIC design these dimensions does not have sense. To make the reader able to
understand the limits of lumped or distributed it is possible to look the following example in which
are reported some components and their dimensions.
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In this example are drown a transistor PHEMT with W=45um and 2 fingers which channel is
0.2um, two capacitors implemented in different way which dimensions are 1pF(yellow) and 100fF
brown, an inductor of 500pH and two lines the smallest which W=10um and L=100 pum that
correspond to a line with Z,=94Q and 7° of electrical length and the bigger that have W=77um and
L=1103 um and correspond to a characteristic impedance of 50Q and a A/4=90° of electrical length.
It is possible to show as for a modern GaAs technology the lumped elements do not have the main
sense in MMIC therefore it is most significant to consider both approaches in the design. In MIC
design instead the dimensions of the circuit are bigger compared to MMIC and the distributed
approach make sense.

For example if we wont design an amplifier at 4GHz by using a standard alumina substrate and a
nec NE76184A commercial general purple transistor which datasheet can be downloaded from the
link:

http://www.datasheetcatalog.com/datasheets_pdf/N/E/7/6/NE76184A.shtml

Xr%&t‘
-, ma\m

| nEfn || s
Select: Enter the tarting peink items -130.0000, 1750000 -50.0000,250000  mil ARF SimSchem

Figure 10

As results from the previously figure the transistor is much large compared with the wavelength of
signal. Note the dimensions of a A/4 transmission line of impedance 50Q2 which dimensions are
W=106mil and L=277mil. By definition a mil is a thousandth of a inch 1mil=0.0254mm =25.4um.

The Smith Chart, the reflection coefficient, the bilinear transformation and the
characteristic impedance.

In every case when you design at microwave frequency a most important chart in which you can
represent the behaviour o the circuit is the Smith Chart that can be used to represent the impedance
parameterized in frequency or the reflection coefficient.

The definition of impedance is a bit complicated because it is possible only when linear elements
are studied. There are a lot of definition of impedances and in the first approximation it is possible
to define the impedance for a non linear element also by looking the characteristic 1/V. Intuitively a
non linear impedance is a device in which at a linear variation of tension dos not correspond a linear
variation of current. An example of non linear impedance is for example the transcharacteristic of a
transistor that formally it is called transfer characteristic because at a linear variation of voltage
does not correspond a linear variation of the current for the drain.
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Generally an impedance needs to a linear behaviour, or is defined under steady-state analysis by the
AC theory of circuits and under this hypothesis it is possible to represent a general uniport circuit as
composed by a dissipative and reactive parts. A general one pot network can be represented as a
impedance and then as Z=R+jX or admittance Y=G+jB where Z and Y indicate respectively the
impedance or admittance, whereas R and G the dissipative parts called resistance and conductance
and X and B the reactive parts called respectively reactance and susceptance. By point of view of
physic an generic element represented by means of a impedance or admittance does not dissipate
only energy but stored energy in the imaginary part.

The ratio of the energy stored and loss per cycle indicate the quality factor for the one port circuit.
This definition is used for circuits one port that is characterized by a definite behaviour or inductive
or capacitive.

iy ()

To achieve the equations that allow to draw a chart which contain information about nature of
devices represented it is indispensable to define the reflection coefficient.

In the previous section we have define the travelling waves in a specific medium, and we have told
that the medium has a proper characteristic impedance that allows to define the propagation
properties of electromagnetic field. If the travelling wave meet another medium characterized by a
different value of impedance then a part of the signal coming back in the negative direction and
only a portion continues the travel in the positive direction. Then it is possible to define a reflection
coefficient that measures the portion of signal transmitted compared to the reflected portion. There
reflection coefficient for two mediums that have two distinct values of characteristic impedance Z;
and Z, is defined as

= Zl _Zz
Z,+2, (8)

In MIC or MMIC circuits the lines (microstrips or transmission lines, etc) the characteristic
impedance assumes a specific value (5002,75€,100Q2) and then the characteristic impedances of the
medium is indicated by Z, . When in the simple case the wave pass by a one port circuit to a
transmission line which length is indefinitely so to be represented by a one port circuit (load) of Z,
value then the reflection coefficient can be expressed as:
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Relationship (9) is the canonical form of a reflection coefficient normalized that can be usually
employed in the design.

There a bit of confusion about reflection coefficients that derive from the difficult to distinguish
when you can consider your system as a distributed or lumped. The question is dimension of my
system is small compared to the wavelength then | must not use the reflection coefficients? The
answer is that probably you don’t need to use them, but you can. If there an advantage of reflection
coefficients approach is that you can use them independently by frequency range of your circuit
operate. Also if the wavelength is much bigger of dimension of your circuit you can consider the
one port circuit by point of view of I" considering them connected by means of a indefinitely length
line of a specific characteristic impedance for example. Nota that in the design it is impossible to
know exactly if you have a perfectly lumped or distributed circuit. But you can measure the
reflection coefficient at every frequency and the value of I" can be used to derive some important
insight in for the design of a specific network that can be also implemented by means of a lumped
elements.

Relationship (9) can be represented some circumferences in the polar chart that can be extracted in
the following way: in first we consider the normalized reflection coefficient expression (/) and the
Z, as a starting-point and reverse them to found the expression of the impedance in function of the
reflection coefficient

F=Z—_1—>F(z+1)=z—1—>1"z+l“=z—1—>—1“z+z=1+1"<—z=l+—r

z+1 1-T

. 1+T 1+Re(I)+jIm()
Z=I+ )X= = - (10)

1-T 1-Re()- jIm(I)

Then by separating real and imaginary part after rationalizing operation we can obtain two
circumferences forms respectively for real and imaginary parts:

_1+Re()+jIm() 1-Re(T)+ jIm(T)

" 1-Re(l)— jIm(T) 1-Re(T)+ jIm(T)

_1+Re()+ jIm(T) 1-Re(T)+jIm(T)

" 1-Re(T) - jIm(T) 1-Re(T)+jIm(T)

~1-Re(')+ j Im(T")+Re(I") —Re? (T') + j Im(I")Re(T") + j Im(") — j Re(T") Im(I") — Im?(T")
- (1—Re(D))? +Im *(T)

r+ jx

1-Re*(I)-Im*(0)+2j2Im(T)
(1-Re(m))?+Im*(r)

r+ jx

By separating the real and imaginary parts we can achieve the equations for two circumferences in
terms of T.
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Relationship (11) describes a circumference equation which centre (r/(r+1),0) and radius
(1/(r+1)) whereas the equation (12) describes a circumference equation of centre (1,1/x) and
radius 1/|x|. By keeping the real part constant in (11) and imaginary part constant in (12) we can
obtain the smith Chart of impedances. At the same way it is possible to develop the Smith
admittance chart and plot the circumferences obtained by keeping the conductance and

susceptance at a fixed value.

e

S(1,1)

\/

freq (1.000GHz to 10.00GHz)

Figure 11: Impedance and admittance chart.

With The S parameters method it is possible to measure the reflection coefficient for a generic
bipole and then to extract some properties for the passive or actives networks that are very
interesting in the design. We start to examine the properties that can be derived from the
impedances chart.

Some Interesting properties in the design for the Smith chart and S parameters.

NB all properties refer to a specific value for the characteristic impedance Z, value. The Z; is not
only a fixed random value and cannot be chance arbitrarily but must be chosen with particular care
in order to represent correctly the system under studio. For a typical communication system the
characteristic impedance of a line is about 50Q the and this value is common for load as well. A
microstrip for MMIC technologies has a characteristic impedance value about 10002, depends by
the width of the line and by the dielectric constant value but approximately this values is
characteristic for lines with a width of 10um. As the width of the line increase the characteristic
impedance value decreases.

For a generic bipole the real part can be greater or smaller compared to the characteristic impedance
value. The smaller values are represented in the left half-plane whereas the greater in the right half-
plane. For the reactive parts depends by the nature. In general when the reflection coefficient is in
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the upper half plane the bipole has an inductive nature, in the lower half plane a capacitive nature
otherwise. A purely real part is represented in the real axis and a purely imaginary part in the
unitary circles. Physically a real part not zero represent the loss in the reactive element. As will be
discuss in next chapter the loss of an inductor or capacitor can be represented in first approximation
by a series resistor. The impedances are often considered normalized, for real parts for example the
ratio between the real part and characteristic impedance value must be considered. Obviously a
ratio greater than one represent a real part bipole which resistance are greater that the characteristic
impedance value whereas a ratio smaller than one means a resistive value smaller than Zj.
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Figure 12: Representation of reactive elements with loss in the Smith impedance chart.

By this representation derives that a positive reactive value in the smith chart represent an inductive
nature whereas a negative value represent a capacitive nature in the Smith impedances chart.

As the real part increase the reflection coefficients stay in a smaller circumference values, and if the
real parts values exceed the characteristic impedance value the reflection coefficients that represent
this circuits are inside the real constant circumference that pass for the zero point. For this
properties it is possible to divide the Smith impedance chart in four areas. Inside the chart it is
possible to individuate the areas represented in the following figure



20

r>1 Im(z) A {r ¥
{0 <x<1 ( x>1
r-1
r<1 \ X>1
{0 <x<1 g
1 T Rd2)
r<i
{—1 <x<0 r>1
r>1 )( {X <-1
{—1 <x<0 r<1
{X <-1

For microwave active circuits it is important also the area outside the unitary circle that represent
the devices characterized by a negative resistance value. In fact an active device does not dissipate
but provide energy at a passive load that can contain or not also reactive components.

T

R

N

\

=

/

y N
?/%/ /’ iy
/////

r|>1

Figure 14:Different areas for external Smith impedance chart.

Actually an active device is a nonlinear elements because the impedance showed does not depends
only by frequency but by the amplitude as well. A nonlinear device can not be studied as a linear
device because the impedance for him is not well defined. In this case it is possible to talk about of
I-V characteristic like the transistors, otherwise to consider the small-signal S-parameters showed
by these devices. The Small signal S-parameters can be used in order to design low noise amplifiers
or active components that work at small signal levels, as for example the intermediate stage of an
amplifier in order to maximize the gain but in case of design of power amplifiers mixers and
oscillators, and in general for every component that represent a great nonlinear behaviour can be
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used with care. There are a lot of references that use the LARGE-SIGNAL-S_ PARAMETERS][6]
without to consider as by using these , it is impossible to represent the start-up for the oscillator. In
this thesis as the small signal s parameters can be successfully used in order to design an oscillator
will be showed.

In most practical real circuits a network that contain only one reactive element does not exist but the
networks contains in general both elements inductive and capacitive and often happens that a single
network has an inductive behaviour for some frequencies and a capacitive for other. In these cases
the designer must take care at the resonant frequencies that are represented by frequencies for which
the reflection coefficient parameterized in frequency crosses the real axis of the Smith Chart. In fact
the frequencies for which the energy stored in the inductive element and in capacitive is equal. The
resonant circuit are very important in the design of MMIC and MIC systems and an accurate study
will be present in a specific chapter. Both passive and active circuits can have resonant frequencies.
When an active device has a proper resonance frequency it is an oscillator that represent a key point
for moderns communication system and also the topic of this Ph.D. thesis.

The admittance chart the duality of the representation.

In order to give a unique representation