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Preface

In ordinary thermodynamics fluids are studied through the system of equa-
tions constituted by the conservation laws of mass, momentum and energy,
closed by the Navier-Stokes and Fourier equations. This system is valid to
describe situations in which field are smooth. When step gradients or rapid
changes occurs they are no more adequate to describe the physical situation.

To overcome this difficulty, Liu and Müller proposed a new approach
to thermodynamics, in which further variables and balance equations are
considered and the closure is given by imposing the galilean relativity and the
entropy principle. The new theory is called “Extended Thermodynamics”.
Very important contributes to it has been given by Ruggeri. For example,
the general structure of the system has been considered, looking in parti-
cular what happens when a change of frame occurs. Moreover, it has been
shown that a particular set of independent variables can be chosen such that
the system converts into a symmetric hyperbolic one with all the important
mathematical properties as the well posedness of the Cauchy problem and
the continuous dependence on initial data but especially the fact that the
velocities of propagation of shock waves are finite. To solve equations, finding
the exact solutions was very hard; so, recently, Pennisi and Ruggeri proposed
a new methodology to impose the galilean relativity principle that overcomes
these difficulties and leads to more elegant equations, easier to solve.

During this three years I have worked in the direction of proving that
the new methodology can be applied to the many moments case, to mate-
rials different from ideal gases and also in the relativistic case and non only
in the classical one; furthermore I have been able to find the exact solutions
for many of these problems. This will be the subject of the following chapters.

The first chapter is a brief introduction on Extended Thermodynamics.
In chapter 2 I will show the new methodology to close the system, recently
proposed by Pennisi and Ruggeri, and we will see some applications as the 5,
the 13 and the 14 moments case for ideal gases. The last of these is a model
obtained by Pennisi and myself.
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In chapter 3 we will see a further application of the new methodology to
cases with more complex fluids.
In chapter 4 we will see the results of my publications regarding the case
with an arbitrary but fixed number of moments for ideal gases and I will also
show what happens when we consider its subsystems.
In chapter 5 we will analyze my results for the case with an arbitrary but
fixed number of moments but in a relativistic context and I will also show
what happens when we consider its subsystems.
In chapter 6 we will do the non relativistic limit of the relativistic equations.
In chapter 7 we will consider a new kind of system of balance equations that
is suggested from the non relativistic limit of the relativistic case.
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Chapter 1

Extended Thermodynamics

1.1 The balance equations

The aim of Extended Thermodynamics is to determine N variables Fi1...in

with n=0, ..., N, called moments, in all points of the body and at all times.
In order to achieve this objective, we need field equations, that generally are
based on balance equations of mechanics and thermodynamics.
Let’s consider a material volume V with fixed surface ∂V that moves with
velocity v.

Let’s consider now a generic quantity Ψ referred to a property of the body,
such that its macroscopic contribute for the volume V is

ΨV =

∫

V (t)

ψdV.

If the volume changes in time and we want to evaluate the rate of change we
must do the derivative with respect to time. We have

d

dt

∫

V (t)

ψdV =

∫

V

(ψ̇ + ψdiv v)dV,

1



or

∫

V

∂ψ

∂t
+ vi∂iψ + ψ∂ivdV =

∫

V

∂ψ

∂t
+

∫

∂V

ψv · ndΣ.

The change could be due to an escape of material out of the surface, or to a
inner source or to an incoming quantity of material trough the surface. If we
call φi the flux out of the surface, σ the inner production and S the supply
from outside we have that

∫

V

∂ψ

∂t
+

∫

∂V

ψvinidΣ = −
∫

∂V

φinidΣ +

∫

V

σdV +

∫

V

SdV.

In local form the balance equation becomes

∂ψ

∂t
+

∂(ψvi + φi)

∂xi

= σ + S. (1.1)

The conservation laws of mass, momentum and energy are special cases of the
equation above and can be obtained by identifying quantities as suggested
in the following table

Ψ ψ φi σ S
Mass F 0 0 0

Momentum Fi −tij 0 fj

. . . . . . . . . . . . . . .
N-order moment Fi1...iN Fi1...iN+1

Si1...iN Si1...iN

where tij is the stress tensor, fi is the specific body force, qi is the heat flux
and r is the radiative supply.
If we substitute the elements of a row with the corresponding in the balance
equation (1.1) we obtain

∂Fi1...in

∂t
+

∂Fi1...ink

∂xk

= Si1...in . (1.2)

If we consider the index n going from 0 to a fixed value N, eq. (1.2) converts
into the following system of quasi-linear partial differential equations:





∂tF + ∂iFi = 0

∂tFi + ∂iFik = 0

· · ·
∂tFi1...iN + ∂iFi1...iNk = Si1...iN

(1.3)

We can see that the flux in the first equation is the independent variable in
the second equation. The same thing happens for all equations except for the

2



last, so that Fi1···iN remains unknown and the system is not closed. In the
contest of Extended Thermodynamics the closure of the system is obtained
by imposing the entropy principle and that of galilean relativity. We will see
it in details in the following sections.

1.2 The entropy inequality

From now on let’s call u the vector that includes all the independent variables.
The entropy principle requires that the entropy inequality

hA
,A = Σ ≥ 0

holds for all “thermodynamical process” , i.e. for every solution of the sys-
tem of balance equations (1.3). When A=0, hA

,A is the partial derivative with
respect to time of the entropy density h0, while, when A=1,2,3, hA

,A is the
partial derivative with respect to space of the entropy flux hi. Σ is the en-
tropy production.
The quantities appearing in the equation above are all functions of the inde-
pendent variables u.
Furthermore h0 must be a concave function, i.e.

∂2h0

∂u∂u
∼ negative defined, (1.4)

In [1] Liu proved that there exist Λ, functions of the independent variables,
called “Lagrange Multipliers”, such that the following conditions are equiv-
alent {

hA
,A ≥ 0

for every thermodynamical process.
{

hA
,A −Λ · (FA

,A − Π) ≥ 0

for every value of the independent variables.
(1.5)

By using the chain rule for the derivation of composite functions the inequa-
lity (1.5) can be written in the form

(
∂hA

∂u
−Λ · ∂FA

∂u

)
· u,A + Λ ·Π ≥ 0.

Such inequality must hold for all u, in particular, for all u,A. So it follows
that if we want that the inequality isn’t violated for some value of u,A, all
their coefficients must be equal to zero, i.e.

∂hA

∂u
= Λ · ∂FA

∂u
and Λ ·Π ≥ 0. (1.6)
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Eq. (1.6)2 is called residual inequality. Eq. (1.6)1 can be written also as

dhA = Λ · dFA. (1.7)

What said until now is independent from the choice of u. Without loosing
of generality we can choose u = F0, and, by putting it into eq. (1.7), for
A = 0, we have

∂h0

∂u
= Λ

that, after a further differentiation, becomes

∂2h0

∂u∂u
=

∂Λ

∂u
.

We notice that ∂Λ
∂u

is negative defined (because the left hand side satisfy the
condition (1.4)) and symmetric, so the functions that renders the change of
variables from u to Λ is locally and globally invertible and we can take Λ as
independent variables.
To make the calculation simpler it is convenient to introduce

h′A = Λ · FA − hA (1.8)

that is called potential. In this way eq. (1.7) converts into

dh′A = FA · dΛ,

from which

FA =
∂h′A

∂Λ
. (1.9)

By putting the above equation into (1.8) it follows that

hA = −h′A + Λ · ∂h′A

∂Λ
. (1.10)

So all the costitutive functions FA(Λ) and hA(Λ) can be obtained from
h′A(Λ), that’s why it is called “potential”.
There remains the further inequality

Σ = Λ · Π(Λ) ≥ 0, (1.11)

that says that the entropy production Σ is a non-negative function.
It is possible to prove (see [2]) that conditions (1.9), (1.10) and (1.11) are
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necessary and sufficient. Moreover, from the integrability condition for h′A,
given by eq. (1.9) we have that

∂FA

∂Λ
must be symmetric.

Let’s recall that the hyperbolic system (1.3) is also symmetric if we choose
the Lagrange Multipliers as independent variables. This special role played
by the Lagrange multipliers (or “main field”) has been found by Ruggeri and
Strumia in [3]. This is a generalization of the symmetric hyperbolic systems
studied by Friendrichs in [4].

1.3 The Galilean relativity principle

Let’s study now the behavior of the constitutive quantities appearing in the
balance equations and in the supplementary entropy law when we consider
a change of frame.
In classical (non relativistic) thermodynamics we can consider three different
type of change of frame:

Rotation of coordinates x∗i = Oijxj, t∗ = t
Galilean transformations x∗i = Oijxi + cit, t∗ = t
Euclidean transformation x∗i = Oij(t)xj + bi(t), t∗ = t.

(1.12)

A quantity is named tensor of order A if its components in two different
frames are related by the following equation

T ∗
i1i2...iA

= Oi1j1 . . . OiAjA
Tj1j2...jA

. (1.13)

Obviously, scalars and vectors are included because they are tensors of order
0 and 1 respectively.
In the case of Euclidean or Galilean transformation they are called objective
and Galilean tensors respectively. In case of rotation of coordinates they are
called only tensors.
The velocity vi transforms according to the following rules

v∗i = Oijvj for rotations,
v∗i = Oijvj + ci for Galilean transformations,

v∗i = Oij(t)vj + Ȯij(t)xj + ḃi(t) for Euclidean transformations,

obtained by taking the derivative with respect to time of eqs. (1.12); so
velocity is a tensor, neither Galilean nor objective.
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In general the vector u of the independent variables may have between its n
components some functions of the velocity vi of the particles. The remaining
(n-3) variables are postulated to be Galilean tensors, and are called “non
convective part” of u and will be indicated with w. So w represents that
(n-3) components of u which aren’t the velocity.
The presence of the velocity vi can be noticed easily in the fluxes Fi and hi,
that, by separating the convective and the non convective parts, appear as
follows:

Fi = F0vi + Gi,

hi = h0vi + ϕi, (1.14)

where Gi and ϕi are the non convective fluxes.
This doesn’t mean that F0, Gi, Π or h0, ϕi and Σ are necessarily independent
of vi, in fact we can write the constitutive equations as

F0 = F0(v,w), Gi = Gi(v,w),
Π = Π(v,w), h0 = h0(v,w),
ϕi = hi(v,w), Σ = Σ(v,w),

(1.15)

If eqs. (1.15) are the constitutive equations in a particular Galilean frame,
in an other frame they will be

F∗0 = F0(v∗,w∗) G∗i = Gi(v∗,w∗),
Π∗ = Π(v∗,w∗), h∗0 = h0(v∗,w∗),
ϕ∗i = hi(v∗,w∗), Σ∗ = Σ(v∗,w∗).

The Galilean relativity principle says that the field equations must have the
same form in all Galileanly equivalent frames (i.e. frames related by Galilean
transformations).
It follows that the constitutive functions are invariant, while both their values
and the values of their variables can change. In fact the field equations can’t
have the same form in all Galileanly equivalent frames if it don’t happens
before for the constitutive functions.
The Galilean relativity principle imposes that balance equations and entropy
law must have the same form in two galilean equivalent frames, i.e.

Π(v,w) =
∂F0(v,w)

∂t
+

∂F0(v,w)vi + Gi(v,w)

∂xi

(1.16)

converts into

Π(v∗,w∗) =
∂F0(v∗,w∗)

∂t∗
+

∂F0(v∗,w∗)vi∗ + Gi(v∗,w∗)
∂x∗i

, (1.17)

6



and

Σ(v,w) =
∂h0(v,w)

∂t
+

∂h0(v,w)vi + ϕi(v,w)

∂xi

(1.18)

converts into

Σ(v∗,w∗) =
∂h0(v∗,w∗)

∂t∗
+

∂h0(v∗,w∗)vi∗ + ϕi(v∗,w∗)
∂x∗i

. (1.19)

Ruggeri, in [5], studied the Galilean invariance through the decomposition of
quantities into their internal and non-convective parts.
We said that the (n-3) fields w are components of a Galilean tensor. If
Oij = δij we have that w = w∗ and

∂

∂x∗i
=

∂

∂xi

and
∂

∂t∗
=

∂

∂t
− ci

∂

∂xi

.

So eq. (1.19) becomes

Σ(v + c,w) =
∂h0(v + c,w)

∂t
+

∂h0(v + c,w)vi + ϕi(v + c,w)

∂xi

(1.20)

that must be equivalent to eq. (1.18).
Comparing eqs. (1.18) and (1.20) we have

h0(v + c,w) = h0(v,w),

ϕi(v + c,w) = ϕi(v,w),

Σ(v + c,w) = Σ(v,w).

That equations must hold true for every v e c. So h0, ϕi and Σ must be
independent from v, i.e.

h0 = h0(w), ϕi = ϕi(w), Σ = Σ(w). (1.21)

Analogously we can write (1.17) as

Π(v + c,w) =
∂F0(v + c,w)

∂t
+

∂F0(v + c,w)vi + Gi(v + c,w)

∂xi

, (1.22)

that must be equivalent to eq. (1.16). We can’t compare directly the two
equations because they are system and not single equations. The system
preserve the Galilean invariance even if densities, fluxes and productions
depend on velocity although they depend in a certain way.
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The equivalence between (1.16) and (1.22) must be linear. So there exists a
non singular matrix X(c) of order n× n such that

F0(v + c,w) = X(c)F0(v,w),

Gi(v + c,w) = X(c)Gi(v,w),

Π(v + c,w) = X(c)Π(v,w).

This must be true for every choice of v e c, in particular when v = 0 and ∀c
F0(c,w) = X(c)F0(0,w),

Gi(c,w) = X(c)Gi(0,w),

Π(c,w) = X(c)Π(0,w), (1.23)

where F0(0,w), Gi(0,w) and Π(0,w) represents quantities calculated in the
frame where the body is at rest. We will call them “internal quantities” and
we will write them as F̂0, Ĝi and Σ̂, so that eq. (1.23) converts into

F0(c,w) = X(c)F̂0(w),

Gi(c,w) = X(c)Ĝi(w),

Π(c,w) = X(c)Π̂(w). (1.24)

Before putting the above decomposition into the field equations (1.16), let’s
recall some properties of the matrix X:

∂X

∂vr

(v) = ArX(v) = X(v)Ar, (1.25)

where

Ar =
∂X

∂vr

(0),

and

ArAs = AsAr, (1.26)

See [5] for details.
By using the above properties and the material temporal derivative

d

dt
=

∂

∂t
+ vi

∂

∂xi

,

we have:

X

{
dF̂0

dt
+ F̂0 ∂vi

∂xi

+
∂Ĝi

∂xi

+ Ar

{
F̂0dvr

dt
+ Ĝi ∂vr

∂xi

}
− Π̂

}
= 0.
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So we have obtained an alternative form of the balance equations

dF̂0

dt
+ F̂0 ∂vi

∂xi

+
∂Ĝi

∂xi

+ Ar

{
F̂0dvr

dt
+ Ĝi ∂vr

∂xi

}
= Π̂.

This last equations is easier to handle than (1.16). Once Ar is known, even
X(v) it is, so only the internal quantities F̂0, Ĝi and Π̂ remains as consti-
tutive functions and v is no more a variable.
Let’s apply the decomposition also to the the entropy inequality; in particu-
lar we want to separate internal and non-convective parts.
Remember that from (1.21) it follows that h0 = ĥ0, ϕi = ϕ̂i, Σ = Σ̂ and, by
using eqs. (1.14) and (1.24), eq. (1.7) can be wrote as

{
dh0 = Λd(XF̂0) per A=0,

d(h0vi + ϕi) = Λd[X(F̂0vi + Ĝi)] per A=i.

Now, from (1.25) we have

dX = XArdvr,

so that he last two equations become

dh0 −ΛXdF̂0 = ΛXArF̂0dvr,

dϕi −ΛXdĜi =
(
ΛXArĜi − [ĥ0 −ΛXF̂0]δri

)
dvr.

This equations must hold for every value of dv, so

dh0 = ΛXdF̂0,

ΛXArF̂0 = 0,

dϕi = ΛXdĜi,

ΛXArĜi = [ĥ0 −ΛXF̂0]δri. (1.27)

Furthermore h0, F̂0, ϕi and Ĝi don’t depend on v, so from (1.27)1,3 it follows
that ΛX don’t depend on v too. If we write

Λ̂ = ΛX, (1.28)

where Λ̂ are called “internal Lagrange multipliers”, eq. (1.27) becomes

dh0 = Λ̂dF̂0,

Λ̂ArF̂0 = 0,

dϕi = Λ̂dĜi,

Λ̂ArĜi = [ĥ0 − Λ̂F̂0]δri. (1.29)
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Finally, by using (1.24)3 and (1.28), eq. (1.11) can be wrote as

Λ̂Π̂ ≥ 0. (1.30)

Eqs. (1.29) and (1.30) represent the restriction imposed to the system by the
entropy inequality, after having divided the contribution of the non convective
parts and of the velocity. These equations contain only internal quantities.
Eq. (1.29)1,3 stand for eq. (1.6)1, while (1.30) substitutes eq. (1.6)2; eqs.
(1.29)2,4 are additional conditions deriving from the relativity principle.
Eq. (1.29)1 can be named Gibbs equation of the extended thermodynamics
and it is useful to determine the value of the Lagrange multipliers at equili-
brium. Moreover there are analogous conditions, see (1.29)3, for the entropy
flux.
Before concluding this section I want only show how the matrix X is in
detail:




1 0 0 0 · · · 0
vk1 δh1

k1
0 0 · · · 0

vk1vk2 2δh1
(k1

vk2) δh1
(k1

δh2
k2)

. . . · · · 0
vk1vk2vk3 3δh1

(k1
vk2vk3) 3δh1

(k1
δh2
k2

vk3) δh1
k1

δh2
k2

δh3
k3

· · · 0
...

...
...

...
...

...
vk1vk2 · · · vkn

(
n
1

)
δh1
(k1

vk2 . . . vkn) · · · · · · · · · 0
...

...
...

...
... 0

vk1vk2 · · · vkN

(
N
1

)
δh1
(k1

vk2 . . . vkn) · · · · · · · · · δh1
k1

δh2
k2
· · · δhN

kN




(1.31)

A complete and general procedure to prove that the form of the matrix is
the above one can be found in [5]. After having split each tensor into its con-
vective and non-convective parts, we have that some non-convective tensor
are functions of other non-convective one; restrictions on their generality is
imposed by eq. (1.13) which must be satisfied both by the functions and also
by their arguments. How to impose these restrictions is explained in [6], [7],
[8], [9], [10], [11], [12].
By applying this method to a general tensorial density we find

Fi1...il =
l∑

h=0

(
l

h

)
F̂(i1...ihvih+1

· · · vil). (1.32)

The same decomposition can be applied to Gi and Π. In every case with a
physical meaning F e F k are the mass and momentum densities, while 1

2
Fkk

is the energy density, so the non-convective flux Gi and the internal part of
F k disappears because don’t exist fluxes of mass and the momentum density
doesn’t have a part independent of velocity. Moreover Π, Πk, Πkk are all
zero.
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1.4 The 13 moments case

Let’s consider now the particular case of Extended Thermodynamics of mono-
atomic gases, viscous and heat conductor with 13 moments. This has been
the first case that have been studied (see [13]). The 13 moments are

F = ρ mass density,
Fi = ρvi momentum density,
Fij flux momentum density,
1
2
Fppi flux energy density.

(1.33)

The appropriate balance equations are:





∂F
∂t

+ ∂Fk

∂xk
= 0

∂Fi

∂t
+ ∂Fik

∂xk
= 0

∂Fij

∂t
+

∂Fijk

∂xk
= S<ij>

∂Fppi

∂t
+

∂Fppik

∂xk
= Sppi,

(1.34)

where all the tensors are symmetric and Sij has zero trace because the trace
of eq. (1.34)3 is the conservation of energy. To close the system we need
constitutive relations for the quantities

F<ijk>, Fppik, S<ij> and Sppi, (1.35)

where F<ijk> is the traceless part of Fijk.
In Extended Thermodynamics the constitutive quantities (1.35) everywhere
and in each instant depend on the values of (1.33) in that point and time, so
that we have

F<ijk> = F̂<ijk>(F, Fi, Fij, Fppi),

Fppik = F̂ppik(F, Fi, Fij, Fppi),

S<ij> = Ŝ<ij>(F, Fi, Fij, Fppi),

Sppi = Ŝppi(F, Fi, Fij, Fppi). (1.36)

If we know the constitutive functions F̂<ijk> through Ŝ<ppi> it is possible to
eliminate F<ijk>, Fppik, S<ij> e Sppi by using eq. (1.36), obtaining a quasi-
linear system of partial differential equations. The entropy inequality

∂h

∂t
+

∂hi

∂xi

= Σ ≥ 0 (1.37)
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must be satisfied for each thermodynamical process, i.e. for every solution of
the field equations. The entropy density and the entropy flux are constitutive
quantities:

h = ĥ(F, Fi, Fij, Fppi),

hi = ĥi(F, Fi, Fij, Fppi). (1.38)

The entropy density is a non-convective quantity, while the flux can be de-
composed into an internal and a convective part, as follows

hi = hvi + ϕi. (1.39)

In such a way the entropy inequality can be wrote as follows:

%

(
h

%

)•
+

∂ϕi

∂xi

= Σ ≥ 0,

where the dot stands for the Lagrangian derivative ∂
∂t

+ vk
∂

∂xk
and (1.34)1

has been used.
This inequality must hold for each Euclidean frame so that h e Σ must be
objective scalars while ϕi must be an objective vector.

1.4.1 The Lagrange multipliers.

By introducing the Lagrange multipliers Λ the entropy inequality converts
into

∂h

∂t
+

∂hi

∂xi

−Λ

(
∂F

∂t
+

∂Fk

∂xk

)
−Λi

(
∂Fi

∂t
+

∂Fik

∂xk

)
−

−Λij

(
∂Fij

∂t
+

∂Fijk

∂xk

− S<ij>

)
−Λqqi

(
∂Fppi

∂t
+

∂Fppik

∂xk

− Sppi

)
≥ 0,

according to Liu’s theorem; the Lagrange multipliers are function of F, Fi,
Fij, e Fppi in a way that depends on the material. If we consider the con-
stitutive relations (1.36) and (1.38) for h, hi, F<ijk> e Fppik, we obtain an
expression that is linear with respect to the derivatives

∂F

∂t
,
∂Fi

∂t
,
∂Fij

∂t
,
∂Fppi

∂t
,
∂F

∂xk

,
∂Fi

∂xk

,
∂Fij

∂xk

,
∂Fppi

∂xk

.

The inequality must hold for arbitrary values of that derivatives, so that their
coefficients must be zero. So that we obtain

dh = ΛdF + ΛidFi + ΛijdFij + ΛppidFqqi,

dhk = ΛdFk + ΛidFik + ΛijdFijk + ΛppidFqqik, (1.40)

12



plus the residual inequality

Σ = ΛijS<ij> + ΛppiSppi ≥ 0 (1.41)

that represents the non negative entropy production.
By applying eq. (1.24) to our quantities we obtain the following decomposi-
tion into convective and non-convective parts (The quantities ρ... stands for
F̂ ...):

F = ρ
Fi = +ρvi

Fij = ρij + +ρvivj

Fijk = ρijk +3ρ(ijvk) + +ρvivjvk

Fppij = ρppij +4ρ(ijpvj) +6ρ(ipvpvj) +ρv2vivj

S<ij> = s<ij>

Sppi = sppi +2s<ip>vp

. (1.42)

ρ . . . and s . . ., h and ϕk are galilean tensors, so their components in two
frames are linked by the following relations

ρi1i2...in = Oi1j1 · · ·Oinjnρ∗j1j2...jn
,

si1i2...in = Oi1j1 · · ·Oinjns∗j1j2...jn
,

h = h∗,

ϕk = Okjϕ
∗
j (1.43)

Let’s impose that ρ..., s..., h and φk be objective tensors and not only galilean,
so they satisfy eq. (1.43) for an Euclidean transformation like this

x∗i = Oij(t)xj + bi(t).

1.4.2 The Galilean Relativity principle

Let’s consider now eq. (1.40). From eqs. (1.39) and (1.42) we now explicit
the dependence of F and hi on velocity. By putting them on eqs. (1.40),
after long calculations we have:

dh = λdρ + λijdρij + λqqidρppi,

dϕk = +λidρik + λijdρijk + λqqidρppik, (1.44)

λtρ + λqqi(2ρit + ρppδit) = 0,

2λtjρjk + λqqi(2ρitk + ρppkδit) = (h− λρ− λijρijλqqiρppi)δtk, (1.45)

13



where the new quantities λ have been used. They represent the internal part,
not depending on velocity, of the Lagrange multipliers. They can be obtained
by the previous Λ through:

λ = Λ + Λivi + Λijvivj + Λppiv
2vi,

λi = Λi + 2Λijvj + Λppj(v
2δji + 2vjvi),

λij = Λij + Λppt3v(tδij),

λppi = Λppi. (1.46)

as shown in the previous section.
From eq. (1.44) we can see that λ, λij e λqqi are partial derivatives of the
objective scalar h with respect to the objective quantities %..., so also they
must be objective tensors. From (1.44) follows also that λi is an objective
vector. For the same reasons the λ... must be isotropic functions of ρ, ρij,
ρppi.

1.4.3 The scalar and the vector potential

Let’s suppose that ρ, ρik, ρppi are independent variables through the Lagrange
multipliers λ, λij, λppi.
Let’s define the scalar and the vector potential h′ and h′k as follows:

h′ = −h + λρ + λijρij + λqqiρppi,

h′k = −ϕk + λijρijk + λqqidρppik. (1.47)

In such a way we can rewrite eqs. (1.44) and (1.45)2 as

dh′ = ρdλ + ρrsdλrs + ρppndλqqn,

dh′k =

[
λqqeaei

∂ρij

∂λ

]
dλ +

[
ρrsk + λqqeaei

∂ρik

∂λrs

]
dλrs +

+

[
ρppnk + λqqeaei

∂ρik

∂λqqn

]
dλqqn, (1.48)

2λtjρjk + λqqi(2ρitk + ρppkδit) = −h′δtk. (1.49)

λt has been eliminated by using eq. (1.45)1 and the new tensor

aei =
1

ρ
(2ρei + ρppδei) (1.50)

has been inserted.
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1.4.4 Equilibrium

The Lagrange multipliers are a very important mathematical feature to solve
thermodynamical problems but they can’t be easily measured except for their
values at equilibrium.
Equilibrium is defined as the process in which:

1. Productions s<ij> and sppi are equal to zero,

2. s<ij> and sppi near this process are invertible with respect to λ<ij> and
λill,

3. Near this process the entropy production have a proper relative mini-
mum at equilibrium.

From eq. (1.41) and condition 1 it follows that the entropy production have
a minimum at equilibrium, and its value is 0.
Condition 3 requires that this value is also a proper relative minimum. By
taking λ, λll, s<ij> ed sppi as independent variables it follows that, at equi-
librium, the partial derivatives of Σ with respect to s<ij> and sppi must be
zero, so the following necessary conditions hold

λ<ij> |E = 0,

λqqi |E = 0, (1.51)

where E stands for equilibrium. What about the other Lagrange multipliers?
After defining the internal energy

%ii = 2%ε (1.52)

we have, from eq. (1.44)1

dhE =
2

3
λii |E d(%ε) + λEd%. (1.53)

By comparing it with the Gibbs equation we find that

λE = − g

T
, λii |E=

3

2

1

T
. (1.54)

where T is the absolute temperature and

g = ε− T
hE

ρ
+

pE

%
(1.55)
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is the chemical potential.
Eqs. (1.51) and (1.54) give the value at equilibrium of all Lagrange multipli-
ers. Blending together eqs. (1.53) and (1.54) we have

dhE =
1

T
d(%ε)− g

T
d%. (1.56)

Leaving the noisy calculations we say only that taking as variables T and z
with z = %

T
3
2

the solution of the condition above is given by

dhE

%
=

3

2

∫ (
F ′

z
− 5

3

F

z2

)
dz + ζ (1.57)

where F(z) is an arbitrary function and ζ is a constant. Now it is possible to
find the value of g

T
that is

g

T
=

F

z
+

∫
F

z2
dz − ζ (1.58)

1.4.5 Determination of the potential at equilibrium

The potentials h′ and h′k, defined by eq. (1.47), are isotropic scalars and
vectorial functions of λ, λij e λppi. Let’s write their polynomial representation
(by using the representation theorems) up to third order with respect to
equilibrium:

h′ = h′E + h′1λ<ij>λ<ij> + h′2λppiλqqi +

+h′3λ<in>λ<nj>λ<ji> + h′4λ<kj>λppkλqqj + O(4),

h′k = ϕ1λppk + ϕ2λ<ke>λppe. (1.59)

All coefficients h′... e ϕ... are functions of (1.54). From eq. (1.48)1, by using
eqs. (1.54) and (1.55), after soma algebra, we obtain

ρ =
∂h′

∂λ
= ρE − ∂h′1

∂g/T
λ<ij>λ<ij> − h′2

∂g/T
λppiλqqi + O(3),

1

3
ρpp =

∂h′

∂λpp

= pE +
2

3

∂h′1
∂1/T

λ<ij>λ<ij> +
2

3

h′2
∂1/T

λppiλqqi + O(3),

ρ<ij> =
∂h′

∂λ<ij>

= 2h′1λ<ij> + 3h′3(λ<ik>λ<kj> − 1

3
λ<ln>λ<ln>δij) +

+ h′4λqq<iλj>pp + O(3),

ρppi =
∂h′

∂λppi

= 2h′2λppi + 2h′4λ<ik>λkpp + O(3). (1.60)
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From eq. (1.60)1,2 we see that the density ρ and the pressure p = 1
3
ρpp differ

from their values at equilibrium ρE and pE to within second order terms.
Thanks to eq. (1.60), eq. (1.50) gives

aei =
1

ρ
(4h′1λ<ei> + 5pEδei) + O(2) (1.61)

that permits to obtain (1.48)2, and by using (1.59)2, also:

0 =

(
∂ϕ1

∂g/T
− 5pT

)
λqqk +

(
∂ϕ2

∂g/T
− 10

p

ρ

∂h′1
∂g/T

− 4h′1T
)

λ<kl>λqql + O(3)

0 = ρ<rsk> + O(2)

0 =

(
∂ϕ1

∂1/T
− h′2 +

25

2

p2T

ρ

)
λppk +

(
∂ϕ2

∂1/T
− h′4 − 10

p

ρ

∂h′1
∂1/T

)
λ<lk>λppl −

−10h′1
pT

ρ
λ<lk>λppl + O(3)

0 =

(
ϕ2 − 4

5
h′2 − 10

p

ρ
h′1

)
·
(

λqqsδkr + λqqrδks − 2

3
λqqsδrs

)
+ O(2)

ρppnk = ϕ1δnk + ϕ2λ<nk> + O(2). (1.62)

Thanks to (1.61) the trace of (1.49) is

2λ<kj>
∂h′

∂λ<kj>

+ 2λll
∂h′

∂λll

+ 3λqqi
∂h′

∂λ<ill>

= −3h′, (1.63)

that is a partial linear differential equation. To solve it we do a change of
unknown function (from h′ to H ) and of independent variables, such that

h′ = λ
− 3

2
ll H(λ, λ−1

ll λ<kj>, λ
− 3

2
ll λill).

Substituting it into eq. (1.63), we obtain ∂H
∂λll

= 0. So, the general solution

of (1.63) is

h′ = λ
− 3

2
ll H(λ, λ−1

ll λ<kj>, λ
− 3

2
ll λill). (1.64)

At equilibrium the above equation is certainly satisfied by our results, be-
cause conditions have yet been imposed at equilibrium, although with other
variables. It remains to impose it far from equilibrium, but before it, let’s
consider the traceless part of (1.49), i.e.

0 = 2(h′1 + pT )λ<tk> + (4h′1T + 3h′3) ·
(

λ<tj>λ<jk> − 1

3
λ<mn>λ<mn>δtk

)
+

+

(
18

5
h′2T + h′4

)
λqq<kλt>pp + O(3).
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from which we have

h′1 = −pT, h′3 =
4

3
pT 2 and h′4 = −18

5
h′2T. (1.65)

From these and (1.62)1,3, we have, for the derivatives of the variables of ϕ1

and ϕ2

∂ϕ1

∂g/T
= 5pT,

∂ϕ1

∂1/T
= h′2 −

25

2

p2T

ρ
,

∂ϕ2

∂g/T
= −14pT 2,

∂ϕ2

∂1/T
= h′4 + 45

p2T 2

ρ
. (1.66)

while, from (1.62)4 and (1.65)3 we obtain

h′2 =
5

4

(
ϕ2 + 10

p2T

ρ

)
and h′4 = −9

2

(
ϕ2 + 10

p2T

ρ

)
T. (1.67)

By eliminating h′2 and h′4 from (1.66) and by using (1.67) it is possible to
obtain

∂ϕ1

∂g/T
= − 5

14

∂ϕ2/T

∂g/T
,

∂ϕ1

∂1/T
= − 5

14

∂ϕ2/T

∂1/T
,

that can be integrated giving

ϕ1 = − 5

14

ϕ2

T
+ C.

On the other hand we have, from (1.66) and (1.57)

∂ϕ1

∂g/T
= 5T

7
2 F (z),

∂ϕ2

∂g/T
= −14T

9
2 F (z) or by (1.58)

∂ϕ1

∂z
= 5T

7
2
FF ′

z
,

∂ϕ1

∂z
= −14T

9
2
FF ′

z
. (1.68)

By integrating we have

ϕ1 = 5T
7
2

(∫
FF ′

z
dz + c

)
+ C,

ϕ2 = −14T
9
2

(∫
FF ′

z
dz + c

)
. (1.69)
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In this way all coefficients of h′ are known from eq. (1.65), (1.67) and (1.58)
thanks to (1.68)

h′1 = −T
7
2 F (z),

h′2 = T
9
2

[
25

2

F 2(z)

z
− 35

2

(∫
FF ′

z
dz + c

)]
,

h′3 =
4

3
T

9
2 F (z),

h′4 = T
11
2

[
−45

F 2(z)

z
+ 63

(∫
FF ′

z
dz + c

)]
. (1.70)

It is easy to verify that these functions satisfy automatically condition (1.64).
Let’s notice that all the coefficients of h′... and ϕ... that determine the po-
tential are known except for the function F(z), that is known explicitly in
particular cases.

1.4.6 Determination of the constitutive functions.

For the constitutive functions appearing in the balance equations we have

ρ<rsk> = O(2),

ρppnk =

[
5T

7
2

(∫
FF ′

z
dz + c

)
+ C

]
δnk −

− 14T
9
2

(∫
FF ′

z
dz + c

)
λ<nk> + O(2),

S<ij> = sλ<ij> + O(2),

Sppi = tλppi + O(2). (1.71)

We can use eqs. (1.60), (1.70) and (1.65) to substitute in (1.71) the La-
grange multipliers with the starting variables ρ<ij> and ρppi, because, until
the second order terms O(2),

λ<ij> = − 1

2pT
ρ<ij> − 1

2T
7
2 F (z)

ρ<ij>,

λppi =
1

2h′2
ρppi =

1

5T
9
2 [5F 2

z
− 7

(∫
FF ′

z
dz + c

)
]
ρppi.
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So the constitutive relations (1.71) can be written as

ρ<ijk> = O(2),

ρppnk =

[
5T

7
2

(∫
FF ′

z
dz + c

)
+ C

]
δij + 7

T

F

(∫
FF ′

z
dz + c

)
ρ<ij> + O(2),

S<ij> = − s

2T
7
2 F (Z)

ρ<ij> + O(2),

Sppi =
t

5T
9
2 [5F 2(z)

z
− 7

(∫
FF ′

z
dz + c

)
]
ρppi + O(2). (1.72)

For the entropy flux and density we recall that, from eq. (1.47) we have

h′ = −h′ + λρ + λijρij + λqqiρppi,

h′k = −ϕ′k + λijρijk + λpidρppik.

Thanks to (1.59), (1.57), to the coefficients (1.69) and (1.70), we have until
the second order terms,

h = ρ

[
3

2

∫ (
F ′

z
− 5

3

F

z2

)
dz + ζ

]
− ρ<ij>ρ<ij>

4T
7
2 F (z)

−

− ρppiρqqi

10T
7
2 F (z)[−5TF/z + 7T/F (z)

(∫
FF ′

z
dz + c

)
]
,

ϕk =
1

T

1

2
ρppk − 2

5

1

T
7
2 F (z)

ρ<kj>
1

2
ρppj. (1.73)

Eqs. (1.72) and (1.73) are the final results obtained from the entropy princi-
ple. We conclude noticing that ρ<ijk>, ρppnk, h and ϕk are fully determined
except for the constants c, C and ζ, as we know the function F(z). This de-
termines the thermal equation of state and can be known from experiments
or from statistical mechanics. These results have been obtained for the first
time by Liu & Müller in [13].

1.5 The kinetic approach

Kinetic theory allow us to find the following solution for our problem:

h′0 =

∫
F

(
N∑

n=0

λi1...inci1 . . . cin

)
dc,

h′i =

∫
F

(
N∑

n=0

λi1...inci1 . . . cin

)
cidc,
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that depends on an single variable arbitrary function F(x). This quantities
satisfy all the property that a solution must satisfy. By deriving the relations
before, we have

∂h′0

∂λi1...in

=

∫
F ′ci1 . . . cindc =

∂h′in

∂λi1...in−1

that coincides with eq. (1.9).
Recall that, in the kinetic theory, moments are defined as

Fi1...in =

∫
mci1 · · · cinf(x, c, t)dc,

where the distribution function f(x, c, t) describes the density of molecules
in the point x, at time t with velocity c.
Furthermore they satisfy the condition that the flux in a balance equation
must be the independent variable in the following equation, as in (1.3).
Concerning the concavity of h′0 we can notice that the first element of the
quadratic form Q = δΛδu is

Q =

∫
F ′′ ·

(
N∑

n=0

λi1...inci1 . . . cin

)2

dc

that is negative defined, as we assume F ′′(x) < 0.
Even wrote in such way our quantities respect the galilean invariance but
we will not report the proof because it is present in literature and is not the
matter of this work.

1.6 The subsystems

Sometimes to describe a physical situation a lot of variables are necessary,
for example when rapid changes in its characteristics or step gradients occur.
Instead, where conditions are smoother it can be described sufficiently well
by using less variables and equations.
Recently Boillat & Ruggeri [14] found important results on subsystems ob-
tained after reducing the number of equations, as the fact that subsystems
inherit symmetry, hyperbolicity and the fact that the domain of the charac-
teristic speeds of the subsystem is included in that of the main system.
Let’s suppose that some between the n components of mean field, that of
the Lagrange multipliers Λ(xD), be constant. In this way a corresponding
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number of balance equations is too big. Let’s see how to eliminate the su-
perfluous equations.
Remember that the main system have the following shape

(
∂h′A

∂Λ

)

A

= Π (1.74)

(remeber eqs. (1.3) and (1.9)).
It is not restrictive to suppose that the vector Λ, that have n components,
can be divided into l with (n-m) components and L with m components.
Furthermore it is non restrictive to divide the vector production Π, that have
n components, into p with (n-m) components and P with m components. So
even the system (1.74) can be divided into two partial systems:

(∂h′A(L, l)

∂L

)
,A

= P(L, l) and
(∂h′A(L, l)

∂l

)
,A

= p(L, l). (1.75)

Obviously there are 2n − 2 possibilities for such decomposition if we exclude
the trivial cases m=0 e m=n.
Let’s suppose now that the m-n components of l are constant, i.e. l = l∗ =
const. So we can ignore system (1.75)2 and we consider only system (1.75)1

to determine L. Let’s write it as follows:

∂2h′A(L, l∗)
∂L∂L

· L,A = P(L, l∗) (1.76)

and call it “main subsystem”. The field components survived to the restric-
tion are called “main field components”. The definition of main subsystem
can be generalized to the case where the vector l∗ isn’t constant but it is
function of xD. In such case the subsystem depends explicitly on xD; see
Boillat & Ruggeri [14].
The symmetric system (1.76) is also hyperbolic; in fact the quadratic form

Q =
∂2h′0

∂Λ∂Λ
δΛδΛ

was negative defined. But it can be written as

Q =
∂2h′0

∂L∂L
δLδL + 2

∂2h′0

∂L∂l
δLδl +

∂2h′0

∂l∂l
δlδl

and Q < 0 every time that δL and δl aren’t all equal to zero.
In particular, for δl = 0 we have

Q =
∂2h′0

∂L∂L
δLδL
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negative defined. Furthermore we saw that h′A restricted to the subsystem
is h′A(L, l∗), i.e the restriction of h′A to l∗. The same thing happens for the
entropy density hA; in fact eq. (1.10) applied to the subsystem, i.e. with L
instead of Λ, gives

hA = −h′A + L
∂h′A

∂L
(1.77)

while, if we apply it to the whole system and then we calculate it in l = l∗,
we find

hA(L, l∗) = −h′A + L
∂h′A

∂L
+ l∗

∂h′A

∂l |l=l∗
.

Exploiting h′A and putting that expression into eq. (1.77) we find

hA = hA(L, l∗)− l∗
∂h′A

∂l |l=l∗
.

It follows that the solution of the main subsystem (1.76) satisfy a balance

equation like h
A

,A = Σ, with

h
A
(L) = hA(L, l∗)− l∗ · ∂h′A(L, l∗)

∂l
|l=l∗ ,

and Σ(L) = L ·P(L, l∗).

That’s why we call, h
A

and Σ “sub-entropy flux” and “sub-entropy produc-
tion” respectively.
Moreover it is not restrictive to suppose that the sub-entropy production is
non negative. In such a way we will have the entropy inequality for the sub-
system.
Let’s prove now that system (1.76) is symmetric and hyperbolic.
If we consider the subsystem (1.76) we can see that the symmetry of coef-
ficients matrices is guaranteed by their Hessian character. The concavity of
h′0(Λ) with respect to Λ imply the concavity of h′0(L, l∗) with respect to L.

And, since h′0(L, l∗) is concave in L, so is the sub-entropy h
0

with respect to
∂h′0(L,l∗)

∂L
. In order that the subsystem inherits symmetry, hyperbolicity and

all the other properties it is necessary that the subsystem is a main one, i.e.
the constraints must be on the Lagrange multipliers. Boillat & Ruggeri gave
in [14] an example in which the hyperbolicity was lost when a component of
the field vector u rather then Λ was constrained.
The requirement of Galilean invariance permits to generate a particular or-
der for the n equations of the main system and a ceratin simplification of the
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matrix X(v) that describes the change of components between two different
frames. Without reporting all the noisy calculations we can say only that,
after ordering the system we can eliminate one equation after the other star-
ting from the end of the system and requiring at each step that the residual
system is galilean invariant. In such a way we obtain a matrix X lower tri-
angular, in which all the entries up on the main diagonal are zero.
So we have a good criteria to order the system: move the equations in a
way that the last equation/s can be removed without loosing the galilean
invariance for the remaining system.
This methodology will be used in the following chapters to obtain, for e-
xample, the 13 moments case as a subsystem of the 14 moments one, or the
subsystem with N-1 fields instead of N for the case with an arbitrary but
fixed number of variables.
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Chapter 2

The new methodology

In the previous chapter we have seen how the closure of the system of balance
equations can be obtained by imposing the entropy principle and that of
Galilean relativity.

By using the mean field as independent variables, the entropy principle is
equivalent to some conditions on entropy density h and entropy flux φk; after
that, it gives the constitutive functions. But when we impose the objectivity
principle too, the calculations become much complicated because the non
convective components of the mean field aren’t independent (in particular
λI

i ).
Here we want to show how the new methodology proposed by Pennisi

and Ruggeri in [15] enable to avoid these difficulties by considering all the
Lagrange multipliers as independent variables. After that, they substitute
in the results the value of λI

i implicitly defined by considering the derivative
of h′ with respect to λI

i equal to zero and they arrive to the same results
obtained with the other methodology but with easier calculations.

2.1 Comparison between different methods

Let’s consider the case with an arbitrary but fixed number of moments, whose
appropriate equations are:

∂tF
A + ∂kF

Ak = PA. (2.1)

After the insertion of the Lagrange multipliers, the equations describing the
entropy principle are:

dh = λAdFA ; dφk = λAdFAk ; λAPA ≥ 0. (2.2)
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A stands for i1 · · · in and n goes from 0 to a fixed N .
Let us compare now 3 ways to impose the entropy principle and that of ma-
terial objectivity. We shall refer to the following table.

Entropy principle Material Objectivity{
FA = ∂h′

∂λA

FAk = ∂φ′k
∂λA

{
λA ArA

C FC = 0

λA ArA
C FCk + h′δkr = 0{

mA = ∂ĥ′

∂λ̂A

∂φ̂′k

∂λ̂A
= mAk + mik ∂λ̂i

∂λ̂A
with A 6= i1

{
λ̂A ArA

C mC = 0

λ̂A ArA
C mCk + h′δkr = 0




∂H

∂λ̂Ak
= ∂Hk

∂λ̂A
with n = 0, · · · , N − 1

Symmetry of ∂Hk

∂λ̂i1···iN

∂H

∂λ̂i
= 0 defines λ̂i = λ̂i(λ̂, λ̂i1i2 , · · · , λ̂i1···iN )

ĥ′ and φ̂′k are H and Hk calculated in

the above value of the function λ̂i.

{
λ̂A ArA

C
∂H

∂λ̂C
= 0

λ̂A ArA
C

∂Hk

∂λ̂C
+ Hδkr = 0

Let us consider firstly the second row. It is possible to change independent
variables, from FA to mA, vi with the law

FA = XA
B(~v)mB , mi = 0 ,

where XA
B(~v) is the matrix (1.31).

The material objectivity imposes that h, φk − hvk and mi1···iNk are tensorial
functions of mB and don’t depend on vi. Now, by defining λ̂A = XB

AλB and
using the property

∂XA
B

∂vr

= ArB
CXC

A = XB
CArC

A , (2.3)

the two equations in the second column of the table express the fact that h
and φk − hvk don’t depend on vi. If we change again independent variables,
from ~v, mB to ~v, λ̂A (except for λ̂i), what remains of the entropy principle
is expressed in the first column, with

ĥ′ = λ̂AmA − h and φ̂′k = λ̂AmAk − (φk − hvk) .

From the second of these it follows that mi1···iNk doesn’t depend on vi, so we
don’t have to impose it.
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Let consider now the first row. If we change independent variables, from FA

to λA, the entropy principle becomes expressed by the 2 equations in the first
column, with

h′ = λAFA − h and φ′k = λAFAk − φ′k .

Moreover, as consequence of eq. (2.3), the eqs. in the second row, second
column of the table can be rewritten also in the form in the first row, second
column.
Therefore, the first and second row of the table are two equivalent ways to
impose the same conditions, because from the first row immediately follows
the second one, also the fact that h, φk − hvk and mi1···iNk don’t depend on
vi, when we take vi and mB as independent variables.
Now let’s explain what the third row contains. Let H and Hk be fun-
ctions of all λ̂A (included λ̂i) satisfying the conditions of column 1 and
2, with H a convex function. After that, let us define the function λ̂i =
λ̂i(λ̂ , λ̂i1i2 · · · , λ̂i1···iN ) from ∂H

∂λ̂i
= 0; well, λ̂i and the functions H and Hk

calculated on such expression of λ̂i satisfy exactly the conditions in row 2 of
the table, which restrict λ̂i, ĥ′ and φ̂′k.
In fact, by using the chain rule for the derivation of composite functions, we
have:

∂ĥ′

∂λ̂A

=
∂H

∂λ̂A

+

0︷︸︸︷
∂H

∂λ̂i

· ∂λ̂i

∂λ̂A

= mA.

The equation above defines mA, and it is equivalent to the first equation in
the second row and first column of the table. With the same procedure it is
possible to prove that the first equation in the second column is equivalent
to the respective in the second row.
Let’s consider the second equation in row 2, column 1, distinguishing the
cases with n = 2, · · · , N − 1, n = 0, n = N , i.e., respectively

∂φ̂′k

∂λ̂A

=
∂Hk

∂λ̂A

+
∂Hk

∂λ̂i

· ∂λ̂i

∂λ̂A

=

=
∂H

∂λ̂Ak

+
∂H

∂λ̂ik

· ∂λ̂i

∂λ̂A

= mAk + mik ∂λ̂i

∂λ̂A

;

∂φ̂′k

∂λ̂
=

∂Hk

∂λ̂
+

∂Hk

∂λ̂i

· ∂λ̂i

∂λ̂
=

=
∂H

∂λ̂k

/ +
∂H

∂λ̂ik

· ∂λ̂i

∂λ̂
= mk/ + mik ∂λ̂i

∂λ̂
;
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∂φ̂′k

∂λ̂A

=
∂Hk

∂λ̂A

+
∂Hk

∂λ̂i

· ∂λ̂i

∂λ̂A

=

=
∂Hk

∂λ̂A

+
∂H

∂λ̂ik

· ∂λ̂i

∂λ̂A

=
∂Hk

∂λ̂A

+ mik ∂λ̂i

∂λ̂A

;

So the second equation in row 2, column 1 is proved with

mi1i2···iNk =
∂Hk

∂λ̂i1i2···1N

which is symmetric, as requested.
It remains now to prove the second equation in row 2, column 2 of the table.
It follows from

∂Hk

∂λ̂C

=
∂H

∂λ̂Ck

= mCk

as it can be seen from the first equations in row 2 and 3, column 1, and from
the fact that

ArA
C = 0 for C = i1i2 · · · iN .

This follows from

XA
i1i2···iN =

{
0 if A 6= i1i2 · · · iN
1 if A = i1i2 · · · iN and ArA

B =

(
∂XA

B

∂vr

)

vs=0

,

so that

ArA
i1i2···iN =

(
∂XA

i1i2···iN
∂vr

)

vs=0

= 0 .

We note that the first 4 equations in row 3 of the table, are nothing more
than the compatibility conditions between the eqs. in the row 1, except that
now H, Hk, mB and λ̂A replace h′, ϕ′k, FA and λA respectively.
We have proved that the three different methods are equivalent, so they leads
to the same result: they unable us to find the expressions of the potentials
h′ and ϕ

′k.
After that, from

FA =
∂h′

∂λA

(2.4)

we can find λA = λA(FB), and then these are substituted in h′, φ′k and
F i1···iNk to find the constitutive functions

h′ = h′
[
λA

(
FB

)]
,

φ′k = φ′k
[
λA

(
FB

)]
,

F i1···iNk = F i1···iNk
[
λA

(
FB

)]
.
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Substituting FB = XB
C(~v)mC , in these eqs., they become

h′ = h′
{
λA

[
FB

(
mC , ~v

)]}
, (2.5)

φ′k = φ′k
{
λA

[
FB

(
mC , ~v

)]}
,

F i1···iNk = F i1···iNk
{
λA

[
FB

(
mC , ~v

)]}
.

We want to calculate these in ~v = ~0; but, firstly, let us note that

h′ = λAFA − h = λ̂AmA − h = ĥ′

φ′k = λAFAk − φk = λA

(
FAvk + XA

B mBk
)− φk =

= λ̂AmAvk + λ̂AmAk − φk =

= λ̂AmAvk + φ̂′k − hvk = ĥ′vk + φ̂′k ;

from which it follows that h′, φ′k, FB and F i1···iNk calculated in ~v = ~0 become
ĥ′, φ̂′k, mB and mi1···iNk respectively. Therefore, eqs. (2.5) calculated in ~v = ~0
become

ĥ′ = h′
{
λA

[
mB

]}
,

φ̂′k = φ′k
{
λA

[
mB

]}
,

mi1···iNk = mi1···iNk
{
λA

[
mB

]}

and the functions λA

[
mB

]
are the solutions of (2.4)1 i.e., FA = ∂h′

∂λA
, but

calculated in ~v = ~0; in other words they have to be obtained from

mA =
∂h′

∂λA

with mi = 0 ,

so obtaining the last 2 propositions in row 3 of the table.

• It is important to note that with this method, what we have done for
eqs. (1), can be done also for whatever of its subsystems.

• We see also that we can consider directly the problem





mA = ∂ĥ′

∂λ̂A

∂φ̂′k

∂λ̂A
= mAk





λ̂A ArA
C mC = 0 ;

λ̂A ArA
C mCk + h′δkr = 0 ;

in all the independent variables λ̂A, and with all its compatibility conditions,
but mi = 0 doesn’t mean that ĥ′ doesn’t depend on λ̂i; it is simply the rela-
tion which will give, in the next step, λ̂i in terms of the other λ̂A. Similarly,
mi = 0 doesn’t mean that φ̂′k doesn’t depend on λ̂; it has to be considered

simply as an equivalent way to consider the condition ∂ĥ′

∂λ̂i
= ∂φ̂′k

∂λ̂
.
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2.2 The 13 moments case

Let’s see the application of the new methodology to the 13 moments case,
described by the system (1.34).
In order to exploit the entropy principle and that of material objectivity with
the present approach, we have to consider the eqs.

m =
∂ĥ′

∂λ̂
, mi =

∂ĥ′

∂λ̂i

, mij =
∂ĥ′

∂λ̂ij

, mill =
∂ĥ′

∂λ̂ill

, (2.6)

mk =
∂φ̂′k

∂λ̂
, mki =

∂φ̂′k

∂λ̂i

, mkij =
∂φ̂′k

∂λ̂ij

, mkll =
∂φ̂′k

∂λ̂ij

δij,

0 = λ̂j
∂ĥ′

∂λ̂
+ 2λ̂ij

∂ĥ′

∂λ̂i

+ λ̂ill

(
2

∂ĥ′

∂λ̂ij

+
∂ĥ′

∂λ̂rs

δrsδ
i
j

)
,

0 = λ̂j
∂φ̂′k

∂λ̂
+ 2λ̂ij

∂φ̂′k

∂λ̂i

+ λ̂ill

(
2
∂φ̂′k

∂λ̂ij

+
∂φ̂′k

∂λ̂rs

δrsδ
i
j

)
+ ĥ′δk

j . (2.7)

So we have to consider the eqs. (2.7) and the compatibility conditions be-
tween eqs. (2.6), i.e.,

∂ĥ′

∂λ̂i

=
∂φ̂′i

∂λ̂
,

∂ĥ′

∂λ̂ij

=
∂φ̂′i

∂λ̂j

,
∂ĥ′

∂λ̂ill

=
∂φ̂′i

∂λ̂rs

δrs, (2.8)

∂φ̂′[i

∂λ̂j]k

= 0,
∂φ̂′[i

∂λ̂j]ll

= 0.

To impose all these conditions, let us consider the Taylor’s expansion of φ̂′i

around the state of equilibrium, where λ̂i = 0, λ̂ill = 0, λ̂jk = 1
3
λ̂llδjk, which

we will indicate with the index “c”; we find

φ̂′i =
∞∑

n=1

∑
p+q+r=n

1

p!q!r!
φii1···ipj1···jqk1h1···krhr

p,q,r (λ̂, λ̂ll) · λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
, (2.9)

with

φii1···ipj1···jqk1h1···krhr
p,q,r =

(
∂nφ̂′i

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂krhr

)

c

(2.10)
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because of the symmetry of eq. (2.8)2 we can exchange the index i in the
tensor (2.10) with whatever of the indices i1 · · · ip; the same thing can be
done also with the indexes j1 · · · jq and k1 · · · kr or h1 · · ·hr, thanks to eqs.
(2.8)5 and (2.8)4 respectively. So i can be exchanged with whatever of the

indexes and φ
ii1···ipj1···jqk1h1···krhr
p,q,r is a completely symmetric tensor. Moreover

it depends only on the scalars λ̂ , λ̂ll, so it is zero if p + q + 2r + 1 is odd,
while it is of the type

φii1···ipj1···jqk1h1···krhr
p,q,r = φp,q,r(λ̂ , λ̂ll)δ

(ii1 · · · δkrhr) , (2.11)

if p + q + 2r + 1 is even. So it is determined except for scalar functions.
The same result can be achieved also for ĥ′; its Taylor’ s expansion around
the equilibrium state “c” is

ĥ′ =
∞∑

n=0

∑
p+q+r=n

1

p!q!r!
hi1···ipj1···jqk1h1···krhr

p,q,r (λ̂ , λ̂ll)λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
, (2.12)

with

hi1···ipj1···jqk1h1···krhr
p,q,r =

(
∂nĥ′

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂krhr

)

c

(2.13)

The derivatives of eq. (2.8)1 with respect to λ̂hk and with respect to λ̂kll are

∂2ĥ′

∂λ̂i∂λ̂hk

=
∂2φ̂′i

∂λ̂∂λ̂hk

;
∂2ĥ′

∂λ̂i∂λ̂kll

=
∂2φ̂′i

∂λ̂∂λ̂kll

,

and the derivative of (2.8)2 with respect to λ̂kll is

∂2ĥ′

∂λ̂ji∂λ̂kll

=
∂2φ̂′i

∂λ̂j∂λ̂kll

.

Thanks to (2.8)4,5, it follows

∂2ĥ′

∂λ̂[i∂λ̂h]k

= 0 ;
∂2ĥ′

∂λ̂[i∂λ̂k]ll

= 0 ,
∂2ĥ′

∂λ̂j[i∂λ̂k]ll

= 0 ,

from which we obtain that h
i1···ipj1···jqk1h1···krhr
p,q,r is a symmetric tensor with

respect to every couple of indices, and it depends only on scalars, so it is
zero if p + q + 2r is odd, while it is of the type

hi1···ipj1···jqk1h1···krhr
p,q,r = hp,q,r(λ̂ , λ̂ll)δ

(i1i2 · · · δkrhr) , (2.14)
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if p + q + 2r is even. So it is determined except for scalar functions too.
These properties don’t exhaust the consequences of eqs. (2.7) and eq. (2.8)
but it is easier now to impose them.
After some algebra (see Appendix of [15] for details) conditions (2.7) and
(2.8) convert into

φp,q,r = 3r p + q + 2

p + q + 2r + 2

∂r

∂λ̂r
ll

φp,q,0,

hp,q,r = 3r p + q + 1

p + q + 2r + 1

∂r

∂λ̂r
ll

hp,q,0, (2.15)

so that the unknown φp,q,r and hp,q,r are determined in terms of φp,q,0 and
hp,q,0. We will determine these last functions by the use of the following
infinite matrix



h000 φ010 h020 φ030 h040 φ050 h060
...

φ100 h110 φ120 h130 φ140 h150 φ160
...

h200 φ210 h220 φ230 h240 φ250 h260
...

φ300 h310 φ320 h330 φ340 h350 φ360
...

h400 φ410 h420 φ430 h440 φ450 h460
...

· · · · · · · · · · · · · · · · · · · · · ...




(2.16)

In particular, starting from an arbitrary function h̃0,0(λ̂), the functions h̃0,q(λ̂)
(with q even) are obtained from eq.

∂

∂λ̂
h̃0,q(λ̂) = −81

8

(q − 1)2

q + 1
(9q2 − 1)h̃0,q−2(λ̂) (2.17)

except for a family of constants arising from integration. After that, the
elements in the first line of the matrix, but in column odd, are determined
by

h0,q,0 = h̃0,q(λ̂)(λ̂ll)
− 3q+3

2 . (2.18)

The elements in the first line of the matrix, but in column even, are deter-
mined by

φ0,j,0 = −2

3

1

3j + 4
h̃0,j+1(λ̂)(λ̂ll)

− 3j+4
2 + cj , (2.19)

where cj is another family of constants arising from integration. In this way,
all the elements in the first line of the matrix are determined. Those of the
other lines are expressed as

h1,j,0 = 9
j

j + 2

∂2

∂λ̂2
ll

h0,j−1,0 ∀ j odd, (2.20)
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hi,j,0 = 3i/2 j + 1

i + j + 1

∂i

∂λ̂i/2∂λ̂
i/2
ll

h0,j,0 ∀ i and j even , (2.21)

φi,j,0 = 3(i+1)/2 j + 1

i + j + 2

∂i

∂λ̂(i−1)/2∂λ̂
(i+1)/2
ll

h0,j,0 ∀ j even and i odd, (2.22)

hi,j,0 = 3(i−1)/2 j + 2

i + j + 1

∂i−1

∂λ̂(i−1)/2∂λ̂
(i−1/2
ll

h1,j,0 ∀ j and i odd, (2.23)

φi,j,0 = 3i/2 j + 2

i + j + 2

∂i−1

∂λ̂(i−2)/2∂λ̂
i/2
ll

h1,j,0 ∀ j odd and i≥ 2 even. (2.24)

Now, if we use the method described in the last 2 lines of row 3 of the table,
we find the solution of the problem of row 2. Truncating it up to fourth order
with respect to equilibrium, we find the results already present in literature
[13], [16] which are limited to this order.
In the following section we will use an iterative procedure to give another
proof of the equivalence of the two methodology. I have published it in [17]

2.2.1 The iterative procedure

First of all it is necessary to rewrite equations in the second row of the table
in a more explicit way in order to make the treatment simpler. Remembering
that mi = 0, the first column is

m =
∂ĥ′

∂λ̂
, mij =

∂ĥ′

∂λ̂ij

⇔
{

mll = 3 ∂ĥ′

∂λ̂ll

m<ij> = ∂ĥ′

∂λ̂<rs>
δr
<iδ

s
j>

, mill =
∂ĥ′

∂λ̂ill

(2.25)

∂φ̂′k

∂λ̂
= mrk ∂λ̂r

∂λ̂

∂φ̂′k

∂λ̂ij

= mrk ∂λ̂r

∂λ̂ij

+ mkij ⇔




∂φ̂′k

∂λ̂ll
= mrk ∂λ̂r

∂λ̂ll
+ 1

3mkll(
∂φ̂′k

∂λ̂<rs>
−mak ∂λ̂a

∂λ̂<rs>

)
δ<i
r δj>

s + 1
3mkllδij = mijk

∂φ̂′k

∂λ̂ill

= mrk ∂λ̂r

∂λ̂ill

+ mikll (2.26)

while the second column is

0 = λ̂j
∂ĥ′

∂λ̂
+ λ̂ill

(
2

∂ĥ′

∂λ̂ij

+
∂ĥ′

∂λ̂rs

δrsδ
i
j

)
,

0 = 2λ̂ijm
ik + λ̂ill

(
2mikj + mkllδ

ij
)

+ ĥ′δk
j . (2.27)
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Firstly we notice that the two results coincide at thermodynamical equili-
brium. In fact eqs. (2.25) calculated in this state become:

m =
∂ĥ

′
0

∂λ̂
, mll =

∂ĥ
′
0

∂λ̂ll

, m<ij> = 0 , mill = 0

because λ̂ and λ̂ll are the only variables at equilibrium and there are no
linear terms in ĥ′, for the representation theorems. Similarly eqs. (2.26)1,2

amount to identities, eq. (2.26)3 to mijk = 0, while eq. (2.26)4 gives mikll

at equilibrium, without conditions on φ̂
′k. Finally eq. (2.27)1 becomes an

identity and eq. (2.27)2 yields 2
9
λ̂llm

llδk
j + 0 + 0 + ĥ′0δ

k
j = 0. Integrating this

last equation we find

ĥ
′
0 = λ̂

− 3
2

ll H0(λ̂)

which coincides with eq. (19) of [13]. So the two approaches coincides at
thermodynamical equilibrium, because they give the same result for ĥ′0 and
φ̂
′k
0 (which is zero).

Let us suppose now to know ĥ
′

and φ̂
′k up to order N, with respect to

equilibrium.
Equation (2.27)1 at order n and for n = 0, 1, ..., N gives λ̂i at order n (we
know everything except λ̂i that we can obtain from the equation).
The trace of eq. (2.27)2 yields

0 = 2λ̂ll
∂ĥ′

λ̂ll

+ 2λ̂<ij>
∂ĥ′

λ̂<ij>

+ 3λ̂ill
∂ĥ′

λ̂ill

+ 3ĥ′

which is a partial differential equation for ĥ′, whose solution is

ĥ′ = λ̂
− 3

2
ll H

(
λ̂, λ̂<ij>λ̂−1

ll , λ̂illλ̂
− 3

2
ll

)

Equation (2.27)2 is

0 =

(
2

3
λ̂ll

∂ĥ
′

∂λ̂ll

+ ĥ
′
)

δk
j + 2

∂ĥ
′

∂λ̂ll

λ̂<jk> +

︷ ︸︸ ︷
2

3
λ̂ll

∂ĥ
′

∂λ̂<rs>

δ<j
r δk>

s

+2λ̂ill

(
∂φ̂

′k

∂λ̂<rs>

− ∂ĥ
′

∂λ̂ll

∂λ̂k

∂λ̂<rs>

− ∂ĥ
′

∂λ̂<bc>

δ<a
b δk>

c

∂λ̂a

∂λ̂<rs>

)
δ<i
r δj>

s

+2λ̂<ij>
∂ĥ

′

∂λ̂<rs>

δ<i
r δk>

s +
5

3
λ̂jll

∂ĥ
′

∂λ̂kll

.
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Its symmetric trace-less part, at order N, needs the knowledge of ĥ′, φ̂
′k and

λi up to order N (which we already have) except for the overbraced term (in
which ĥ′ appears at order N+1); than we use this equation to obtain this
term, i.e.,

2

3
λ̂ll

∂
N+1

ĥ
′

∂λ̂<rs>

δ<j
r δk>

s ,

from which we can obtain
N+1

ĥ
′

except for an arbitrary function
N+1

h∗ (λ̂, λ̂illλ̂
− 3

2
ll ).

The integrability condition between (2.26)1 and (2.26)2a is

∂mrk

∂λ̂ll

∂λ̂r

∂λ̂
=

∂mrk

∂λ̂

∂λ̂r

∂λ̂ll

+
1

3

∂mkll

∂λ̂

or

∂2ĥ
′

∂λ̂2
ll

∂λ̂k

∂λ̂
+

∂2ĥ
′

∂λ̂ll∂λ̂<ab>

δ<r
a δk>

b

∂λ̂r

∂λ̂
=

∂2ĥ
′

∂λ̂∂λ̂ll

∂λ̂k

∂λ̂ll

+
∂2ĥ

′

∂λ̂∂λ̂<ab>

δ<r
a δk>

b

∂λ̂r

∂λ̂
+

1
3

∂2ĥ
′

∂λ̂∂λ̂ill

.

The terms of this equation are known at order N except for the last one
(remember that λr = 0 at order 0) which we then obtain from this equation,

i.e. ∂2

N+1

ĥ
′

∂λ̂∂λ̂ill
.

Calculating this expression in λ̂<rs> = 0 we find ∂2

∂λ̂∂λ̂ill

N+1

h∗ (λ̂, λ̂illλ̂
− 3

2
ll ). In-

tegrating with respect to λ̂ill we find ∂

∂λ̂

N+1

h∗ (λ̂, λ̂illλ̂
− 3

2
ll ) except for a function

which doesn’t depend on λ̂ill; but this function is 0 because it doesn’t depend

on λ̂<rs> and on λ̂ill so that it is of order 0, while
N+1

h∗ is of order N+1. So

we have found ∂

∂λ̂

N+1

h∗ (λ̂, λ̂illλ̂
− 3

2
ll ). Integrating with respect to λ̂ we find

N+1

h∗
except for a function

N+1

h∗∗ (λ̂illλ̂
− 3

2
ll ); because

N+1

h∗∗ is of order N+1 we have

N+1

h∗∗=

{
0 if N+1 is odd,
N+1
c (λ̂illλ̂

illλ̂−3
ll )

N+1
2 if N+1 is even.

(2.28)

So
N+1

h∗∗ has been found except for a constant of integration
N+1
c which arises

only when N+1 is even.
Now we already know the solutions of our equations obtained with the second
approach which we call h′1 and φ

′k
1 . If ĥ′ coincides with h′1 up to order N,
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and φ̂
′k coincides with φ

′k
1 also up to order N, we have found that ĥ′ and h′1

coincides also at order N+1, except for a function like (2.28); but also h′1
has been determined except for a function like (2.28) with arbitrary constant
N+1
c 1, instead of

N+1
c . So it suffices to choose

N+1
c 1=

N+1
c to make coincide ĥ

′

and h′1 also up to order N+1. At the other hand
N+1
c and

N+1
c 1 are both

arbitrary constant and than it is not necessary to do any choice:
N+1

ĥ
′

and
N+1

ĥ
′

1 coincides at all.
After that, eq. (2.27)1 at order N+1 gives λ̂i at this order.
Let’s now turn our attention to φ̂

′k and consider eq. (2.26)2b and (2.26)3;
they define mijk and mikll, but the symmetry conditions have to be satisfied:
[

∂φ̂
′[k

∂λ̂<rs>

− λ̂a

∂λ̂<rs>

(
∂ĥ

′

∂λ̂ll

δa[k +
∂ĥ

′

∂λ̂<bc>

δ<a
b δ[k>

c

)]
δ<i]
r δj>

s +
1

3
δj[i ∂ĥ

′

∂λ̂k]ll

= 0

∂φ̂
′[k

∂λ̂i]ll

−
(

∂ĥ
′

∂λ̂ll

δa[k +
∂ĥ

′

∂λ̂<bc>

δ<a
b δ[k>

c

)
∂
ˆ̂
λa

∂λ̂i]ll

= 0 . (2.29)

These, at order N, give ∂

N+1

φ̂
′[k

∂λ̂<rs>
δ

<i]
r δj>

s and ∂

N+1

φ̂
′[k

∂λ̂i]ll
as function of known quanti-

ties; because also
N+1

φ̂
′k
1 satisfies these same conditions, substituting from (2.29)

the corresponding quantities with φ
′k
1 instead of φ̂

′k, we find

∂ψ[k

∂λ̂<rs>

δ<i]
r δj>

s = 0,
∂ψ[k

∂λ̂i]ll

= 0 (2.30)

with ψk =
N+1

φ̂
′k −

N+1

φ̂
′k
1 .

Now, because ψk is of order N+1, it can be expressed in the form

ψk =
N+1∑
r=0

ψka1b1...arbrc1...cN+1−r
r λ̂<a1b1>...λ̂<arbr>λ̂c1llλ̂cN+1−rll (2.31)

with ψ
ka1b1...arbrc1...cN+1−r
r a tensor depending only on λ̂ and λ̂ll.

Eq. (2.31) doesn’t change if we put ψ
kp1q1...prqr(c1...cN+1−r)
r P

(a1b1
p1q1 ...P

arbr)
prqr in-

stead of ψ
ka1b1...arbrc1...cN+1−r
r , where P aibi

piqi
= δ

(ai
pi δ

bi)
qi − 1

3
δpiqi

δaibi and the sym-
metrization is done treating aibi as a single index. In other words we can
still keep eq. (2.31) but with ψ

ka1b1...arbrc1...cN+1−r
r symmetric with respect to

two generic indexes ci and cj, which remains the same exchanging any two
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couples of indexes aibi and ajbj, and that gives 0 when we contract it with ∀
δaibi

. After that eqs. (2.30) become

rψ[ki]ja2b2...arbrc1...cN+1−r
r = 0 for r=1,...N+1

ψk1a1b1a2b2...arbrc1...cN+1−r
r δ

[k
k1

δi]
cN+1−r

= 0 for r=0,...N .

In other words ψ
ka1b1a2b2...arbrc1...cN+1−r
r is a tensor symmetric with respect to

∀ couple of its indexes, so that

ψka1b1a2b2...arbrc1...cN+1−r
r =

{
0 if N-r is odd,

ψr(λ̂, λ̂ll)δ
(ka1δb1a2 ...δcN−rcN−r+1) if N-r is even.

(2.32)

Now, if r ≥ 1 eq. (2.32) contracted with δa1a2 gives

0 =

{
0 if N-r is odd,

ψr
N+3+r
N+1+r

δ(ka2δb2a3 ...δcN−rcN−r+1) if N-r is even.
⇒ ψr = 0

So ψ
ka1b1a2b2...arbrc1...cN+1−r
r = 0 if r ≥ 1.

Thanks to this results, eq. (2.31) becomes

ψk = ψ
kc1...cN+1

0 λ̂c1ll...λ̂cN+1ll =

{
0 if N is odd,

ψ0(λ̂, λ̂ll)λ
kll(λ̂rllλ̂

rll)
N
2 if N is even.

Now, eq. (2.26)1 is

φ̂k′

∂λ̂
=

∂ĥ
′

∂λ̂ll

∂λ̂k

∂λ̂
+

∂ ĥ
′

∂λ̂<ab>

δ<r
a δk>

b

∂λ̂r

∂λ̂

Because λ̂r = 0 at order 0 ⇒ ∂

N+1

φ̂
′k

∂λ̂
is function of known quantities, so that

∂ψk

∂λ̂
= 0; consequently, we have that ψ0 doesn’t depend on λ̂. Now we

can repeat all the considerations from the beginning of this section until
eq. (2.29), but with N+1 instead of N and noticing that the results don’t

change if we add at
N+1

φ̂
′k a term like ψ0(λ̂ll)λ̂

kll(λ̂rllλ̂
rll)

N
2 . Then we find that

N+2

ĥ
′
=

N+2

h
′
1 .

Let’s pass to eq. (2.26)2a, i.e.

∂φ̂
′k

∂λ̂ll

=
∂ĥ

′

∂λ̂ll

∂λ̂k

∂λ̂ll

+
∂ĥ

′

∂λ̂<ab>

δ<r
a δk>

b

∂λ̂r

∂λ̂ll

+
1

3

∂ĥ
′

∂λ̂kll
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which, at the order N+1 gives ∂

N+1

φ̂
′k

∂λ̂ll
as function of known quantities ⇒ we

have that ∂ψk

∂λ̂ll
= 0; in other words ψ0 is a constant. So

N+1

φ̂
′k and

N+1

φ
′k
1 differ

for the term ψ0λ̂kll(λ̂rllλ̂rll)
N
2 (present only when N is even); but in

N+1

φ̂
′k were

already present a term like this with an arbitrary constant coefficient. So

we can affirm, without loss of generality, that
N+1

φ̂
′k =

N+1

φ
′k
1 . This completes the

proof that ĥ
′
= h

′
1 and

N+1

φ̂
′k =

N+1

φ
′k
1 .

2.3 The 14 moments case

In [18] I have applied the new methodology to the 14 moments model. We
have also shown that the 13 moments case can be obtained from the present
one by using the method of subsystems. Let’s report here a part of the paper.
The 14 moments model was firstly investigated by Kremer [19], up to second
order with respect to equilibrium; here we want to exploit it up to whatever
order. The appropriate balance equations for this model read:

∂tF + ∂kF
k = 0

∂tF
i + ∂kF

ik = 0

∂tF
ij + ∂kF

ijk = P<ij>

∂tF
ill + ∂kF

illk = P ill

∂tF
iill + ∂kF

iillk = P iill, (2.33)

where the independent variables are F , F i, F ij, F ill, F iill, which are sym-
metric tensors. See also ref. [2] for further details. The right hand sides
of eqs. (2.33)1,2 are zero, such as the trace of that in eq. (2.33)3 for the
conservation laws of mass, momentum and energy. As usual, we have to
add the entropy law and to impose the galilean relativity to close the system
(2.33). By introducing the Lagrange multipliers, the entropy principle for
these equations is

dh = λdF + λidF i + λijdF ij + λilldF ill + λiilldF iill

dφk = λdF k + λidF ki + λijdF kij + λilldF kill + λiilldF kiill

σ = λijP
<ij> + λillP

ill + λiillP
iill ≥ 0. (2.34)

and the potential have the following form

h′ = λF + λiF
i + λijF

ij + λillF
ill + λiillF

iill − h

φ
′k = λF k + λiF

ki + λijF
kij + λillF

kill + λiillF
kiill − φk. (2.35)
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By differentiating eqs. (2.35) and using eqs. (2.34)1,2 we obtain

dh′ = Fdλ + F idλi + F ijdλij + F illdλill + F iilldλiill

dφ
′k = F kdλ + F kidλi + F kijdλij + F killdλill + F kiilldλiill. (2.36)

2.3.1 The Galilean relativity principle and the entropy
principle

We know that, if we have a change of Galileanly equivalent frames with
relative velocity v, the densities convert as:

F = m

Fi = mi + mvi

Fij = mij + 2m(ivj) + mvivj

Fill = mill + mllvi + 2milvl + miv
2 + 2mlvlvi + mv2vi

Fiill = miill + 4millvi + 2mllv
2 + 4mlivivl + 4mlvlv

2 + mv4; (2.37)

here the m... are the tensors corresponding to F... in the second reference
frame. Moreover we have

Fk = Fvk + mk

Fik = Fivk + mik + mkvi

Fijk = Fijvk + mijk + 2mk(ivj) + mkvivj

Fillk = Fillvk + millk + mkllvi + 2mkilvl + mkiv
2 + 2mklvlvi + mkv

2vi

Fiillk = Fiillvk + miillk + 4mkillvi + 2mkllv
2 + 4mklivlvi + 4mklvlv

2 + mkv
4

h = ĥ

φk = ĥvk + φ̂k. (2.38)

The first two of these, as the trace of the third and fourth ones, are identities,
while what remains is the transformation law of the dependent variables.
Substituting the relations above into eq. (2.34)1 and defining

λ̂ = λ + λivi + λijvivj + λippv
2vi + λppqqv

4

λ̂i = λi + 2λijvj + 2λjppvjvi + λippv
2 + 4λppqqv

2vi

λ̂ij = λij + λhppvhδ
j
i + 2λippvj + 2λppqqv

2δj
i + 4λppqqvivj

λ̂ill = λipp + 4λppqqvi

λ̂ppqq = λppqq (2.39)

we have

dĥ = λ̂dm + λ̂idmi + λ̂ijdmij + λ̂illdmill + λ̂iilldmiill. (2.40)
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For eq. (2.38)6 we note that eq. (2.40) is the counterpart of eq. (2.34)1 in the
second frame; this allows us to see that eqs. (2.39) are the transformation
rules for the Lagrange multipliers.
Similarly, by substituting eqs. (2.38) in eq. (2.34)2, we find

dφ̂k = λ̂dmk + λ̂idmki + λ̂ijdmkij + λ̂illdmkill + λ̂iilldmkiill (2.41)

which is the counterpart of eq. (2.34)2 in other frame.
The counterparts of eqs. (2.35) in the second frame are

ĥ′ = mλ̂ + miλ̂i + mijλ̂ij + millλ̂ill + miillλ̂iill − ĥ

φ̂
′k = mkλ̂ + mkiλ̂i + mkijλ̂ij + mkillλ̂ill + mkiillλ̂iill − φ̂k; (2.42)

differentiating them and using eqs. (2.38)6,7, (2.40) and (2.41) we obtain
respectively

dĥ′ = mdλ̂ + midλ̂i + mijdλ̂ij + milldλ̂ill + miilldλ̂iill,

dφ̂
′k = mkdλ̂ + mkidλ̂i + mkijdλ̂ij + mkilldλ̂ill + mkiilldλ̂iill.

Taking their derivatives with respect to the various components of the main
field we have

m =
∂ĥ′

∂λ̂
, mi =

∂ĥ′

∂λ̂i

, mij =
∂ĥ′

∂λ̂ij

, mill =
∂ĥ′

∂λ̂ill

, miill =
∂ĥ′

∂λ̂iill

,

mk =
∂φ̂

′k

∂λ̂
, mki =

∂φ̂
′k

∂λ̂i

, mkij =
∂φ̂

′k

∂λ̂ij

, mkill =
∂φ̂

′k

∂λ̂ill

, mkiill =
∂φ̂

′k

∂λ̂iill

.

(2.43)

Comparing the correspondent terms in the two rows of eq. (2.43) we obtain
the following compatibility conditions:

∂ĥ′

∂λ̂k

=
∂φ̂

′k

∂λ̂
,

∂ĥ′

∂λ̂ki

=
∂φ̂

′k

∂λ̂i

,
∂ĥ′

∂λ̂ill

=
∂φ̂

′k

∂λ̂ij

δj
i ,

φ̂
′k]

∂λ̂i[j

= 0,
∂ĥ′

∂λ̂kkll

=
∂φ̂

′k

∂λ̂ill

δk
i ,

∂φ̂
′k]

∂λ̂ll[i

= 0. (2.44)

By substituting h, ĥ, φk and φ̂k from eqs. (2.35)1, (2.42)1, (2.35)2, (2.42)2

into eqs. (2.38)6,7, these become

h′ = ĥ′, φ
′k = φ̂

′k + ĥ′vk, (2.45)

where (2.38)1−5 and (2.39) have been used.
Now, from eqs. (2.45) we see that h′ and φ

′k are composite functions of ĥ′
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and φ̂
′k and of eqs. (2.39); but h′ and φ

′k depend only on λ, λi, λij, λill, λiill

and not on vh. In other words, the derivative of h′ and φ
′k with respect to

vh, through the above mentioned composite functions, must be zero, i.e.

∂h′

∂vh

= 0 = mλ̂h +2miλ̂ih + λ̂ipp

(
mllδ

h
i + 2mih

)
+4mhllλ̂ppqq (2.46)

∂φ
′k

∂vh

= 0 = mkλ̂h+2mkiλ̂ih+λ̂ipp

(
mkllδ

h
i + 2mkih

)
+4mkhllλ̂ppqq+δk

hh
′ (2.47)

where (2.43) and (2.39) have been used.
The entropy principle and that of material objectivity reduce in imposing
eqs. (2.46), (2.47) and (2.44). We want to impose these conditions up to
whatever order with respect to thermodynamical equilibrium. As said in
chapter 1, this is defined as the state where all the components of the main
field, except λ̂ and λ̂ij = 1

3
λ̂llδij, amounts to zero. To avoid an excessive

quantity of indexes, we will do later the expansion with respect to λ̂ppqq. The

expansion of the tensor φ̂
′i with respect to the other variables is

φ̂
′i =

∞∑
p=0

∞∑
q=0

∞∑
r=0

1

p!q!r!
φii1···ipj1···jqk1h1···krhr

p,q,r λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
(2.48)

with φii1···ipj1···jqk1h1···krhr
p,q,r (λ̂, λ̂ll, λ̂ppqq) =

=

(
∂p+q+rφ̂

′i

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂hrkr

)

eq

. (2.49)

Now, from the compatibility conditions (2.44)2, (2.44)6 and (2.44)4 we see
that we can exchange the index i respectively with each other index taken
from i1 · · · ip, j1, · · · jq and h1 · · ·hr or k1 · · · kr, so φ

ii1···ipj1···jqk1h1···krhr
p,q,r is a

symmetric tensor with respect to any couple of indexes.
Moreover φ

ii1···ipj1···jqk1h1···krhr
p,q,r depends only on scalars, so that

{
φ

ii1···ipj1···jqk1h1···krhr
p,q,r = 0 if p+q+2r+1 is odd

φ
ii1···ipj1···jqk1h1···krhr
p,q,r = φp,q,r(λ̂, λ̂ll, λ̂ppqq)δ

ii1 · · · δkrhr if p+q+2r+1 is even,

(2.50)
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so that φ
ii1···ipj1···jqk1h1···krhr
p,q,r is known except for a scalar function.

Similarly, for the tensor ĥ′ we have

ĥ′ =
∞∑

p=0

∞∑
q=0

∞∑
r=0

1

p!q!r!
hi1···ipj1···jqk1h1···krhr

p,q,r λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
(2.51)

with hi1···ipj1···jqk1h1···krhr
p,q,r (λ̂, λ̂ll, λ̂ppqq) =

=

(
∂p+q+rĥ′

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂hrkr

)

eq

. (2.52)

Taking the derivatives with respect to λ̂jll of the compatibility conditions
(2.44)1 and (2.44)2 and using (2.44)6 we see that we can exchange every in-
dex taken from j1, · · · jq with each other. Similarly, taking the derivative of

eq. (2.44)1 with respect to λ̂rs and using eq. (2.44)4 we see that we can
exchange every index taken from i1, · · · , ip with each other. Consequently,

h
i1···ipj1···jqk1h1···krhr
p,q,r is a symmetric tensor with respect to any couple of in-

dexes; moreover it depends only on scalars, so that

{
h

i1···ipj1···jqk1h1···krhr
p,q,r = 0 if p+q+2r is odd

h
i1···ipj1···jqk1h1···krhr
p,q,r = hp,q,r(λ̂, λ̂ll, λ̂ppqq)δ

i1i2 · · · δkrhr if p+q+2r is even.

(2.53)

In other words, also h
i1···ipj1···jqk1h1···krhr
p,q,r is known except for a scalar function.

We want to avoid to use eqs. (2.49) and (2.52) in the sequel. To this end we
note that we can consider

∂p+q+rĥ′

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂hrkr

and
∂p+q+rφ̂

′k

∂λ̂i1 · · · ∂λ̂ip∂λ̂j1ll · · · ∂λ̂jqll∂λ̂k1h1 · · · ∂λ̂hrkr

depending on λ̂ab as composite functions through λ̂<ab> =
(
δi
aδ

j
b − 1

3
δijδab

)
λ̂ij

and λ̂ll. With this in mind let us take their derivatives with respect to λ̂ab,
after that contract them with δab and calculate the result at equilibrium; we
find

h
i1···ipj1···jqk1h1···krhrab
p,q,r+1 δab = 3

∂

∂λ̂ll

hi1···ipj1···jqk1h1···krhr
p,q,r (2.54)
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and φ
ii1···ipj1···jqk1h1···krhrab
p,q,r+1 δab = 3

∂

∂λ̂ll

φii1···ipj1···jqk1h1···krhr
p,q,r . (2.55)

An interesting consequence of eq. (2.54) can be observed as follows.
Let us take the derivative of ĥ′ with respect to λ̂ij taking into account that

λ̂ij = 1
3
λ̂llδij + λ̂<ij>:

∂ĥ′

∂λ̂ij

=
∞∑

p=0

∞∑
q=0

∞∑
r=0

1

p!q!r!

∂h
i1···ipj1···jqk1h1···krhr
p,q,r

∂λ̂ll

λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
δij +

+
∞∑

p=0

∞∑
q=0

∞∑
r=1

r

p!q!r!
hi1···ipj1···jqk1h1···krhr

p,q,r λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂kr−1hr−1 −

1

3
λ̂llδkr−1hr−1

)(
δi
hr

δj
kr
− 1

3
δhrkrδ

ij

)
,

which, by using eq. (2.54), becomes

∂ĥ′

∂λ̂ij

=

[ ∞∑
p=0

∞∑
q=0

∞∑
r=0

1

p!q!r!

1

3
h

i1···ipj1···jqk1h1···krhrab
p,q,r+1 δabλ̂i1 · · · λ̂ip ·

λ̂j1ll · · · λ̂jqll

(
λ̂k1h1 −

1

3
λ̂llδk1h1

)
· · ·

(
λ̂krhr −

1

3
λ̂llδkrhr

)
δij +

−
∞∑

p=0

∞∑
q=0

∞∑
r=1

r

p!q!r!

1

3
hi1···ipj1···jqk1h1···krhr

p,q,r λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂kr−1hr−1 −

1

3
λ̂llδkr−1hr−1

)
δhrkr

]
δij +

+
∞∑

p=0

∞∑
q=0

∞∑
r=1

r

p!q!r!
hi1···ipj1···jqk1h1···krhr

p,q,r λ̂i1 · · · λ̂ipλ̂j1ll · · · λ̂jqll ·
(

λ̂k1h1 −
1

3
λ̂llδk1h1

)
· · ·

(
λ̂kr−1hr−1 −

1

3
λ̂llδkr−1hr−1

)
δi
hr

δj
kr

;

We note that the term in square brackets amounts to zero as can be easily
proved by substituting r=R+1 in the second sum. What remains can be
written as

∂ĥ′

∂λ̂ij

=
∂ĥ′

∂λ̂<ij>

,
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where the derivative in the right hand side has been taken without conside-
ring that the components of λ̂<ij> aren’t independent because restricted by

λ̂<ij>δij = 0. Proceeding similarly with φ̂
′k and using eq. (2.55) we find that

∂φ̂
′k

∂λ̂ij

=
∂φ̂

′k

∂λ̂<ij>

.

After that, we see that eq. (2.49) and (2.52) become consequences of eqs.
(2.48) and (2.51) so that they can be forgotten. But, instead of them, we
have to impose eqs. (2.54) and (2.55).
Expliciting eq. (2.54) by means of eq. (2.53) we have

hp,q,r+1 = 3
p + q + 2r + 1

p + q + 2r + 3

∂hp,q,r

∂λ̂ll

, (2.56)

from which

hp,q,r = 3r p + q + 1

p + q + 2r + 1

∂rhp,q,0

∂λ̂r
ll

, (2.57)

as it can be seen by using the iterative procedure.
Similarly, expliciting eq. (2.55) by means of eq. (2.50), we have

φp,q,r+1 = 3
p + q + 2r + 2

p + q + 2r + 4

∂φp,q,r

∂λ̂ll

, (2.58)

from which

φp,q,r = 3r p + q + 2

p + q + 2r + 2

∂rφp,q,0

∂λ̂r
ll

, (2.59)

that can be proved using the iterative procedure.
If we introduce the quantities

{
kp,q = hp,q,0 if p+q is even

kp,q = φp,q,0 if p+q is odd,
(2.60)

we note that ĥ′ and φ̂
′k are known if we know all the terms of the infinity

matrix kp,q; so our aim is to find kp,q. We have also to impose the compati-
bility conditions (2.44) and the conditions (2.46) and (2.47) expressing the
Galilean relativity principle.
Let us begin by investigating the conditions (2.44).

44



2.3.2 Exploitation of the conditions (2.44)

Now let’s impose conditions (2.44) on our tensors. We notice that equa-

tions (2.44)4,6 are already satisfied because the tensors φ
ii1···ipj1···jqh1k1···hrkr
p,q,r

are symmetric, so there remains to impose eqs. (2.44)1,2,3,5.

• Eq. (2.44)1, by using (2.48), (2.50), (2.52) and (2.53), becomes

hp+1,q,r =
∂φp,q,r

∂λ̂
(2.61)

which, for r=0 reads

hp+1,q,0 =
∂φp,q,0

∂λ̂
(2.62)

and, for the other values of r is consequence of (2.57), (2.59), (2.62). This
last one, by using (2.60), can be written also as

kp+1,q =
∂kp,q

∂λ̂
with p+q+1 even. (2.63)

In other words, the elements with p+q+1 even of the matrix kp+1,q can be
expressed in terms of that of the same column but previous row.

• Let us impose now eq. (2.44)2, using eqs. (2.48), (2.50), (2.52) and
(2.53); we obtain

hp,q,r+1 = φp+1,q,r (2.64)

which, by using eqs. (2.57) and (2.59) is equivalent to

φp+1,q,0 = 3
p + q + 1

p + q + 3

∂hp,q,0

∂λ̂ll

(2.65)

and this, by using (2.60), becomes

kp+1,q = 3
p + q + 1

p + q + 3

∂kp,q

∂λ̂ll

with p+q even. (2.66)

Using (2.63) or (2.66) we can express all the elements of the matrix kp,q in
terms of those in the same column and previous row. Iterating this procedure
each element can be expressed in terms of the elements in the first row of the
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matrix. In fact joining eqs. (2.63) and (2.66) we obtain





kp,q = 3
p
2

q+1
p+q+1

∂p

∂λ̂ll

p
2 ∂λ̂

p
2
k0,q with p and q even,

kp,q = 3
p−1
2

q+2
p+q+1

∂p

∂λ̂ll

p−1
2 ∂λ̂

p+1
2

k0,q with p and q odd,

kp,q = 3
p
2

q+2
p+q+2

∂p

∂λ̂ll

p
2 ∂λ̂

p
2
k0,q with p even and q odd,

kp,q = 3
p+1
2

q+1
p+q+2

∂p

∂λ̂ll

p+1
2 ∂λ̂

p−1
2

k0,q with p odd and q even.

(2.67)

• Finally, let us consider eqs. (2.44)3,5. Using eqs. (2.48), (2.50), (2.52)
and (2.53) they become respectively

hp,q+1,r =
p + q + 2r + 4

p + q + 2r + 2
φp,q,r+1 (2.68)

and

∂hp,q,r

∂λ̂kkll

=
p + q + 2r + 3

p + q + 2r + 1
φp,q+1,r. (2.69)

By using eqs. (2.57), (2.59) and finally (2.60) the above equations transform
respectively into

kp,q+1 = 3
∂kp,q

∂λ̂ll

with p+q+1 even (2.70)

and

kp,q+1 =
p + q + 1

p + q + 3

∂kp,q

∂λ̂aabb

with p+q+1 odd. (2.71)

In other words with eqs. (2.70) and (2.71) each element of the matrix kp,q

can be written in terms of the element in the same row and previous column.
But we already know, by eqs. (2.67), each row of the matrix kp,q in terms of
the first one; so we have to investigate the compatibility of these two results.
By substituting eqs. (2.67) into eqs. (2.70) and (2.71) we obtain a series of
equations for the first row of the matrix kp,q, i.e.,





k0,q+1 = 3 ∂

∂λ̂ll
k0,q q odd,

9 q+1
q+3

∂2

∂λ̂2
ll

k0,q = ∂

∂λ̂
k0,q+1 q even,

q+1
q+3

∂

∂λ̂aabb
k0,q = k0,q+1 q even,

∂

∂λ̂aabb

∂

∂λ̂
k0,q = 3 ∂

∂λ̂ll
k0,q+1 q odd,

(2.72)
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and other equations which are consequences of these last ones. Now eqs.
(2.72)1 and (2.72)3 give each element k0,q in terms of k0,0, i.e.,

k0,q = 3
q
2

1

q + 1

∂q

∂λ̂
q
2
ll∂λ̂

q
2
aabb

k0,0 with q even (2.73)

k0,q = 3
q−1
2

1

q + 2

∂q

∂λ̂
q−1
2

ll ∂λ̂
q+1
2

aabb

k0,0 with q odd. (2.74)

Through these two equations is possible to express a generic element in the
first row in terms of the first element in the same first row of the matrix.
Eq. (2.72)2,4 remain to be imposed. The first one of these with q=0 and by
use of (2.73) reads

9
∂2

∂λ̂2
ll

k0,0 =
∂

∂λ̂

∂

∂λ̂aabb

k0,0, (2.75)

which is a condition on k0,0. After that eq. (2.72)2 for the other values of q
is a consequence of eq. (2.75).
At last, eq. (2.72)4 with use of (2.73) and (2.74) becomes equivalent to its
value for q=1, i.e.,

9
∂3

∂λ̂2
ll∂λ̂aabb

k0,0 =
∂3

∂λ̂∂λ̂2
aabb

k0,0,

which is eq. (2.75) differentiated with respect to λ̂aabb; so it is sufficient to
impose eq. (2.75).
We can now substitute eqs. (2.73) and (2.74) into eqs. (2.67) which now
become





kp,q = 3
p+q
2

1
p+q+1

∂p+q

∂λ̂ll

p+q
2 ∂λ̂

p
2 ∂λ̂aabb

q
2
k0,0 with p and q even,

kp,q = 3
p+q−2

2
1

p+q+1
∂p+q

∂λ̂ll

p+q−2
2 ∂λ̂

p+1
2 ∂λ̂aabb

q+1
2

k0,0 with p and q odd,

kp,q = 3
p+q−1

2
1

p+q+2
∂p+q

∂λ̂ll

p+q−1
2 ∂λ̂

p
2 ∂λ̂aabb

q+1
2

k0,0 with p even and q odd,

kp,q = 3
p+q+1

2
1

p+q+2
∂p+q

∂λ̂ll

p+q+1
2 ∂λ̂

p−1
2 ∂λ̂aabb

q
2
k0,0 with p odd and q even.

(2.76)

In this way all the elements of the matrix kp,q are determined in terms of k0,0

which is restricted, until now, only by eq. (2.75). Another restriction will be
found in the next section.
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2.3.3 Exploitation of the conditions (2.46) and (2.47)

There remains now to impose eqs. (2.46) and (2.47), but we can see that
(2.46) is a consequence of (2.47) and (2.44). In fact

• the derivative of (2.46) with respect to λ̂k is equal to the derivative of
(2.47) with respect to λ, thanks to (2.43), (2.44)1,

• the derivative of (2.46) with respect to λ̂kb is exactly the derivative of
(2.47) with respect to λb, thanks to (2.43), (2.44)2,1,

• the derivative of (2.46) with respect to λ̂kll is exactly the derivative of
(2.47) with respect to λab, contracted after derivation by δab, thanks to
(2.43), (2.44)3,2,

• the derivative of (2.46) with respect to λ̂kkll is exactly the derivative of
(2.47) with respect to λill, contracted after derivation by δki, thanks to
(2.43), (2.44)5.

Consequently, eq. (2.46) needs to be imposed only for λ̂k = 0, λ̂ab = 0,
λ̂kll = 0 and λ̂kkll = 0, and in this case it is an identity. So it remains to
impose only eq. (2.47). To this end it is useful to use the identity

∂r

∂λ̂k1h1 · · · ∂λ̂krhr

(
λ̂ij

∂φ
′k

∂λ̂i

)
= λ̂ij

∂r+1φ
′k

∂λ̂i∂λ̂k1h1 · · · ∂λ̂krhr

+ rδj(k1

∂rφ
′k

∂λ̂h1∂λ̂k2h2 · · · ∂λ̂krhr)

whose proof can be found in the Appendix of [15] and holds also if, in our
case, φ̂

′k depends on the further independent variable λ̂aabb.
Let us take now the derivative of eq. (2.47) with respect to λ̂i1 · · · λ̂ip ,

λ̂j1ll · · · λ̂jqll, λ̂k1h1 · · · λ̂krhr . If we calculate it at equilibrium and we use eqs.
(2.49) and (2.52) we obtain

pδh(i1

∂

∂λ̂
φ

i2···ip)kj1···jqh1k1···hrkr

p−1,q,r +
2

3
λ̂llφ

khi1···ipj1···jqh1k1···hrkr

p+1,q,r +

+ 2rδh(k1φ
h1k2···hrkr)ki1···ipj1···jq

p+1,q,r−1 + 2qφ
khi1···ipj1···jqh1k1···hrkr

p,q−1,r+1 +

+ qδh(j1φ
j2···jq)ki1···iph1k1···hrkrab
p,q−1,r+1 δab + 4λ̂aabbφ

ki1···ipj1···jqhh1k1···hrkr

p,q+1,r +

+ hi1···ipj1···jqh1k1···hrkr
p,q,r δhk = 0. (2.77)

To evaluate this condition it will be useful to do the following considerations:
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1) Let ψ··· be a symmetric tensor; it is easy to prove that

δh(i1ψi2···ipj1···jqe1···esk) =
p

p + q + s + 1
δh(i1ψi2···ip)j1···jqe1···esk +

+
q

p + q + s + 1
δh(j1ψj2···jq)i1···ipe1···esk +

+
s

p + q + s + 1
δh(e1ψe2···es)i1···ipj1···jqk +

+
1

p + q + s + 1
δhkψi1···ipj1···jqe1···es .

2) Moreover we have

φ
j2···jqki1···iph1k1···hrkrab
p,q−1,r+1 δab = φp,q−1,r+1

q + p + 2r + 3

q + p + 2r + 1
δ(j2···jqki1···iph1k1···hrkr).

3) Finally, we can express everything in terms of the scalar hp,q,r using the
following relations:





∂

∂λ̂
φp−1,q,r = hp,q,r from eq. (2.61),

φp+1,q,r−1 = hp,q,r, φp+1,q,r = hp,q,r+1 from eq. (2.64),

φp,q−1,r+1 = p+q+2r+1
p+q+2r+3

hp,q,r from eq. (2.68),

φp,q+1,r = p+q+2r+1
p+q+2r+3

∂

∂λ̂aabb
hp,q,r from eq. (2.69).

All these results allow to rewrite eq. (2.77) as

0 = hp,q,r(p + q + 2r + 1)δh(i1δi2···hrkrk) +
2

3
λ̂llδ

khi1···hrkrhp,q,r+1 +

+2q
p + q + 2r + 1

p + q + 2r + 3
δkhi1···hrkrhp,q,r + 4λ̂aabb

p + q + 2r + 1

p + q + 2r + 3

∂hp,q,r

∂λ̂aabb

δhki1···hrkr ,

where the notation δe1e2···e2s = δ(e1e2 · · · δe2s−1e2s) has been used; the result is
equivalent to

0 = (p + q + 2r + 1)hp,q,r +
2

3
λ̂llhp,q,r+1 +

+
p + q + 2r + 1

p + q + 2r + 3

(
2qhp,q,r + 4λ̂aabb

∂hp,q,r

∂λ̂aabb

)
.

This equation, by using eqs. (2.57) and (2.60), becomes

0 = (p + 3q + 2r + 3)
∂r

∂λ̂r
ll

kp,q + 2λ̂ll
∂r+1

∂λ̂r+1
ll

kp,q + 4λ̂aabb
∂r

∂λ̂r
ll

∂kp,q

∂λ̂aabb

with p+q even. We note that if this relation holds until a fixed r taking its
derivative with respect to λ̂ll we obtain that it holds also with r+1 replacing
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r. Therefore, it suffices to impose this relation for the lower value of r, i.e for
r=0. In this case it becomes

0 = (p + 3q + 3)kp,q + 2λ̂ll
∂

∂λ̂ll

kp,q + 4λ̂aabb
∂kp,q

∂λ̂aabb

, (2.78)

with p+q even.
Let us firstly analyze the case with p and q even. Putting eq. (2.67)1 into
(2.78) we have

0 = (p + 3q + 3)
∂p

∂λ̂
p
2
ll∂λ̂

p
2

k0,q + 2λ̂ll
∂p+1

∂λ̂
p
2
+1

ll ∂λ̂
p
2

k0,q + 4λ̂aabb
∂p

∂λ̂
p
2
ll∂λ̂

p
2

∂k0,q

∂λ̂aabb

.

We note that if this relation holds until a fixed p taking its derivative with
respect to λ̂ll and then with respect to λ̂, we obtain that it holds also with
p+2 replacing p (p must be even). Therefore, it suffices to impose this
relation for the lower even value of p, i.e for p=0.
In this case it becomes

0 = (3q + 3)k0,q + 2λ̂ll
∂

∂λ̂ll

k0,q + 4λ̂aabb
∂k0,q

∂λ̂aabb

, (2.79)

that is (2.78) calculated in p=0.
By using eq. (2.73) we see that eq. (2.79) becomes

0 = (3q + 3)
∂q

∂λ̂
q
2
ll∂λ̂

q
2
aabb

k0,0 + 2λ̂ll
∂q+1

∂λ̂
q
2
+1

ll ∂λ̂
q
2
aabb

k0,0 + 4λ̂aabb
∂q

∂λ̂
q
2
ll∂λ̂

q
2
aabb

∂k0,0

∂λ̂ccgg

.

We note that if this relation holds until a fixed q taking its derivative with
respect to λ̂ll and then with respect to λ̂aabb, we obtain that it holds also
with q+2 replacing q (q must be even). Therefore, it suffices to impose this
relation for the lower even order of q, i.e for q=0. In this case it becomes

0 = 3k0,0 + 2λ̂ll
∂

∂λ̂ll

k0,0 + 4λ̂aabb
∂k0,0

∂λ̂aabb

, (2.80)

that is (2.78) calculated in p=0, q=0.
There remains the case with p and q odd. We will see that it will give only
identities. In fact, putting eq. (2.67)2 into (2.78), this becomes

0 = (p + 3q + 3)
∂p

∂λ̂
p−1
2

ll ∂λ̂
p+1
2

k0,q +

+ 2λ̂ll
∂p+1

∂λ̂
p−1
2

+1

ll ∂λ̂
p+1
2

k0,q + 4λ̂aabb
∂p

∂λ̂
p−1
2

ll ∂λ̂
p+1
2

∂k0,q

∂λ̂aabb

.
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We note that if this relation holds until a fixed p taking its derivative with
respect to λ̂ll and then with respect to λ̂, we obtain that it holds also with
p+2 replacing p (p must be odd). Therefore, it suffices to impose this relation
for the lower odd value of p, i.e p=1. In this case it becomes

0 = (3q + 4)
∂

∂λ̂
k0,q + 2λ̂ll

∂2

∂λ̂∂λ̂ll

k0,q + 4λ̂aabb
∂2k0,q

∂λ̂∂λ̂aabb

. (2.81)

This relation, by using eq. (2.74) becomes

0 = (3q + 4)
∂q

∂λ̂
q−1
2

ll ∂λ̂
q+1
2

aabb

∂

∂λ̂
k0,0 +

+ 2λ̂ll
∂q+1

∂λ̂
q−1
2

+1

ll ∂λ̂
q+1
2

aabb

∂

∂λ̂
k0,0 + 4λ̂aabb

∂q

∂λ̂
q−1
2

ll ∂λ̂
q+1
2

aabb

∂2k0,0

∂λ̂ccgg∂λ̂
.

We note that if this relation holds until a fixed q, taking its derivative with
respect to λ̂ll and then with respect to λ̂aabb, we obtain that it holds also
with q+2 replacing q (q must be odd). Therefore, it suffices to impose this
relation for the lower odd value of q, i.e q=1. In this case it becomes

0 = 7
∂2

∂λ̂∂λ̂ppqq

k0,0 + 2λ̂ll
∂3

∂λ̂∂λ̂ll∂λ̂ppqq

k0,0 + 4λ̂ppqq
∂3k0,0

∂λ̂∂λ̂2
ppqq

,

which is a consequence of (2.80) because it is its second derivative with
respect to λ̂ and λ̂ppqq. In this way, we have seen that the conditions (2.46)
and (2.47) give only the restriction (2.80) for k0,0 and many identities.
So we have that every element of the matrix kp,q can be expressed
as function of k0,0 and this is restricted only by eqs. (2.75) and
(2.80).
Let us conclude by exploiting these conditions and let us do it by using the
expansion of k0,0 around the state with λ̂ppqq = 0, i.e.,

k0,0 =
∞∑

s=0

1

s!
ks(λ̂, λ̂ll)λ̂

s
ppqq. (2.82)

Using (2.82), eq. (2.75) becomes

9
∂2ks

∂λ̂2
ll

=
∂ks+1

∂λ̂
, (2.83)

while eq. (2.80) transforms into

0 = 3
∞∑

s=0

1

s!
ksλ̂

s
ppqq + 2λ̂ll

∞∑
s=0

1

s!

∂ks

∂λ̂ll

λ̂s
ppqq + 4

∞∑
s=1

1

(s− 1)!
ksλ̂

s
ppqq
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i.e.

{
3k0 + 2λ̂ll

∂k0

∂λ̂ll
= 0 for s=0,

3ks + 2λ̂ll
∂ks

∂λ̂ll
+ 4sks = 0 for s ≥ 1;

but the relation for s=0 is contained in the other equation, so that they can
be written as

(3 + 4s)ks + 2λ̂ll
∂ks

∂λ̂ll

= 0 ∀s ≥ 0,

whose solution is

ks = λ̂
− 3+4s

2
ll k̃s(λ̂). (2.84)

This allows to rewrite eq. (2.83) as

∂k̃s+1

∂λ̂
= k̃s

9

4
(3 + 4s)(5 + 4s). (2.85)

In this way we have found that k̃0(λ̂) is an arbitrary single-variable function,

while the other functions k̃s+1(λ̂) are determined by (2.85), except for a
numerable family of constants arising from integration.

2.3.4 The 13 moments model as a subsystem of the 14
moments one

To verify that the 13 moments case is a subsystem of the 14 moments one
we will show that the relations obtained in the previous section for the scalar
functions j0,q are satisfied by the value of k0,q found here but considering

λ̂ppqq = 0. Firstly we have to rewrite the expressions of k0,q. Substituting eq.
(2.82) into eq. (2.73) we have

k0,q = 3
q
2

1

q + 1

∞∑
s=0

1

s!

∂
q
2 ks

∂λ̂
q
2
ll

∂
q
2 λ̂s

ppqq

∂λ̂
q
2
ppqq

=

= 3
q
2

1

q + 1

∞∑

s= q
2

1

s!

∂
q
2 ks

∂λ̂
q
2
ll

s(s− 1) · · · (s− q

2
+ 1)λ̂

s− q
2

ppqq

If we calculate this for λ̂ppqq = 0, only the term for s = q
2

remains, so our
relations become

k0,q = 3
q
2

1

q + 1

∂
q
2 k q

2

∂λ̂
q
2
ll

with q even.
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Substituting eq. (2.82) into eq. (2.74), still making the previous considera-
tions, we have

k0,q = 3
q−1
2

1

q + 2

∂
q−1
2 k q+1

2

∂λ̂
q−1
2

ll

with q odd.

Now using eqs. (2.84) we obtain

k0,q =





3
q
2

1
q+1

(−1
2

) q
2 η(3 + 2q, 3q + 1)λ̂

− 3+3q
2

ll k̃ q
2

for q even,

3
q−1
2

1
q+2

(−1
2

) q−1
2 η(5 + 2q, 3q + 2)λ̂

− 4+3q
2

ll k̃ q+1
2

for q odd.

(2.86)

where η(a, b) = a(a− 2)(a− 4) · · · (b + 2)b.
Comparing this result with the corresponding one for h0,q,0 and φ0,q,0 (i.e.
eqs. (2.18) and (2.19)), we find that they are the same, except for identifying

h̃0,q(λ̂) =

(
−3

2

) q
2 1

q + 1
η(3 + 2q, 3q + 1)k̃ q

2
(λ̂) (2.87)

and for setting cq = 0.

It is easy to verify that with h̃0,q given by eq. (2.87), the condition (2.17)
becomes exactly the present eq. (2.85), except for substituting q=2s+2, and
viceversa. All the other results for the 13 moments model, can be obtained
by substituting λ̂aabb = 0 in the present ones except for the new restriction
cq = 0.
In other words, for the 13 moments model, the solution was found except
for two families of constants, one arising from integration of eq. (2.17) and
another constituted by the constants cq appearing in eq. (2.19). This second
family of constants doesn’t appear if the 13 moments model is obtained as a
subsystem of the 14 moments one.

2.3.5 The comparison with the kinetic approach

The solution of our conditions proposed by the kinetic approach, see [2] and
[20], is

h′ =

∫
F (λ + λic

i + λijc
icj + λillc

ic2 + λaabbc
4)dc1dc2dc3

φ
′k =

∫
F (λ + λic

i + λijc
icj + λillc

ic2 + λaabbc
4)ckdc1dc2dc3,
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(where F is related with the distribution function at equilibrium), and it is
easy to see that it satisfies the conditions (2.44), (2.46), (2.47). We can now
see that it is a particular case of our general solution. In fact eqs. (2.49) and
(2.52) now become

φii1···ipj1···jqk1h1···krhr
p,q,r =

∫
F (p+q+r)(λ +

1

3
λllc

2 + λaabbc
4)

cici1 · · · cipcj1 · · · cjqc2qch1ck1 · · · chrckrdc1dc2dc3,

hi1···ipj1···jqk1h1···krhr
p,q,r =

∫
F (p+q+r)(λ +

1

3
λllc

2 + λaabbc
4)

ci1 · · · cipcj1 · · · cjqc2qch1ck1 · · · chrckrdc1dc2dc3,

and it is easy to see that eqs. (2.54) and (2.55) are satisfied.
Eqs. (2.50) and (2.53) hold with

φp,q,r =
4π

p + q + 2r + 2

∫ ∞

0

F (p+q+r)(λ +
1

3
λllc

2 + λaabbc
4)cp+3q+2r+3dc,

hp,q,r =
4π

p + q + 2r + 1

∫ ∞

0

F (p+q+r)(λ +
1

3
λllc

2 + λaabbc
4)cp+3q+2r+2dc.

Eqs. (2.57) and (2.59) are consequences of these. The definitions (2.60) now
become

kp,q =
4π

p + q + 1

∫ ∞

0

F (p+q)(λ +
1

3
λllc

2 + λaabbc
4)cp+3q+2dc if p+q is even,

kp,q =
4π

p + q + 2

∫ ∞

0

F (p+q)(λ +
1

3
λllc

2 + λaabbc
4)cp+3q+3dc if p+q is odd.

From these it follows

k0,0 = 4π

∫ ∞

0

F (λ +
1

3
λllc

2 + λaabbc
4)c2dc

and it is not difficult to see that eqs. (2.75) and (2.76) are satisfied.
Proof of eq. (2.80) needs an integration by parts, as follows

0 = 3

∫ ∞

0

Fc2dc +
2

3
λll

∫ ∞

0

F ′c4dc + 4λaabb

∫ ∞

0

F ′c6dc =

= 3

∫ ∞

0

Fc2dc +

∫ ∞

0

(
dF

dc

)
c3dc = 3

∫ ∞

0

Fc2dc +
∣∣Fc3

∣∣∞
0
−

∫ ∞

0

3Fc2dc

which is satisfied because

lim
c→∞

Fc3 = 0.

54



We can now see that eq. (2.82) holds with

ks = 4π

∫ ∞

0

F (s)(λ +
1

3
λllc

2)c4s+2dc,

of which eq. (2.83) is an easy consequence.

By using the change of the integration variables c = ηλ
− 1

2
ll , we obtain eq.

(2.84) with

k̃s = 4π

∫ ∞

0

F (s)(λ +
1

3
η2)η4s+2dη. (2.88)

Proof of eq. (2.84) needs two integrations by part, as follows

d

dλ
k̃s+1 = 4π

∫ ∞

0

F (s+2)(λ +
1

3
η2)η4s+6dη =

=

∣∣∣∣4πF (s+1)(λ +
1

3
η2)

3

2
η4s+5

∣∣∣∣
∞

0

+

−
∫ ∞

0

6π(4s + 5)F (s+1)(λ +
1

3
η2)η4s+4dη =

=

∣∣∣∣−6π(4s + 5)F (s)(λ +
1

3
η2)

3

2
η4s+3

∣∣∣∣
∞

0

+

−
∫ ∞

0

−9π(4s + 5)(4s + 3)F (s)(λ +
1

3
η2)η4s+2dη =

=
9

4
(4s + 3)(4s + 5)k̃s.

Consequently, the kinetic approach suggest to take

k̃0(λ) = 4π

∫ ∞

0

F (λ +
1

3
η2)η2dη,

which is only a change from our arbitrary function k̃0(λ) to the arbitrary
function F; moreover it considers only a particular solution of the eqs. (2.85),
i.e., eq. (2.88). In this way the numerable family of arbitrary constants
arising from integration of eq. (2.85) doesn’t appear in the kinetic approach.
Then the macroscopic approach here considered is more general than the
kinetic one.
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Chapter 3

Dense gases and
macromolecular fluids

In previous chapters we have considered ideal gases but this case doesn’t take
into account the interactions between atoms and molecules. In this chapter
we will apply the methodology described in the previous chapter to less
restrictive model describing more complex fluids. In particular we will find
the solutions of interesting models as that for dense gases and macromolecular
fluids with 13 and 14 moments.

3.1 The 13 moments case

For dense gases and macromolecular fluids the symmetry of system (1.34) is
lost, so that the appropriate equations are

∂tF + ∂kFk = 0 ,

∂tFi + ∂kGik = 0 ,

∂tFij + ∂kGijk = P<ij> ,

∂tFill + ∂kGillk = Pill , (3.1)

with Fij = Fji, Gijk = Gjik, P<ij> = P<ji>, and this last tensor, with Pill are
the production terms. If we consider also the conditions Gik = Fik, Gill = Fill

we came back to the case of ideal gases.
The entropy law reads

dh = λdF + λidFi + λijdF ij + λilldF ill ,

dφk = λdFk + λidGik + λijdGijk + λilldGillk , (3.2)
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plus the residual inequality which we leave out for the sake of brevity.
By taking λ, λi, λij, λill as independent variables, and defining the potentials

h̃ = λF + λiF
i + λijF

ij + λillF
ill − h , (3.3)

φ̃k = λFk + λiGik + λijGijk + λillGillk − φk ,

eqs. (3.2) become

F =
∂h̃

∂λ
, F i =

∂h̃

∂λi

, F ij =
∂h̃

∂λij

, F ill =
∂h̃

∂λill

, (3.4)

∂φ̃k

∂λ
=

∂h̃

∂λk
, Gik =

∂φ̃k

∂λi

, Gijk =
∂φ̃k

∂λij

, Gillk =
∂φ̃k

∂λill

. (3.5)

In order to impose the principle of material objectivity, let us consider the
following change of independent variables

F = m

Fi = mvi

Fij = mvivj + mij

Fill = mill + mllvi + 2milvl + mv2vi (3.6)

and of constitutive functions

Gik = mvivk + Mik , (3.7)

Gijk = Fijvk + 2v(iMj)k + Mijk ,

Gillk = Fillvk + v2Mik + 2vivlMlk + viMllk + 2vlMlik + Millk .

The principle of material objectivity implies that h, φk − hvk, Mik, Mijk,
Millk, Mi don’t depend on vi. Imposing this condition for h and φk − hvk we
obtain

0 = Fλa + 2λiaFi + λill(Fllδia + 2Fia) , (3.8)

0 = Fkλa + 2λiaGik + λill(Gllkδia + 2Giak) +

+ (λF + λiFi + λijFij + λillFill − h)δka ;

where eqs (3.2) have been used. The independence of Mik, Mijk, Millk, Mi

on vi follows as consequence. In fact, eqs. (3.2) now become

dh = λIdm + λI
ijdmij + λI

illdmill (3.9)

d(φk − hvk) = λI
i dMik + λI

ijdMijk + λI
illdMillk
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with

λI = λ + λivi + λijvivj + λillviv
2 ,

λI
i = λi + 2λaiva + λillv

2 + 2λallvavi ,

λI
ij = λij + λallvaδij + 2λll(ivj) ,

λI
ill = λill .

from eq. (3.9)1 we see that λI , λI
ij, λI

ill don’t depend on vi (because ∂h
∂m

= λI

but h and m don’t depend on vi, similarly for the others); but eq. (3.8)1 can
be written also as

0 = mλI
a + λI

ill(mllδia + 2mia) , (3.10)

so that also λI
i doesn’t depend on vi. By defining h′ and φ′k from

h = λIm + λI
ijmij + λI

illmill − h′

φk − hvk = λI
i Mik + λI

ijMijk + λI
illMillk − φ′k

the eqs. (3.9) become

dh′ = mdλI + mijdλI
ij + milldλI

ill

dφ′k = MrkdλI
r + MijkdλI

ij + MillkdλI
ill

from which by taking λI , λI
ij, λI

ill as independent variables, it follows

m =
∂h′

∂λI
, mij =

∂h′

∂λI
ij

, mill =
∂h′

∂λI
ill

, (3.11)

∂φ′k
∂λI

= Mrk
∂λI

r

∂λI
,

∂φ′k
∂λI

ij

= Mrk
∂λI

r

∂λI
ij

+ Mijk,
∂φ′k
∂λI

ill

= Mrk
∂λI

r

∂λI
ill

+ Millk .

moreover, the sum of eq. (3.8)1, pre-multiplied by −vk, and of eq. (3.8)2

becomes

0 = 2λI
iaMik + λI

ill(Mllkδia + 2Miak) + h′δka , (3.12)

or, by using (3.11)4,6,

0 =

[
2λI

ra − λI
all

∂λI
r

∂λI
ij

δij − 2λI
ill

∂λI
r

∂λI
ia

]
Mrk + λI

all

∂φ′k
∂λI

ij

δij + 2λI
ill

∂φ′k
∂λI

ia

+ h′δka

(3.13)
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From this relation we see that Mrk doesn’t depend on vi; let us prove this by
the iterative procedure on the order respect to the state with λI

ra = 1
3
λI

llδra,,
λI

<ra> = 0, λI
all = 0. Equation (3.13) at the order N gives

2

3
λI

ll (Mak)
N +

N−1∑
q=0

(Mrk)
q

[
2λI

ra − λI
all

∂λI
r

∂λI
ij

δij − 2λI
ill

∂λI
r

∂λI
ia

]N−q

as a function of quantities not depending on vi. (here (· · · )q denotes the
expression of (· · · ) at the order q). For example, for N = 0, we obtain that
M0

ak doesn’t depend on vi; by assuming, via the iterative procedure, that
also (Mak)

q satisfies this property for q ≤ N − 1, it follows that also (Mak)
N

satisfies it. After that, (3.11)6,7,8 show that also Mijk, Millk and Mj don’t
depend on vi. In this way we have proved that entropy principle and the
principle of material objectivity amount simply to conditions (3.11)4, (3.10)
and (3.12).
In order to solve the conditions (3.10)-(3.12), let us firstly consider another
mathematical problem: we look for two functions h∗(λI , λI

i , λI
ij, λI

ill) and
φ∗k(λ

I , λI
i , λI

ij, λI
ill) that satisfy the subsequent

m =
∂h∗

∂λI
, mij =

∂h∗

∂λI
ij

, mill =
∂h∗

∂λI
ill

, (3.14)

∂φ∗k
∂λI

=
∂h∗

∂λI
k

,
∂φ∗k
∂λI

i

= Mik,
∂φ∗k
∂λI

ij

= Mijk,
∂φ∗k
∂λI

ill

= Millk , (3.15)

0 =
∂h∗

∂λI
λI

a + 2
∂h∗

∂λI
i

λI
ia + λI

ill(
∂h∗

∂λI
rs

δrsδia + 2
∂h∗

∂λI
ia

) , (3.16)

0 =
∂φ∗k
∂λI

λI
a + 2

∂φ∗k
∂λI

i

λI
ia + λI

ill(
∂φ∗k
∂λI

rs

δrsδia + 2
∂φ∗k
∂λI

ia

) + h∗δka .

After that, we consider λI
i implicitly defined by the equation 0 = ∂h∗

∂λI
i
. Well,

h∗ and φ∗k calculated in this value of λI
i are exactly the functions h′ and

φ′k (respectively) satisfying the eqs. (3.10)-(3.12). So let us begin with the
mathematical problem (3.14)-(3.16).
We look for a solution, of the conditions (3.15)1-(3.16), of the type

φ∗k = φ0
k + φ∗0k(λ

I
i , λ

I
ij, λ

I
ill, λ

I
ppqq) (3.17)

where h∗ and φ0
k are the functions ĥ′ and φ̂′k of chapter 2 satisfying eqs. (2.6)

and (2.7).
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But all relations are certainly satisfied if φ0∗
0k = 0, because in this case they

are nothing else than the corresponding ones in ideal gases. There we have
found the solution (3.17) with φ∗0k = 0. Obviously, eq. (3.17) satisfies the
conditions (3.16)2 iff

0 = 2
∂φ∗0k

∂λI
i

λI
ia +

(
2
∂φ∗0k

∂λI
ia

+
∂φ∗0k

∂λI
rs

δrsδia

)
λI

ill; (3.18)

let us impose this with an expansion with respect to the state s where λI
i = 0,

λI
<ia> = 0, λI

ill = 0. The symbol φN∗
0k denotes the expression of φ∗0k of order N

with respect to this state. Obviously, we have φ0∗
0k = 0 because at the order

0, φ∗0k may depend only on λI
ll. We shall see that, by imposing eq. (3.18) at

order N , we find φN+1∗
0k except for terms not depending on λI

i which, on the
other hand , can be also found with the representation theorems. In fact, eq.
(3.18) at the order zero gives

0 =
2

3
λI

ll

∂φ1∗
0k

∂λI
a

from which φ1∗
0k doesn’t depend on λI

a. But we have already seen that φ0∗
0k = 0

so that up to the order 1, we have that φ∗0k is given by

φ1∗
0k = f1(λ

I
ll)λ

I
kll , (3.19)

with f1 arbitrary function. Eq. (3.18) at the order 1 is

0 =
2

3
λI

ll

∂φ2∗
0k

∂λI
a

+ 2λI
<ia>

∂φ1∗
0k

∂λI
i

/ +

(
2

∂φ1∗
0k

∂λI
<rs>

/ δr
<iδ

s
a> + 5

∂φ0∗
0k

∂λI
ll

/ δia

)
λI

ill

from which

φ2∗
0k = f2(λ

I
ll)λ

I
<ki>λI

ill , (3.20)

with f2 arbitrary function. Eq. (3.18) at the order 2 is

0 =
2

3
λI

ll

∂φ3∗
0k

∂λI
a

+ 2λI
<ia>

∂φ2∗
0k

∂λI
i

+

(
2

∂φ2∗
0k

∂λI
<rs>

δr
<iδ

s
a> + 5

∂φ1∗
0k

∂λI
ll

δia

)
λI

ill

from which

φ3∗
0k = −3

2
f2(λ

I
ll)
−1(λI

rllλ
I
rll)λ

I
k −

1

2
(f2 + 15f ′1)(λ

I
ll)
−1(λI

rλ
I
rll)λ

I
kll +

+
[
f3(λ

I
ll)(λ

I
rllλ

I
rll) + f4(λ

I
ll)(tr(λ

I
<rs>)2)

]
λI

kll + f5(λ
I
ll)(λ

I
<kr>)2λI

rll ;

(3.21)
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with f3, f4, f5 arbitrary function. Eq. (3.18) at the order 3 gives

φ4∗
0k = −3

2
f5(λ

I
ll)
−1(λI

<rs>λI
rllλ

I
sll)λ

I
k + (3.22)

+
3

2

[
f2 + 15f ′1)(λ

I
ll)
−2 − (4f4 + f5)(λ

I
ll)
−1

] · (λI
<rs>λI

rλ
I
sll)λ

I
kll +

+
3

2
(λI

ll)
−2(3f2 − f5λ

I
ll)(λ

I
rllλ

I
rll)λ

I
<ka>λI

a +

+
1

2
(f5 − 15f ′2)(λ

I
ll)
−1(λI

rλ
I
rll)λ

I
<ks>λI

sll + terms not depending on λi

and so on.

3.2 The 14 moments case

The appropriate equations for this model are

∂tF + ∂kFk = 0 ,

∂tFi + ∂kGik = 0 ,

∂tFij + ∂kGijk = P<ij> ,

∂tFill + ∂kGillk = Pill ,

∂tFiill + ∂kGiillk = Piill , (3.23)

where F , Fi, Fij,Fill, Fiill are the independent variables and they are com-
pletely symmetric tensors. P<ij>, Pill, Piill are the productions and they are
completely symmetric too. Gik,Gijk, Gillk, Giillk are the constitutive func-
tions and are symmetric with respect to all indexes except for the index k.
The tensors G··· and F··· are related by the following law

Gi1···ink = Fi1···invk + Hi1···ink. (3.24)

A we already now, the entropy law is equivalent to the assumption of the
existence of the Lagrange multipliers λ, λi, λij, λill, λiill such that

dh = ΛdF + ΛidFi + ΛijdF ij + ΛilldF ill + ΛiilldF iill ,

dφk = ΛdFk + ΛidGik + ΛijdGijk + ΛilldGillk + ΛiilldGiillk

plus the residual inequality that we will not consider in this treatment.
Under a change of Galileanly equivalent frames the independent variables
satisfy the conditions above

Fi1i2...in =
n∑

k=0

(
n

k

)
m(i1i2...ikvik+1...in) (3.25)
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that , in our particular case becomes

F = m, (3.26)

Fi = mvi + mi,

Fij = mvivj + mij + 2m(ivj) ,

Fill = mill + mllvi + 2milvl + mv2vi + miv
2 + 2mlvivl ,

Fiill = miill + mv4 + 4miviv
2 + 2miiv

2 + 4milvivl + 4miilvl.

while for the constitutive functions holds

Gik = mvivk + mivk + Mkvi + Mik ,

Gijk = mvivjvk + mijvk + 2m(ivj)vk + Mkvivj + 2Mk(ivj) + Mijk ,

Gillk = millvk + mllvivk + 2milvlvk + mv2vivk + miv
2vk +

+ 2mlvivlvk + Mikv
2 + 2Mlkvivl + Mllkvi + 2Milkvl +

+ Mkviv
2 + Millk,

Giillk = miillvk + mv4vk + 4miviv
2vk + 2miiv

2vk + 4milvivlvk +

+ 4miilvlvk + Mkv
4 + 4Mikviv

2 + 2Miikv
2 + 4Milkvivl +

+ 4Miilkvl + Miillk.

see [21] for details. The new variables m, mi, mij, mijk and M , Mi, Mij,
Mijk satisfy the same symmetry property of Fi1...in and Gi1...ink respectively.
If we put the equations for independent variables and constitutive functions
into eqs. (3.25) they become

dh = λdm + λidmi + λijdmij + λilldmill +

+ λiilldmiill + (λim + 2λijmj + λjllmllδij +

+ 2λjllmij + 4λppqqmill)dvi (3.27)

d(φk) = (λdm + λidmi + λijdmij + λilldmill

+ λiilldmiill)vk + λdMk + λidMik + λildMilk +

+ λilldMillk + λiilldMiillk + (λm + λimi + λijmij

+ λillmill + λppqqmiill)vkdvi + (λiMk + 2λijMjk

+ λippMllk + 2λlppMilk + 4λppqqMillk)dvi, (3.28)

with

λ = Λ + Λivi + Λijvivj + Λillviv
2 + Λppqqv

4 ,

λi = Λi + 2Λijvj + Λillv
2 + 2Λjppvivj + 4Λppqqviv

2 ,

λij = Λij + Λhppvhδil + 2Λ(ippvj) + 4Λppqqvjvi + 2Λhhppv
2δij ,

λill = Λipp + 4Λhhppvi

λiill = Λppqq
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By imposing that h, φk − hvk, Mik, Mijk, Millk, Mi don’t depend on velocity
we obtain

∂h

∂vi

= 0 = mλi + 2λijmj + λipp(mllδhj + 2mij) + 4λppqqmill

∂(φk − hvk)

∂vi

= 0 = Mkλi + 2Mjkλij + Mllkλipp + 2Milkλlpp +

+ 4λppqqMillk + h̃′δik. (3.29)

In such a way eqs. (3.27) and (3.28) becomes respectively:

dhI = λdm + λidmi + λildmil + λilldmill + λiilldmiill

dφI
k = λdMk + λidMik + λildMilk + λilldMillk + λppqqdMiillk

with φI
k = φk − hvk. If we define

h′ = λm + λimi + λilmil + λillmill + λiillmiill − hI

φ′k = λMk + λiMik + λilMilk + λillMillk + λppqqMiillk − φk

eqs (3.30) becomes

dh′ = mdλ + midλi + mildλil + milldλill + miilldλiill

dφ′k = Mkdλ + Mikdλi + Milkdλil + Millkdλill + Miillkdλppqq

from which, by taking λI , λI
ij,λ

I
ij λI

iill as independent variables and by taking
the partial derivatives with respect to them, it follows

m =
∂h′

∂λ
, mi =

∂h′

∂λi

, mil =
∂h′

∂λil

,

mill =
∂h′

∂λill

, miill =
∂h′

∂λiill

,

(3.30)

Mk =
∂φ′k
∂λ

, Mik =
∂φ′k
∂λi

, Milk =
∂φ′k
∂λil

,

Millk =
∂φ′k
∂λill

, Miillk =
∂φ′k
∂λiill

. (3.31)

Remembering that Mk = mk it is possible to compare the corresponding
terms obtaining the following compatibility condition:

∂φ′k
∂λ

=
∂h′

∂λk

. (3.32)
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So, to solve our problem we have to find h′ and φ′k such that they satisfy
equations (3.29), (3.30) and (3.32). To this end we look for a solution of the
type

h′ =

∫
f(λ + λici + λijcicj + λillcic

2 + λppllc
4)dc,

φ′k = φ′0k + φ̃k(λ, λi, λij, λill, λppll),

φ′0k =

∫
f(· · · )ckdc, (3.33)

where ci are the integration variables in the phase-space.
It is easy to see that all our conditions are satisfied if φ̃k = 0, because in
this case h′ and φ′k are the corresponding ones for ideal gases and with the
kinetic approach. For this reason we call the present solution a ”kinetic type”
solution. Obviously (3.33) satisfy the present conditions iff

2λij
∂φ̃k

∂λj

+ λjll

(
∂φ̃k

∂λrs

δrsδij + 2
∂φ̃k

∂λij

)
+ 4λppqq

∂φ̃k

∂λill

= 0. (3.34)

We want to find the expression of φ̃′k up to third order with respect to ther-
modynamical equilibrium. By using the representation theorems we have

φ̃k = aλi + bλijλj + cλ2
ijλi + dλill + eλillλij + fλ2

ijλill

where a, b, c, d, e, f are all scalar functions of the Lagrange multipliers to
which we can apply newly the representation theorems. Finally we have that

φ̃k = λk

[
a1 + a2λppqq + a3λppqq

2 +

+ a4λ<ij>λ<ij> + a5λpλp + a6λpllλpll + a7λpλpll

]
+

+ λ<kj>λj

[
b1 + b2λppqq

]
+ c1λ<kh>λ<hj>λj +

+
[
d1 + d2λppqq + d3λppqq

2 + d4λ<ij>λ<ij> + d5λpλp +

+ d6λpllλpll + d7λpλpll

]
λkll +

[
e1 + e2λppqq

]
λillλ<ik> +

+ f1λ<kh>λ<hj>λjll (3.35)

with a1 ... f1 are functions of λI
ll.

Starting from eq. (3.35) we can consider the different order with respect to
equilibrium. At zero order eq. (3.35) becomes:

φ̃k
0 = 0 (3.36)
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To determine φ̃k
1, φ̃k

2, φ̃k
3 we must put the expression of φ̃k into eq. (3.34)

finding:

2λij
∂φ̃k

∂λj

+ λjll

{
5
∂φ̃k

∂λll

δij + 2
∂φ̃k

∂λ<ab>

[1

2
δiaδjb +

+
1

2
δjaδib − 1

3
δabδij

]}
+ 4λppqq

∂φ̃k

∂λill

= 0 (3.37)

into which we put the expression of φ̃k found in (3.35) and we cut at different
orders. Let’s start by considering eq. (3.37) at order 0

2

3
λllδkia1(λll) = 0

that gives a1 = 0, so, from (3.35) we find

φ̃k
1 = λklld1(λll) (3.38)

where d1 is an arbitrary function of λll.
Going on in an similar way we find, for order 1:

2λppqqδik

(
1

3
λlla2 + 2d1

)
+

2

3
λllλ<ik>b1 = 0

that brings to

1

3
λlla2 + 2d1 = 0 ,

b1 = 0

from which we can find a2. From eq. (3.35) at order 2 we find:

φ̃k
2 = λka2λppqq + λklld2λppqq + λillλ<ik>e1(λll)

(3.39)

where d2, e1 are arbitrary functions of λll.
Finally we consider order 2 finding:

0 = 2λppqq
2δik

(
1

3
λlla3 + 2d2

)
+ 2λ<ik>λppqq

(
1

3
λllb2 + 2e1 + a2

)
+

+
2

3
λllδija4λ<ij>λ<ij> +

2

3
λllδika5λpλp +

2

3
λllδikλpllλplla6 +

+
2

3
λllδikλpllλpa7 +

4

3
λllδijλkλja5 +

2

3
λllδipλpllλka7 +

+
2

3
λllδijλ<kh>λ<hj>c1 +

4

3
λllδipλkllλplld5 +

2

3
λllδipλkllλplld7 +

+
1

2
δipλjllδjke1λpll +

1

2
δikλjlle1λjll − 1

3
δijλklle1λjll +

+
1

2
δjkλjlle1λill +

1

2
δikλjlle1λjll − 1

3
δijλklle1λjll + 5δijλjlld

′
1λkll
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from which

1

3
λlla3 + 2d2 = 0

1

3
λllb2 + 2e1 + a2 = 0

2

3
λlla6 +

2

3
e1 = 0

2

3
λlld7 + 5d′1 +

2

3
e1 = 0, (3.40)

that allow us to determine a2, a3, a4, a6, d7.
a2 = a5 = a7 = c1 = d5 are all equal zero.
From eq. (3.35) at order 3 we obtain:

φ̃k
3 = λk(a3λ

2
ppqq + a6λpllλpll) + λ<kj>λjλppqqb2 + (3.41)

+ λkll(d3λ
2
ppqq + d4λ<ij>λ<ij> + d6λpllλpll + d7λpllλp) +

+ λillλ<ik>λppqqe2λjllλ<kh>λ<hj>f1

where d3, d4, d6, e2, f1 are arbitrary functions of λll.

3.2.1 The 13 moments case as subsystem of the 14 mo-
ments one

The 13 moments case can be obtained as subsystem of the present one by
taking λI

ppqq = 0.
In fact, by substituting λI

ppqq = 0 into eqs. (3.36), (3.38), (3.39) and (3.41)
we find, respectively:

φ̃k
0 = 0,

φ̃k
1 = λklld1(λll),

φ̃k
2 = λillλ<ik>e1(λll),

φ̃k
3 = a6λpllλpllλk + d4λ<ij>λ<ij>λkll + d6λpllλpllλkll +

+ d7λpllλpλkll + λjllλ<kh>λ<hj>f1.

They coincides with eqs. (3.19), (3.20) and (3.21) for the 13 moments case,
except for the following identifications:

a3 = −6
d2

λll

with d2 arbitrary function of λll

a2 = −6
d1

λll

with d1 arbitrary function of λll

a6 = −6
e1

λll

with e1 arbitrary function of λll

d7 = (−5d′1 −
2

3
e1)

3

2λll

with d1 and e1 arbitrary function of λll.

66



Chapter 4

The many moments case

In this chapter we will consider the macroscopic approach to Extended Ther-
modynamics with an arbitrary but fixed number of moments, and in parti-
cular we will find the expression of the constitutive functions appearing in
the balance equations up to whatever order with respect to thermodynamical
equilibrium.

4.1 The balance equations

The balance equations of this Extended Thermodynamics with an arbitrary
number of moments are

∂tF
i1...in + ∂kF

i1...ink = Si1...in for n = 0, · · · , N, (4.1)

where N and M are two given numbers such that M < N , M + N odd, and
we call F the tensor Fi1...in when n=0.
The entropy principle for this system, by using Liu’s theorem ensures the
existence of the Lagrange Multipliers λi1...in with n = 0, · · ·N such that

dh = λi1...indF i1...in

dhk = λi1...indF ki1...in (4.2)

where h is the entropy density and hk its flux.
Now in eq. (4.1), the various tensors are symmetric and Fi1...iNk and Si1...iN

are supposed to be functions of the previous one, in order to obtain a closed
system. In particular F , Fi, Fll, Fill denote the densities of mass, momentum,
energy, and energy flux respectively. In this way eqs. (4.1) for n = 0, 1, and
the trace of eqs. (4.1) for n=2 are the conservation laws of mass, momentum
and energy; obviously to this end it is necessary to assume that S=0, Si = 0
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and Sll = 0.
Eq. (4.1) can be rewrote in a more compact form using a 4-dimensional
notation in a space that we suppose to be Euclidean (nothing will change if
the space is pseudo-Euclidean with -+++ signature, so we have chosen the
simpler case).
In particular, let us define the symmetric tensors Mα1...αN+1 and Sα1...αN as
follows:

1. the Greek indexes go from 0 to 3,

2. M i1...in0...0 = Fi1...in for n=0,...,N+1

3. Si1...in0...0 = Si1...in for n=0,...,N.

In that way the balance equations (4.1) can be simply wrote as

∂αMαα1...αN = Sα1...αN , (4.3)

where ∂α for α = 0 means the partial derivative with respect to time.
The entropy principle for this equations converts into

dHα = Lα1···αN
dMα1···αNα, Lα1···αN

Sα1···αN ≥ 0 (4.4)

where Lα1···αN
are the Lagrange Multipliers, H0 is the entropy density and

H i its flux. Let’s introduce the potentials

H
′α = −Hα + Lα1···αN

Mα1···αNα (4.5)

and take the Lagrange Multipliers as independent variables. In this way eq.
(4.4)1 becomes dH

′α = Mα1···αNαdLα1···αN
, from which

Mα1α2...αN+1 =
∂H

′αN+1

∂Lα1...αN

(4.6)

In this way the tensors appearing in the balance equations (4.3) are found as
functions of the parameters Lα1...αN

, called also mean field, as soon as H
′α is

known. Obviously Lα1...αN
is symmetric. By substituting (4.6) into eq. (4.3)

this takes the symmetric form

∂2H
′αN+1

∂Lβ1···βN
∂Lα1···αN

∂αN+1
Lβ1···βN

= Sα1···αN ,

so that hyperbolicity is ensured provided that H
′α is a convex function of

the mean field. By eliminating these parameters from eqs. (4.6) we obtain
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Fi1...iN+1
again, as function of F, Fi, ..., Fi1...iN . If we want a model in which

some among eqs. (4.1) is present only by means of one of its traces, it can
be obtained from the present model with the method of the subsystems [2].
Note that eq. (4.6) for α1α2...αN+1 = i1...inin+10...0 and for α1α2...αN+1 =
i1...in0...0in+1 gives respectively

Fi1...inin+1 =
∂H

′0

Li1...inin+1

, Fi1...inin+1 =
∂H

′n+1

Li1...in

(4.7)

as in the 3-dimensional notation.
So, to impose eq. (4.6) we have to find the more general expression of H

′α

such that Mα1α2...αN+1 is symmetric. We will refer to this as “the symmetry
condition”.

4.2 The Galilean relativity principle

Now we impose also the principle of galilean invariance. This has been ex-
ploited in [1], [2], [5], [22] for a generic system of balance laws; here we
will apply these results to our system, taking care of converting them in the
present 4-dimensional notation, so obtaining further conditions. To impose
this principle, it is firstly necessary to know how our variables transform un-
der a change of Galileanly equivalent frames Σ and Σ′. This problem has
been studied by Ruggeri in [5] and we have only to write its results in our
4-dimensional form. This is easily achieved in the kinetic model because the
kinetic counterpart of Mα1···αN+1 is

Mα1···αN+1 =

∫
fcα1 · · · cαN+1dc (4.8)

with c0 = 1, dc = dc1dc2dc3 and f is the distribution function. Consequently,
in Σ′ we have

mα1···αN+1 =

∫
fc

′α1 · · · c′αN+1dc′

and, if vi is the constant velocity of each point of Σ′ with respect to Σ, we
have cα = c

′α + vα, with v0 = 0. It follows that

Mα1...αN+1 =
N+1∑
i=0

(
N + 1

i

)
v(α1 ...vαimαi+1...αN+1)

or

Mα1...αN+1 =
N+1∑
i=0

(
N + 1

i

)
v(α1 ...vαimαi+1...αN+1)β1...βitβ1 ...tβi

(4.9)
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with tµ ≡ (1, 0, 0, 0) for our previous notation. We obtain the transformation
of Mα1...αN0 (which was the initial independent variable) multiplying eq. (4.9)
by tαN+1

so finding

Mα1...αN0 = Xα1...αN
β1...βN

(v)mβ1...βN0 (4.10)

with

Xα1...αN
β1...βN

=
N∑

i=0

(
N
i

)
t(β1 ...tβi

v(α1 ...vαiδ
αi+1

βi+1
...δ

αN)

βN)
(4.11)

where we have taken into account of v0 = 0, of the identity

(
N + 1

i

)
N+1−i
N+1

=
(

N
i

)
and that the term with i=N+1 gives a null contribution. Comparison

between (4.10) and (4.11) with (4.9) shows that Xα1...αN
β1...βN

could be obtained

from X
α1...αN+1

β1...βN+1
simply replacing N+1 with N. From eq. (4.11) it follows also

Xα1...αNα
β1...βNβ = Xα1...αN

(β1...βN
tβ)v

α + Xα1...αN

(β1...βN
δα
β). (4.12)

Similarly, Hα transforms according to the rule

Hα = h0vα + hα, (4.13)

of which H0 = h0 is a component.
Eqs. (4.9) and (4.13) have been obtained with the kinetic model only for
the sake of simplicity; it is obvious that they hold also in the macroscopic
case. The transformation rule of the Lagrange multipliers can be obtained
now from (4.4)1 with α = 0, i.e.

dh0 = dH0 = Lα1···αN
dMα1···αN0 = Lα1···αN

Xα1...αN
β1...βN

dmβ1···βN0

where (4.13) and (4.10) have been used. In other words we have

dh0 = lβ1···βN
dmβ1···βN0 (4.14)

with

lα1...αN
= Xβ1...βN

α1...αN
Lβ1...βN

i.e.

lα1...αN
=

N∑
i=0

(
N
i

)
t(α1 ...tαi

vβ1 ...vβiLαi+1...αN)β1...βi
. (4.15)
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A consequence of this result can be obtained from (4.5) with α = 0 and
written in the frame Σ′, i.e., h

′0 = −h0 + lα1···αN
mα1···αN0; it follows dh

′0 =
mα1···αN0dlα1···αN

from which

mα1···αN0 =
∂h

′0

∂lα1···αN

(4.16)

as in Σ. Moreover, from (4.5), (4.13), (4.9), (4.12), (4.15) and again (4.5)
and (4.13) it follows

H
′α = −h0vα − hα + Lα1···αN

Xα1...αNα
β1...βNβ mβ1···βNβ

= −h0vα − hα + lβ1···βN
mβ1···βN0vα + lβ1···βN

mβ1···βNα

i.e.,

H
′α = h

′0vα + h
′α (4.17)

which is similar to (4.13).
We are now ready to consider the Galilean relativity principle. It imposes
that the following diagram is commutative

Lα1···αN
lγ1···γN

= Xα1...αN
γ1...γN

Lα1···αN

Mβ1···βN+1(Lα1···αN
)

H
′α(Lα1···αN

)

X
β1...βN+1

δ1...δN+1
mδ1···δN+1(Xα1...αN

γ1...γN
Lα1···αN

)

vαtδh
′δ(· · · ) + h

′α(· · · )
mδ1···δN+1(Xα1···αN

γ1···γN
Lα1···αN

)

h
′δ(Xα1···αN

γ1···γN
Lα1···αN

)

-

?

?

¾

In other words, we must have

H
′α(Lα1···αN

) = vαtδh
′δ(Xα1...αN

γ1...γN
(v)Lα1···αN

) + h
′α(Xα1...αN

γ1...γN
(v)Lα1···αN

)

Mβ1···βN+1(Lα1···αN
) = X

β1...βN+1

δ1...δN+1
(v)mδ1···δN+1(Xα1...αN

γ1...γN
(v)Lα1···αN

) (4.18)

Eq. (4.18)2, by using eqs. (4.12) and (4.16) becomes

Mβ1···βNα = Xβ1...βN

δ1...δN
mδ1···δN0vα + Xβ1...βN

δ1...δN
mδ1···δNα =

= Xβ1...βN

δ1...δN

∂h
′0

∂lδ1···δN

vα + Xβ1...βN

δ1...δN
mδ1···δnα
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Now the derivative of (4.18)1 with respect to Lβ1···βN is

∂H
′α

∂Lβ1···βN
= Mβ1···βNα = vα ∂h

′0

∂lγ1···γN

Xβ1···βN
γ1···γN

(v) +
∂h

′α

∂lγ1···γN

Xβ1···βN
γ1···γN

(v).

It follows that eq. (4.18)2, holds iff

∂h
′α

∂lγ1···γN

Xβ1···βN
γ1···γN

= mδ1···δNαXβ1···βN
γ1···γN

i.e.

mγ1···γNα =
∂h

′α

∂lγ1···γN

(4.19)

which is the counterpart of eq. (4.6) in the frame Σ′.
There remains to impose eq. (4.18)1.
It becomes an identity when calculated in v = 0 (see eqs. (4.17) and (4.11)
to this regard) so that it holds iff its derivative with respect to vj is satisfied,
i.e.,

0 =
∂h

′0

∂lγ1···γN

∂lγ1···γN

∂vj

for α = 0,

0 = h
′0δα

j +
∂h

′α

∂lγ1···γN

∂lγ1···γN

∂vj

for α = 0, 1, 2, 3. (4.20)

The second of this has been obtained by taking into account also eq. (4.20)1;
on the other hand, this is included in (4.20)2 with α = 0. Eq. (4.20)2, by
using eq. (4.15)2 now becomes

h
′0δα

j +
∂h

′α

∂lα1...αN

N∑
i=1

(
N
i

)
i · t(α1 ...tαi

vβ1 ...vβi−1Lαi+1...αN )β1...βi−1j = 0.

We remove the symmetrization with respect to α1 · · ·αN which is not neces-

sary because of the contraction with ∂h
′α

∂lα1...αN
which is symmetric; for the same

reason we can exchange αi and αN and then reintroduce the symmetrization
with respect to α1...αN−1, obtaining so

h
′0δα

j +tαN

∂h
′α

∂lα1...αN

N∑
i=1

(
N
i

)
i ·t(α1 ...tαi−1

vβ1 ...vβi−1Lαi...αN−1)β1...βi−1j = 0.
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We replace i with i+1 and we have

h
′0δα

j +
∂h

′α

∂lα1...αN

tαN
·

N−1∑
i=0

(
N

i + 1

)
(i + 1) · t(α1 ...tαi

vβ1 ...vβiLαi+1...αN−1)β1...βij = 0

or

h
′0δα

j + ∂h
′α

∂lα1...αN
tαN

·
∑N−1

i=0 N

(
N − 1

i

)
· t(α1 ...tαi

vβ1 ...vβiLαi+1...αN−1)β1...βij = 0. (4.21)

But, by using eq. (4.15) we have

lα···αN−1j =
N∑

i=1

i

N

(
N
i

)
tjt(α1 · · · tαi−1

vβ1 · · · vβiLαi···αN−1)β1···βi
+

+
N−1∑
i=0

N − i

N

(
N
i

)
t(α1 · · · tαi

vβ1 · · · vβiLαi+1···αN−1)jβ1···βi

=
N−1∑
i=0

(
N − 1

i

)
t(α1 · · · tαi

vβ1 · · · vβiLαi+1···αN−1)jβ1···βi
(4.22)

because tj = 0. This allows to rewrite eq. (4.21) as

0 = h
′µtµδ

α
j + N

∂h
′α

∂lα1...αN

tαN
lα1...αN−1j. (4.23)

Until now we have obtained that the entropy principle jointly with the
galilean relativity principle amounts to say that

1. eqs. (4.6) are invariant under changes of galileanly equivalent observers
(see eq. (4.19)),

2. the further condition (4.23) must hold.

For the sake of completeness, we note that eq. (4.18)1 might be satisfied also
with Hα and hα, i.e.

Hα(Lα1···αN
) = vαtδh

δ(Xα1···αN
γ1···γN

Lα1···αN
) + h

′α(Xα1···αN
γ1···γN

Lα1···αN
).

But this is a consequence of (4.18) as it can be seen running over backwards
the above passages which allowed to obtain eq. (4.17) from eq. (4.13).
Moreover, in [1] and [5] it has be proved that the conditions here obtained
are the same of the following approach:
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1. consider eqs. (4.9), (4.13) and (4.17) but with vi = Fi

F
, instead of an

arbitrary constant vi; in this way mα1···αN+1 , hα and h
′α become the

non-convective parts of Mα1···αN+1 , Hα and H
′α, respectively,

2. impose the conditions (4.19) and (4.23) but considering lγ1···γN
inde-

pendent variables,

3. consider eqs. (4.19) with α = 0 and mi0···0 as definition of lγ1···γN
=

lγ1···γN
(mα1···αN0), and substitute this in the expressions of mi1···iN+1 ,

hα and h
′α so obtaining the closure in terms of the non-convective

quantities mα1···αN0.

In any case, we have to impose (4.19) and (4.23); in other words we have
to find the quadri-vector h

′αN+1 such that the right hand side of eq. (4.19)
is symmetric and for which eq. (4.23) holds; after that eq. (4.19) gives
mβ1···βNβN+1 . In this way we will find the required closure satisfying the
entropy principle and that of galilean relativity. This will be done in the
next section.

4.3 Exploitation of the conditions (4.19) and

(4.23)

We want now to impose eqs. (4.19) and (4.23) up to whatever order with
respect to thermodynamical equilibrium. This is defined as the state where

lβ1···βN
= λtβ1 · · · tβN

+
1

3
λllh(β1β2tβ3 · · · tβN ) (4.24)

holds, with hβγ = δβγ − tβtγ = diag(0, 1, 1, 1),

λ = tβ1 · · · tβN lβ1···βN
λll =

(
N
2

)
hβ1β2tβ3 · · · tβN lβ1···βN

. (4.25)

We can consider the Taylor expansion for h
′α

h
′α =

∞∑

k=0

1

k!
AαB1···Bk l̃B1 · · · l̃Bk

, (4.26)

with

l̃β1···βN
= lβ1···βN

− λtβ1 · · · tβN
− 1

3
λllh(β1β2tβ3 · · · tβN ), (4.27)
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AαB1···Bk =

(
∂kh′α

∂lB1 · · · ∂lBk

)

eq

(4.28)

where the multi-index notation Bi = β1
i · · · βN

i has been used. Thanks to eq.
(4.19) we can exchange α with each other index taken from those included
in any Bi. So it is possible to exchange every index with all the others, i.e.,
AαB1···Bk is symmetric with respect to any couple of indexes. We note that
there are 2 compatibility conditions between eqs. (4.26) and (4.28); they

can be obtained as follows: let us consider the tensor ∂kh
′α

∂lB1
···lBk

as function

of l̃B, λ, λll, and take the derivatives with respect to lβ1···βN
, calculating the

result at equilibrium; we find

AαB1···Bkβ1···βN =

(
∂k+1h

′α

∂lB1 · · · ∂lBk
∂l̃γ1···γN

)

eq

∂l̃γ1···γN

∂lβ1···βN

+

+

(
∂k+1h

′α

∂lB1 · · · ∂lBk
∂λ

)

eq

∂λ

∂lβ1···βN

+

(
∂k+1h

′α

∂lB1 · · · ∂lBk
∂λll

)

eq

∂λll

∂lβ1···βN

.

If we multiply this by tβ1 · · · tβN
and by hβ1β2tβ3 · · · tβN

we find, respectively

{
AαB1···Bkβ1···βN tβ1 · · · tβN

= ∂
∂λ

AαB1···Bk

AαB1···Bkβ1···βN hβ1β2tβ3 · · · tβN
= 3 ∂

∂λll
AαB1···Bk ,

(4.29)

where we have taken into account that from eqs. (4.25) and (4.27) it follows

∂λ

∂lβ1···βN

= tβ1 · · · tβN
∂λll

∂lβ1···βN

=

(
N
2

)
h(β1β2tβ3 · · · tβN )

∂l̃γ1···γN

∂lβ1···βN

= g(β1
γ1
· · · gβN )

γN
− tβ1 · · · tβN tγ1 · · · tγN

+

− 1

3

(
N
2

)
h(β1β2tβ3 · · · tβN )h(γ1γ2tγ3 · · · tγN ),

from which

∂λ

∂lβ1···βN

tβ1 · · · tβN
= 1

∂λ

∂lβ1···βN

hβ1β2tβ3 · · · tβN
= 0

∂λll

∂lβ1···βN

tβ1 · · · tβN
= 0

∂λll

∂lβ1···βN

hβ1β2tβ3 · · · tβN
= 3

∂l̃γ1···γN

∂lβ1···βN

tβ1 · · · tβN
= 0

∂l̃γ1···γN

∂lβ1···βN

hβ1β2tβ3 · · · tβN
= 0.
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It will be useful in the sequel to note a consequence of the condition (4.29).
By using also eq. (4.26) we have

∂h
′α

∂lβ1···βN

=
∞∑

k=1

1

(k − 1)!
AαB1···Bk−1γ1···γN l̃B1 · · · l̃Bk−1

(
g(β1

γ1
· · · gβN )

γN
− tβ1 · · · tβN tγ1 · · · tγN

+

− 1

3

(
N
2

)
h(β1β2tβ3 · · · tβN )h(γ1γ2tγ3 · · · tγN )

)

+
∞∑

k=0

1

k!

(
∂

∂λ
AαB1···Bk

)
l̃B1 · · · l̃Bk

tβ1 · · · tβN +

+
∞∑

k=0

1

k!

(
∂

∂λll

AαB1···Bk

)
l̃B1 · · · l̃Bk

h(β1β2tβ3 · · · tβN)

(
N
2

)
=

=
∞∑

k=1

1

(k − 1)!
AαB1···Bk−1β1···βN l̃B1 · · · l̃Bk−1

,

where conditions (4.29) have been used in the last passage. So we have
proved that derivation of eq. (4.26) with respect to lβ1···βN

is equivalent
to its derivation with respect to l̃β1···βN

, but considering independent the
components of this tensor, except for the symmetry. Proceeding with the
subsequent derivatives and calculating the result at equilibrium, we find eq.
(4.28). In other words we can forget eq. (4.28) but we have to retain eqs.
(4.29). We have then to transform eqs. (4.19), (4.23) and (4.29) in conditions
for the tensor AαB1···Bk ; the above mentioned symmetry of this tensor ensures
that eq. (4.19) is satisfied. Before imposing eqs. (4.23) and (4.29), we note
that the most general expression for a symmetric tensor depending on the
scalars λ, λll and on tα is

Aα1α2···αNk+1 =

[Nk+1
2 ]∑

s=0

(
Nk + 1

2s

)
gk,2s(λ, λll)h

(α1α2 · · ·hα2s−1α2stα2s+1 · · · tαNk+1)

(4.30)

where the binomial factor has been introduced for later convenience. Thanks
to this, eqs. (4.29) become





gk+1,2s = ∂
∂λ

gk,2s

for s = 0, · · · ,
[

Nk+1
2

]

gk+1,2s+2 = 2s+1
2s+3

3 ∂
∂λll

gk,2s.

(4.31)
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There remains to consider eq. (4.23); thanks to eq. (4.26), (4.24) and (4.30),
its value at equilibrium is

0 = g0,0 +
2

3
λllg1,2

which, thanks to eq. (4.31)2, becomes

0 = g0,0 +
2

3
λll

∂

∂λll

g0,0.

Its solution is

g0,0 = λ
− 3

2
ll G0,0(λ), (4.32)

with G0,0(λ) an arbitrary single variable function.
But eq. (4.23) is equivalent to its value at equilibrium, and to its rth deriva-
tives with respect to lBi

calculated at equilibrium, for all values of r. The rth

derivatives of eq. (4.23) with respect to lBi
is

0 = δα
j

∂rh
′µtµ

∂lB1 · · · ∂lBr

+ N
∂r+1h′α

∂lB1 · · · ∂lBr∂lα1···αN

tαN
lα1···αN−1j +

+ NrtαN

∂rh
′α

∂lα1···αN
∂l(B1 · · · ∂lBr−1

∂lα1···αN−1j

∂lBr)

, (4.33)

where the indicated symmetrization is treated as the multi-index Bi was a
single index. The eq. (4.33) can be easily proved with the iterative procedure.
Now we have to calculate this expression at equilibrium. Let us evaluate each
single term of this relation.
• Thanks to eqs. (4.26) and (4.24), we have for the first term

δα
j

(
∂rh

′µtµ
∂lB1 · · · ∂lBr

)

eq

= δα
j AµB1···Brtµ.

• The second term at equilibrium, thanks to eq. (4.24), is

(
N

∂r+1h
′α

∂lB1 · · · ∂lBr∂lα1···αN

tαN
lα1···αN−1j

)

eq

=

= NAαB1···Brα1···αN tαN

1

3
λll

2

N
hj(α1tα2 · · · tαN−1)

The symmetrization in the right hand side can be omitted because the term
is contracted with a symmetric tensor. Now we use eq. (4.30). We see that
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the terms containing the factor tα1 gives zero contribute, so that the above
expression can be written as

[N(r+1)+1
2 ]∑

s=1

gr+1,2s

(
N(r + 1) + 1

2s

)
2s

N(r + 1) + 1

hα1(α2 · · ·hα2s−1α2stα2s+1 · · · tαN(r+1)tα)tαN
· 1

3
λll2hjα1tα2 · · · tαN−1

where the indexes in B1 · · ·Br and αN are included into the αi; after the
contraction with tα2 · · · tαN

this expression becomes

[Nr+2
2 ]∑

s=1

(
Nr + 1
2s− 1

)
2

3
λllgr+1,2sh

(γ2

j · · ·hγ2s−1γ2stγ2s+1 · · · tγNr+1tα)

where the indexes γ· represent B1 · · ·Br.
• Let us evaluate now the contribute of the last term in eq. (4.33), i.e.

NrtαN

(
∂rh

′α

∂lα1···αN
∂lB1 · · · ∂lBr−1

)

eq

∂lα1···αN−1j

∂lBr

=

= NrtαN
AαB1···Br−1α1···αN g(βr

1
α1
· · · gβr

N−1
αN−1h

βr
N )

j

= NrtαN
AααNB1···Br−1(βr

1 ···βr
N−1h

βr
N )

j

where we have exploited Br = βr
1 · · · βr

N . We can now prove that

NrtαN

(
∂rh

′α

∂lα1···αN
∂l(B1 · · · ∂lBr−1

)

eq

∂lα1···αN−1j

∂lBr)

is symmetric with respect to two generic indexes βs
i and βt

q, with s ≤ t =
1, · · · , r. In fact it can be written as

r∑

k=1

NtαN

∂rh
′α

∂lα1···αN
∂lB1 · · · ∂lBk−1

∂lBk+1
· · · ∂lBr

∂lα1···αN j

∂Bk

=

=

k 6=s,k 6=t∑

k=1,··· ,r
NtαN

AααNB1···Bk−1Bk+1···Br(βk
1 ···βk

N−1h
βk

N )
j +

+NtαN
AααNB1···Bs−1Bs+1···Bt−1βt

1···βt
NBt+1···Br(βs

1 ···βs
N−1h

βs
N )

j +

+NtαN
AααNB1···Bs−1βs

1 ···βs
NBs+1···Bt−1Bt+1···Br(βt

1···βt
N−1h

βt
N )

j .
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The first of these terms is clearly symmetric with respect to βs
i and βt

q, while
the sum of the last two is

tαN
AααNB1···Bs−1Bs+1···Bt−1βt

1···βt
k···βt

NBt+1···Brβs
1 ···βs

i−1βs
i+1···βs

N h
βs

i
j +

+tαN
AααNB1···Bs−1βs

1 ···βs
i ···βs

NBs+1···Bt−1Bt+1···Brβt
1···βt

k−1βt
k+1βt

N h
βt

k
j +

+terms like tαN
AααNβs

i ···βt
k···h·j

that is obviously symmetric with respect to βs
i and βt

k.
Consequently our tensor is symmetric with respect to every couple of indexes
taken between B1 · · ·Br, so that it can be expressed as

NrtαN
AααN (β1

1 ···β1
N ···βr

1 ···βr
N−1h

βr
N )

j =

=

[Nr
2 ]∑

s=0

2s

(
Nr
2s

)
gr,2sh

α(γ2 · · ·hγ2s−1γ2stγ2s+1 · · · tγNrh
γNr+1)
j

+

[Nr
2 ]∑

s=0

(Nr − 2s)

(
Nr
2s

)
gr,2st

αh(γ2γ3 · · ·hγ2sγ2s+1tγ2s+2 · · · tγNrh
γNr+1)
j (4.34)

Here we have calculated firstly tαN
AααNβ1

1 ···β1
N ···βr

1 ···βr
N−1 by using eq. (4.30)

and then distinguishing the terms in which α is index of an h.. from those in
which it is an index of a t.; finally we have multiplied the result times h

γNr+1

j

and symmetrized with respect to γ2 · · · γNr+1.
Until now we have finished to evaluate the three terms of eq. (4.33) calculated
at equilibrium; so it becomes

0 =

[Nr+2
2 ]∑

s=1

gr+1,2s

(
Nr + 1
2s− 1

)
2

3
λllh

(γ2

j · · ·hγ2s−1γ2stγ2s+1 · · · tγNr+1tα) +

+

[Nr+2
2 ]∑

s=1

gr+1,2s

(
Nr + 1
2s− 1

)
2

3
λllh

(γ2

j · · ·hγ2s−1γ2stγ2s+1 · · · tγNr+1tα) +

+

[Nr
2 ]∑

s=0

2s

(
Nr
2s

)
gr,2sh

α(γ2 · · ·hγ2s−1γ2stγ2s+1 · · · tγNrh
γNr+1)
j +

+

[Nr
2 ]∑

s=0

(Nr − 2s)

(
Nr
2s

)
gr,2st

αh(γ2γ3 · · ·hγ2sγ2s+1tγ2s+2 · · · tγNrh
γNr+1)
j =
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=

[Nr
2 ]∑

s=0

(Nr + 1)

(
Nr
2s

)
gr,2sh

(αγ2 · · ·hγ2s−1γ2stγ2s+1 · · · tγNrh
γNr+1)
j +

+

[Nr
2 ]∑

s=0

(
Nr + 1
2s + 1

)
2

3
λllgr+1,2s+2h

(γ2

j · · ·hγ2s+1γ2s+2tγ2s+3 · · · tγNr+1tα) (4.35)

where in the second term we have changed the summation index s according
to s=S+1.
Note that this equation is automatically symmetric. In [34] was proved that
∂φ[k

∂vi]
= 0 is an identity for the case of 13 moments; here we find that this

property is valid also for an arbitrary number of moments.
So we have proved that eq. (4.33) amounts to

0 = (Nr + 1)

(
Nr
2s

)
gr,2s +

(
Nr + 1
2s + 1

)
2

3
λllgr+1,2s+2 , i.e.,

gr,2s +
2

3
λll

1

2s + 1
gr+1,2s+2 = 0 for s = 0, · · · ,

[
Nr

2

]
. (4.36)

Consequently, all our conditions are equivalent to the scalar eqs. (4.31),
(4.32) and (4.36) which are constraints on the scalars gr,2s of the expansion
(4.30). It remains to exploit them. For s = 0, · · · ,

[
Nr
2

]
we can substitute

gr+1,2s+2 from eq. (4.31) into eq. (4.36)2 which now becomes

2

2s + 3
λll

∂

∂λll

gr,2s + gr,2s = 0 (4.37)

whose solution is

gr,2s = λ
− 2s+3

2
ll Gr,2s(λ) for s = 0, · · · ,

[
Nr

2

]
. (4.38)

In this way eq. (4.31)2 is exhausted, except for s = Nr+1
2

but only for the
case with Nr odd.
If Nr is even eq. (4.38) holds for all gr,2s, while if Nr is odd the validity of
eq. (4.38) is not still proved for gr,Nr+1. But for Nr odd we can use eqs.
(4.31) with k = r, s = Nr+1

2
, i.e.,

{
∂
∂λ

gr,Nr+1 = gr+1,Nr+1

∂
∂λll

gr,Nr+1 = Nr+4
Nr+2

1
3
gr+1,Nr+3.

(4.39)

In the right hand sides we can use eq. (4.38) because Nr+1
2

≤
[

N(r+1)
2

]
and

Nr+3
2

≤
[

N(r+1)
2

]
hold, except for the trivial cases N=1,2. In this way the
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system (4.39) becomes




∂
∂λ

gr,Nr+1 = λ
−Nr+4

2
ll Gr+1,Nr+1(λ)

∂
∂λll

gr,Nr+1 = Nr+4
Nr+2

1
3
λ
−Nr+6

2
ll Gr+1,Nr+3(λ).

(4.40)

The integrability conditions for this system gives

G′
r+1,Nr+3 =

−3

2
(Nr + 2)Gr+1,Nr+1. (4.41)

After that the system (4.40) can be integrated and gives

gr,Nr+1 = λ
−Nr+4

2
ll Gr,Nr+1(λ) + cr,Nr+1, (4.42)

with

Gr,Nr+1 = −2

3

1

Nr + 2
Gr+1,Nr+3, (4.43)

while cr,Nr+1 is an arbitrary constant arising from integration. So eq. (4.38)
is a valid solution also in the case Nr odd and s = Nr+1

2
, except to add the

arbitrary constant cr,Nr+1.
Now we can see that this constant doesn’t occur in eq. (4.31)1 (because
the right hand side is differentiated, while in the left hand side and in the
case N(k+1) odd, we have 2s ≤ 2

[
Nk+1

2

]
from which 2s < N(k + 1) + 1).

Nor it occurs in eqs. (4.32), (4.38), (4.41), (4.43) and (4.36) (the proof for
this last equation amounts to verify that

[
Nr
2

]
<

[
Nr+1

2

]
for Nr odd and[

Nr
2

]
+ 1 <

[
N(r+1)+1

2

]
for N(r+1) odd; obviously, in both of them we have

N odd. If r is odd too, we have to verify only the first one, i.e. Nr−1
2

< Nr+1
2

,
which is an identity; if r is even, we have to verify only the second one, i.e.
Nr
2

+ 1 < N(r+1)+1
2

which is true, at least for N > 1).
On the other hand, the contribute of this constant to the tensor Aα1α2···αNk+1

is h(α1α2 · · ·hαNk
αNk+1) · ck,Nk+1, as it can be seen from eq. (4.30).

The contribute of all these constants to h
′α follows from eq. (4.26) and reads

∞∑
r=0

1

(2r + 1)!
c2r+1,N(2r+1)+1

hα(β1
1 · · ·hβ1

N−1β1
N · · ·hβN−1

N βN
1 · · ·hβN

N−1βN
N ) · lβ1

1 ···β1
N
· · · lβN

1 ···βN
N
, (4.44)

where we have put k = 2r + 1.
It is easy to verify that this additional term satisfies identically the symmetry
conditions for eq. (4.19) and (4.23) (in fact tαN

is contracted with an hαN ,
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for this additional term). In other words, we can assume eq. (4.38) for all
gr,2s (also for s =

[
Nr+1

2

]
), except that, in the case with N odd, we have to

add to h
′α the additional term (4.44).

Let’s then substitute from eq. (4.38) into eq. (4.31)1 and (4.36); so they
become

Gk+1,2s = G′
k,2s for s = 0, · · · ,

[
Nk + 1

2

]
, (4.45)

Gr+1,2s+2 = −3
2s + 1

2
Gr,2s for s = 0, · · ·

[
Nr

2

]
. (4.46)

But this last equation holds also for s = 0, · · · ,
[

Nr+1
2

]
; this is obvious when

Nr is even, while it is just eq. (4.43) when Nr is odd (remember that we have
eq. (4.43) only for the case with Nr odd).
After that, we see that eq. (4.32) is contained in (4.38) for r=s=0, while eq.
(4.41), by using eq. (4.43), becomes G′

N,Nr+1 = Gr+1,Nr+1 which is just eq.

(4.45) with k=r and s =
[

Nr+1
2

]
(remember that eq. (4.41) holds only for Nr

odd).
There remain eqs. (4.45) and (4.46). To this end, let us define Hr,s from

Gr,2s =

(−3

2

)r
(2s)!

2ss!
Hr,s. (4.47)

In this way eqs. (4.45) and (4.46) become

Hr+1,s+1 = Hr,s, H ′
r,s =

−3

2
Hr+1,s for s = 0, · · · ,

[
Nr + 1

2

]
. (4.48)

Eq. (4.48)1 suggests to define Hr,s also for s >
[

Nr+1
2

]
. In fact, let h be

a number such that s + h ≤
[

N(r+h)+1
2

]
(for example, h =

[
2s−Nr+1

N−2

]
); we

can define Hr,s = Hr+h,s+h. In this way eq. (4.48)1 holds for all r and s.
Regarding eq. (4.48)2 we have

H ′
r,s = H ′

r+h,s+h =
−3

2
Hr+h+1,s+h =

−3

2
Hr+1,s;

in other word, also (4.48)2 holds for all r and s.
After that,

• if r ≥ s we have

Hr,s = Hr−s,0 =

(−2

3

)r−s
dr−sH0,0

dλr−s
(4.49)
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• if r < s we have

Hr,s = H0,s−r. (4.50)

In this way Hr,s is known except for H0,p.
On the other hand, it is easy to see that (4.49) and (4.50) satisfy eq. (4.48)1.
Regarding (4.48)2, we see that

• if r ≥ s ⇒ r + 1 ≥ s, we have to use eq. (4.49) for both sides of eq.
(4.48)2 and it becomes an identity,

• if r = s−1, we have to use eq. (4.50) for the left hand side of eq. (4.48)2

and eq. (4.49) for the right hand side. The result is H ′
0,1 = −3

2
H0,0,

• if r < s − 1, we have to use eq. (4.50) for both sides of eq. (4.48)2

which becomes H ′
0,s−r = −3

2
H0,s−r−1.

In conclusion, H0,0 is arbitrary and H0,p is defined by

H ′
0,p =

−3

2
H0,p−1, (4.51)

except for a constant arising from integration. after that, eq. (4.49) and
(4.50) give all the other functions Hr,s.

4.4 The kinetic approach

Let us now search a solution, for conditions (4.19) and (4.23), of the form

h
′α =

∫
F

(
lβ1···βN

c
′β1 · · · c′βN

)
c
′αdc′ (4.52)

where F is an arbitrary single variable function; it is related to the distribu-
tion function, but this relation doesn’t affect the following considerations, so
that we choose to omit it.
The symmetry for the left hand side of eq. (4.19) is certainly ensured; re-
membering that c

′0 = 1, eq. (4.23) becomes

0 =

∫
∂

∂c′j

[
F

(
lβ1···βN

c
′β1 · · · c′βN

)
c
′α

]
dc′ (4.53)

which is certainly true. The expansion of eq. (4.52) with respect to equili-
brium is

h
′α =

∞∑

k=0

1

k!

∫
F (k)

(
λ +

1

3
λllc

′2
)

c′αc
′B1 · · · c′Bkdc′l̃B1 · · · l̃Bk
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where eqs. (4.25), (4.27) and the multi-index notation have been used. Then
we have obtained eq. (4.26) with

AαB1···Bk =
∂kBαB1···Bk

∂λk

,

BαB1···Bk =

∫
F

[
λ +

1

3
λllc

′2
]

c
′αc

′B1 · · · c′Bkdc′. (4.54)

It is easy to verify that eqs. (4.29) are satisfied with this expression. The
integral in eq. (4.54)2 can be calculated with a well known procedure. To
reach faster the result, let us consider the tensor

Bβ1···βsβs+1···βrhγ1

β1
· · ·hγs

βs
tβs+1 · · · tβr =∫

F

[
λ +

1

3
λllc

′2
]

c
′β1 · · · c′βshγ1

β1
· · ·hγs

βs
dc′.

The above tensor depends only on scalar quantities and is symmetric, so it
is equal to

{
0 if s is odd,

gs(λ, λll)h
(γ1γ2 · · ·hγs−1γs) if s is even.

To know gs(λ, λll) it suffices to multiply both members by hγ1γ2 · · ·hγs−1γs

obtaining

∫ ∞

0

F

[
λ +

1

3
λllc

′2
]

c
′s+2

(∫ π

0

sin θdθ

)(∫ 2π

0

dφ

)
dc′ = gs(λ, λll)(s + 1)

where we have changed the integration variables according to the rule

c
′1 = c′ sin θ cos φ, c

′2 = c′ sin θ sin φ, c
′3 = c′ cos θ

c′ ∈ [0, +∞[, θ ∈ [0, π], φ ∈ [0, 2π[.

We obtain

gs(λ, λll) =
4π

s + 1

∫ ∞

0

F

[
λ +

1

3
λllc

′2
]

c
′s+2dc′ = (λll)

− s+3
2 Gs(λ)

with

Gs(λ) =
4π

s + 1

∫ ∞

0

F

[
λ +

1

3
η2

]
ηs+2dη, η =

√
λllc

′. (4.55)
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For the sequel it will be useful to note that

G′
s(λ) =

4π

s + 1

∫ ∞

0

{
d

dη
F

[
λ +

1

3
η2

]}
ηs+1dη

3

2
=

= 4π
−3

2

∫ ∞

0

F

[
λ +

1

3
η2

]
ηsdη = −3

2
(s− 1)Gs−2 (4.56)

provided that Fηs+1 is infinitesimal for η going to infinity. After that, we
have

Bγ1···γr = Bβ1β2···βr
(
hγ1

β1
+ tβ1t

γ1
) (

hγ2

β2
+ tβ2t

γ2
) · · · (hγr

βr
+ tβrt

γr
)

=

=
r∑

s=0

(
r
s

)
Bβ1···βrh

(γ1

β1
· · ·hγs

βs
tβs+1t

γs+1 · · · tβrt
γr) =

=

[ r
2 ]∑

q=0

(
r
2q

)
h(γ1γ2 · · ·hγ2q−1γ2qtγ2q+1 · · · tγr)λ

− 2q+3
2

ll G2q(λ).

This allows to rewrite eq. (4.54) as

AαB1···Bk =
∂kBαB1···Bk

∂λk
=

[ kN+1
2 ]∑

q=0

(
kN + 1

2q

)
h(γ1γ2 · · ·hγ2q−1γ2qtγ2q+1 · · · tγkN tα)λ

− 2q+3
2

ll G
(k)
2q (λ).

This result confirms eq. (4.30) also in the kinetic case, but with gk,2s(λ, λll) =

λ
− 2s+3

2
ll G

(k)
2s (λ), and it is easy to see that these functions gk,2s satisfy eq. (4.31),

as consequence of eq. (4.56). Also eqs. (4.38) and (4.42) are confirmed, with

Gr,2s(λ) = G
(r)
2s (λ), cr,Nr+1 = 0. In this way we see that the additional term

(4.44) is not present in the kinetic approach. Moreover, the matrix Hr,s

defined in eq. (4.47) becomes, in this approach

Hr,s =

[−2

3

]r
2ss!

(2s)!
G

(r)
2s (λ),

and eq. (4.51) becomes a consequence of eq. (4.56). But the constants
arising from integration of eq. (4.51) are not present in the kinetic approach,
because all the functions Gs(λ) are defined by (4.55) in terms of the single
variable function F.
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4.5 On subsystems

We aim to obtain now the model with N-1 instead of N through the method
of subsystems. To this end we firstly need the relation between the 4-
dimensional Lagrange multipliers and the 3-dimensional ones. The first of
these are defined by eq. (4.4), from which we obtain

dHα = lNα1···αN
dMαα1···αN

N = lα1···αN
N dMαβ1···βN

N gα1β1 · · · gαNβN
=

= lα1···αN
N dMαβ1···βN

N (hα1β1 + tα1tβ1) · · · (hαNβN
+ tαN

tβN
) =

=
N∑

r=0

(
N
r

)
l
α1···αrαr+1···αN

N dM
αβ1···βrβr+1···βN

N

hα1β1 · · ·hαrβrtαr+1 · · · tαN
tβr+1 · · · tβN

=

=
N∑

r=0

λN
j1···jr

dFαj1···jr

N

with λN
j1···jr

=

(
N
r

)
l
α1···αrαr+1···αN

N hα1j1 · · ·hαrjrtαr+1 · · · tαN

and Fαj1···jr

N = M
αβ1···βrβr+1···βN

N hj1
β1
· · ·hjr

βr
tβr+1 · · · tβN

. (4.57)

Eq. (4.57)1 gives the 3-dimensional Lagrange multipliers in terms of the 4-
dimensional ones. We have introduced the index N to remember that we are
considering the model with N as maximum order of moments. In this way it
will be distinguished from that with N-1 instead of N.
The inverse of eq. (4.57)1 is

lα1···αN
N = lβ1···βN

N gα1
β1
· · · gαN

βN
= lβ1···βN

N (hα1
β1

+ tα1tβ1) · · · (hαN
βN

+ tαN tβN
) =

=
N∑

s=0

(
N
s

)
lβ1···βs···βN

N h
(α1

β1
· · ·hαs

βs
tαs+1 · · · tαN )tβs+1 · · · tβN

=

=
N∑

s=0

λ
(α1···αs

N tαs+1 · · · tαN ). (4.58)

The model with N-1 instead of N can be obtained as subsystem of the above
one by taking

λα1···αN
N = 0,

λα1···αs
N = λα1···αs

N−1 for s = 0, · · · , N − 1. (4.59)
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We have now to express these relations in terms of the 4-dimensional La-
grange multipliers; to this end we see that

lα1···αN
N =

N−1∑
s=0

λ
(α1···αs

N−1 tαs+1 · · · tαN ), (4.60)

while eq. (4.57)1, with N-1 instead of N, is

λN−1
j1···jr

=

(
N − 1

r

)
l
α1···αrαr+1···αN−1

N−1 hα1j1 · · ·hαrjrtαr+1 · · · tαN−1
. (4.61)

Then, by substituting eq. (4.61) in eq. (4.60) we find

lα1···αN
N =

N−1∑
s=0

t(αs+1 · · · tαN hα1
γ1
· · ·hαs)

γs
l
γ1···γsγs+1···γN−1

N−1 tγs+1 · · · tγN−1

(
N − 1

s

)

from which

lα1···αN
N = l

(α1···αN−1

N−1 tαN ), (4.62)

because

l
α1···αN−1

N−1 tαN = l
γ1···γN−1

N−1 tαN (hα1
γ1

+ tα1tγ1) · · · (hαN−1
γN−1

+ tαN−1tγN−1
) =

=
N−1∑
s=0

(
N − 1

s

)
l
γ1···γs···γN−1

N−1 h(α1
γ1
· · ·hαs

γs
tγs+1t

αs+1 · · · tγN−1
tαN−1)tαN .

Now, from eq. (4.24), we have

l
α1···αN−1

N−1 eq. = λtα1 · · · tαN−1 +
1

3
λllh

(α1α2tα3 · · · tαN−1).

This and eq. (4.24) yield

lα1···αN
N eq. = l

(α1···αN−1

N−1 eq. tαN ),

that is, eq. (4.62) holds also when we calculate it at equilibrium. The
deviation of eq. (4.62) from its value at equilibrium is

l̃α1···αN
N = l̃

(α1···αN−1

N−1 tαN ); (4.63)

in other words, eq. (4.62) holds when we substitute the Lagrange multipliers
with their deviation with respect to equilibrium. We can now substitute eq.
(4.63) into eq. (4.26); in this way we find the counterpart of (4.26) with N-1
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instead of N. To this end we have to contract an index of each B1, · · · , Bk

with a t.; in other words, we have to contract the expression (4.30) with
tα(N−1)k+2

· · · tαNk+1
. It is easy to verify that in this way eq. (4.30) remains

unchanged except that now N-1 replaces N; obviously this is true also for gk,2s

where s now goes from 0 to
[

(N−1)k+1
2

]
. This property is transferred to Gk,2s

for eq. (4.38) and to Hr,s for eq. (4.47). But Hr,s is defined by eqs. (4.49)
and (4.50) in terms of H0,p which are determined by eq. (4.51). Therefore,
the family of constants arising by integrating eq. (4.51), is inherited also by
the subsystem.
We have only to notice that from eq. (4.50) it follows that H0,p is useful
for Hr,r+p which, for eq. (4.47) is useful for Gr,2(r+p). It follows that H0,p is

present in the subsystem when r + p ≤
[

(N−1)r+1
2

]
, that is p ≤

[
(N−3)r+1

2

]
,

while for the initial system was useful when p ≤
[

(N−2)r+1
2

]
. Now, for a

fixed value of p, it is always possible to find r such that both of the previous
inequalities are satisfied. The only difference is that in the subsystem, H0,p

occurs only in terms of higher order with respect to equilibrium, than in
the initial system. This is true, provided that N > 3, that is if neither the
system, nor the subsystem are the 10 moments model.
But what happens to the other family of constants, that is for the supple-
mentary term (4.44)?
If N is even, the model has not this term and, consequently, it cannot be
inherited by the subsystem.
If N is odd, this term is present; but when we substitute eq. (4.62) in (4.44)
we obtain zero because each t. is contracted with a projector h... We expected
this result because, with N odd, we have N-1 even in which case the term
(4.44) is not present. We may conclude that the other family of constants, or
the supplementary term (4.44), disappears in the subsystem. Only the other
family of constants is inherited.
This can be seen also from the following viewpoint: the family of constants
arising from integration of eq. (4.51), in the case N=3, will perpetuate also
for the subsequent values of N; equivalently, we can say that the closure in
the model with a generic N > 3 is exactly determined in terms of that with
N=3, except for the supplementary term (4.44).
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Chapter 5

The Relativistic E.T. : The
many moments case

The first paper on Relativistic Extended Thermodynamics has been pro-
duced by I-S. Liu, I. Müller and T. Ruggeri [35]. It was obtained with 14
independent variables satisfying the following system of quasi-linear partial
differential equations

∂αV α = 0, ∂αTαβ = 0, ∂αAαβγ = 0, (5.1)

and then by imposing the entropy principle and the relativity principle.
V α is the particle flux vector, T αβ is the energy-momentum tensor and Aαβγ

represents the tensor of fluxes. Let’s consider the counterpart of the above
variables in statistical mechanics. They are defined as moments of the dis-
tribution function f(xα, pα),

V α =

∫
fpαdP, T αβ =

∫
fpαpβdP, Aαβγ =

∫
fpαpβpγdP, (5.2)

where pα is the four-momentum of the particle so that we have pαpα = −m2

and dP =
√−g dp1dp2dp3

p0
is the invariant element of the momentum space; m

is the particle mass. From eqs. (5.2) the following “trace condition” holds:

Aαβγgβγ = −m2V α. (5.3)

The closure proposed is covariant, complete, and the resulting system is
hyperbolic. Here the exact general solution for the many moments case
is found, satisfying all these conditions up to whatever order. Extension to
very many moments is needed in order to improve on the results of ordinary
thermodynamics, as shown in [2], page 197. The present results are included
in [23]; its title is suggested by one of the possible physical applications, the
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study of electron beams, as in [24] and [25] for the 14 moments case. However,
the treatment is general and the result can be applied to every fluid.
For the case with many moments we have to choose an even number M and
an odd number N; after that the equations are

{
∂αAαα1...αM = Iα1...αM ,

∂αBαα1...αN = Iα1...αN .
(5.4)

Equations involving lower order tensors are already included in (5.4) because
of the following trace conditions (5.5).
All the tensors appearing in the above equations are symmetric and M+N
is odd in order to obtain independent equations. The counterparts of these
variables in statistical mechanics are

Aαα1...αM =

∫
fpαpα1 · · · pαM dP, Bαα1...αN =

∫
fpαpα1 · · · pαN dP,

from which the trace conditions follows

−m2Aαα1...αM−2 = Aαα1...αM gαM−1αM
,

−m2Bαα1...αN−2 = Bαα1...αN gαN−1αN
. (5.5)

Let us define the maximum trace of a tensor as the trace of the trace ... of
the trace of this tensor, so many times as possible. The maximum traces of
Iα1...αM and of Iα1...αN are zero, so that the maximum traces of eqs. (5.4) are
the conservation laws of mass and of momentum-energy.
Now there are less independent components in the eqs. (5.4) than in the
variables Aαα1...αM and Bαα1...αN , so that relations between these variables
are needed. We will investigate the “closure problem” by using the proce-
dure used for the macroscopic approach, so we impose the supplementary
conservation law

∂αhα = σ ≥ 0, (5.6)

that must hold true for all the solutions of the system (5.4). It amounts in
assuming the existence of the Lagrange Multipliers λα1···αM

and µα1···αN
, such

that

dhα = λα1···αM
dAαα1...αM + µα1···αN

dBαα1...αN , (5.7)

λα1···αM
Iα1...αM + µα1···αN

Iα1...αN ≥ 0,

where hα is the entropy-(entropy flux) 4-vector.
We introduce now the potential

h
′α = −hα + λα1···αM

Aαα1...αM + µα1···αN
Bαα1...αN , (5.8)

90



and take the Lagrange Multipliers as independent variables. In this way eq.
(5.7)1 becomes

dh
′α = Aαα1...αM dλα1···αM

+ Bαα1...αN dµα1···αN
,

from which

Aαα1...αM =
∂h

′α

∂λα1···αM

, Bαα1...αN =
∂h

′α

∂µα1···αN

. (5.9)

In this way the tensors appearing in the balance equations (5.4) are found
as functions of the parameters λα1...αM

and µα1...αN
, as soon as h

′α is known.
So it remains to find the exact general expression for h

′α such that both
members of eq. (5.9) are symmetric and, as usual, we will find them through
their Taylor expansion with respect to equilibrium.

5.1 Definition of equilibrium and properties

Equilibrium is defined as the state described by the independent variables λ
and µα such that

λβ1···βM
= λg(β1β2 · · · gβM−1βM )(−m2)−

M
2 ,

µβ1···βN
= µ(β1gβ2β3 · · · gβN−1βN )(−m2)−

N−1
2 , (5.10)

from which it follows

λ = 2
(M − 1)!!

(M + 2)!!
λα1···αM

gα1α2 · · · gαM−1αM (−m2)
M
2 ,

µα = 8
N !!

(N + 3)!!
µαα1···αN−1

gα1α2 · · · gαN−2αN−1(−m2)
N−1

2 . (5.11)

The physical meaning of this definition is evident when we substitute eqs.
(5.10) into eq. (5.7)1; by using also the trace conditions (5.5), eq. (5.7)1

becomes

dhα = λdAα + µα1dBαα1

which is still eq. (5.7)1, but in the case M=0, N=1, i.e. in the case we
consider only the conservation laws of mass and of momentum-energy.
It is also evident that eqs. (5.11) are identities if M=0, N=1. (Use firstly

the identity (M − 1)!! = (M+1)!!
M+1

).
Eqs. (5.9) now become

Aα =
∂h

′α

∂λ
, Bαα1 =

∂h
′α

∂µα1
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and the symmetry condition on the second of these is surely satisfied; in fact,
from the representation theorems [36], [37] we have that

h
′α = H(λ, γ)µα (5.12)

with γ =
√−µαµα and H(λ, γ) is an arbitrary function. It follows

Aα =
∂H

∂λ
µα, (5.13)

Bαα1 = −1

γ

∂H

∂γ
µαµα1 + Hgαα1 (5.14)

which is surely symmetric.
We stress now that the function H(λ, γ) has to be arbitrary, if we want that
our equations may be applied to all materials. In fact, eqs. (5.12)-(5.14) and
eq. (5.8) yield

hα = −nsuα, Aα = nuα, Bαβ = euαuβ + phαβ (5.15)

with

uα =
µα

γ
, hαβ = gαβ + uαuβ (projector), p = H (pressure),

n = γ
∂H

∂λ
(particle density), e = −H − γ

∂H

∂γ
(energy density),

s = −λ− γ

∂H
∂γ

∂H
∂λ

(entropy density). (5.16)

From (5.16) it follows d
(

e
n

)
+ pd

(
1
n

)
= 1

γ
ds which, compared with the Gibbs

relation

Tds = d
( e

n

)
+ pd

(
1

n

)
(5.17)

identifies γ as 1
T
, with T the absolute temperature. Now (5.16)4 can be used

to change variables from γ, λ to γ, p; by substituting its solution λ = λ(γ, p)
into eqs. (5.16)3,5 we obtain the state functions n = n(γ, p) and e = e(γ, p).
Vice versa, if these state functions are assigned, by substituting p from (5.16)4

into (5.16)3,5, these become

∂H

∂λ
=

1

γ
n[γ, H(λ, γ)],

∂H

∂λ
= −1

γ
e[γ, H(λ, γ)]− 1

γ
H(λ, γ) (5.18)
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which are differential equations for the determination of the function H(λ, γ).
Therefore, if we want that our field equations may be used for all materials,
i.e., for all possible state functions n = n(γ, p) and e = e(γ, p), then the
function H(λ, γ) must be arbitrary.
Note also that the integrability condition for eqs. (5.18) is (e+ p)np− γnγ =
nep. But this is not a new condition on the state function because it is the
same integrability condition for the equations

∂s

∂p
= γ

∂

∂p

( e

n

)
+ γp

∂

∂p

(
1

n

)
and

∂s

∂γ
= γ

∂

∂γ

( e

n

)
+ γp

∂

∂γ

(
1

n

)

which are equivalent to the Gibbs relation reported above in eq. (5.17).
We conclude this section showing that an expression for h

′α at equilibrium is

h
′α =

∫
F (λ, µνp

ν)pαdp (5.19)

where the function F(X,Y) is related to the distribution function at equilib-
rium by

∂

∂X
F (X, Y ) = feq(X, Y ). (5.20)

The expression (5.19) will be useful in the sequel and is equivalent to (5.12)
with

H(λ, γ) = −4π

γ
m3

∫ ∞

0

F (λ, γm cosh ρ) sinh2 ρ dρ. (5.21)

which gives the relation between H and F.
It follows that F(X,Y) is arbitrary, because H(λ, γ) is arbitrary, and (5.19) is
the most general expression for h

′α at equilibrium. A particular case follows
from (5.20) and from

feq(X, Y ) =
w
h3

e
X+Y

k ± 1

which is the Jüttner distribution function at equilibrium (see [38] and [39]),
where k is the Boltzmann constant, the upper and lower signs refer to
Fermions and Bosons, respectively, h is the Plank’s constant and w is equal
to 2s+1 for particles with spin sh

2π
.
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5.2 The entropy principle

To impose eqs. (5.9) we have to find the most general expression of h
′α such

that the left hand sides are symmetric. We will refer to this as “the symmetry
condition”. An exact particular solution of this condition is

h
′α
1 =

∫
F (λα1...αM

pα1 ...pαM , µβ1...βN
pβ1 ...pβN )pαdP, (5.22)

as it can be easily verified, where the function F(X,Y) has been determined
in the previous section (eqs. (5.18)− (5.21)) in terms of the state functions
at equilibrium. This solution is more general than the corresponding one in
the kinetic approach [40], where the particular case F (X,Y ) = F (X + Y ) is
considered, but it is not still the most general one. We aim here to find this
most general solution.
To this end let us note that the symmetry condition for eqs. (5.9) reads

∂h
′[α

∂λα1]α2···αM

= 0,
∂h

′[α

∂µα1]α2···αN

= 0;

if we subtract from these their expressions with h
′α
1 instead of h

′α, we find

∂∆h
′[α

∂λα1]α2···αM

= 0,
∂∆h

′[α

∂µα1]α2···αN

= 0. (5.23)

with ∆h
′α = h

′α − h
′α
1 .

But in the previous section we have found that (h
′α
1 )eq is the most general

expression for (h
′α)eq, so that we have

(∆h
′α)eq = 0. (5.24)

In this way, we have now to find the most general solution of eqs. (5.23) and
(5.24), after that we will have

h
′α = h

′α
1 + ∆h

′α. (5.25)

To exploit eqs. (5.23) and (5.24), let’s firstly consider the Taylor expansion
of ∆h

′α around equilibrium:

∆h
′α =

∞∑

h,k=0

1

h!k!
CαA1···AhB1···Bk

h,k λ̃A1 · · · λ̃Ah
µ̃B1 · · · µ̃Bk

, (5.26)

where the multi-index notation Ai = αi1 · · ·αiM , Bj = αj1 · · ·αjN
has been

used, and, moreover

CαA1···AhB1···Bk
h,k =

(
∂h+k∆h

′α

∂λA1 · · · ∂λAh
∂µB1 · · · ∂µBk

)

eq.

(5.27)
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and
{

λ̃β1···βM
= λβ1···βM

− λ g(β1β2 · · · gβM−1βM )(−m2)−
M
2 ,

µ̃β1···βN
= µβ1···βN

− µ(β1gβ2β3 · · · gβN−1βN )(−m2)−
N−1

2 ,
(5.28)

denote the deviation of the Lagrange multipliers from their value (5.10) at
equilibrium. Note also that their traces are zero, as consequence of eq. (5.11).
Because of the symmetry shown by eqs. (5.23) it is possible to exchange the
index α with each other index taken from those included in Ai or Bj and
moreover each Ai can be exchanged with each other As or Br. So the tensor
C ···

h,k is symmetric with respect to every couple of indexes.

Let’s consider ∂h+k∆h
′α

∂λA1
···∂λAh

∂µB1
···∂µBk

depending on λγ1···γM
as a composite fun-

ction through λ̃γ1···γM
and λ; after that let us take its derivative with respect

to λγ1···γM
and calculate the result at equilibrium. We obtain

C
αA1···Ah+1B1···Bk

h+1,k =
∂CαA1···AhB1···Bk

h,k

∂λ̃β1···βM

∂λ̃β1···βM

λγ1···γM

+
∂CαA1···AhB1···Bk

h,k

∂λ

∂λ

λγ1···γM

=

=
∂CαA1···AhB1···Bk

h,k

∂λ̃β1···βM

(
g

(γ1

β1
· · · gγM )

βM
− g(γ1γ2 · · · gγM−1γM )gβ1β2 · · · gβM−1βM

·

2
(M − 1)!!

(M + 2)!!

)
+

∂CαA1···AhB1···Bk
h,k

∂λ
g(γ1γ2 · · · gγM−1γM )2

(M − 1)!!

(M + 1)!!
(−m2)

M
2 ,

(5.29)

where (5.11)1 and (5.28)1 have been used.
Multiplying both sides by gγ1γ2 · · · gγM−1γM

we obtain

CαA1···Ahγ1···γMB1···Bk

h+1,k gγ1γ2 · · · gγM−1γM
=

∂CαA1···AhB1···Bk
h,k

∂λ
(−m2)

M
2 . (5.30)

Similarly, let’s consider ∂h+k∆h
′α

∂λA1
···∂λAh

∂µB1
···∂µBk

depending on µγγ1···γN−1
as a com-

posite function trough µ̃γγ1···γN−1
and µβ; after that let us take its derivative

with respect to µγγ1···γN−1
and calculate the result at equilibrium. We obtain

C
αA1···AhB1···Bk+1

h,k+1 =
∂CαA1···AhB1···Bk

h,k

∂µ̃ββ1···βN−1

∂µ̃ββ1···βN−1

µγγ1···γN−1

+
∂CαA1···AhB1···Bk

h,k

∂µβ

∂µβ

µγγ1···γN−1

=
∂CαA1···AhB1···Bk

h,k

∂µ̃ββ1···βN−1

(
g

(γ
β gγ1

β1
· · · gγN−1)

βN−1
− g

(γ
(βgγ1γ2 · · · gγN−2γN−1)gβ1β2 · · · gβN−2βN−1)

8
N !!

(N + 3)!!

)
+

∂CαA1···AhB1···Bk
h,k

∂µβ

g
(γ
β gγ1γ2 · · · gγN−2γN−1)8

N !!

(N + 3)!!
(−m2)

N−1
2 ,
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where (5.11)1 and (5.28)2 have been used.
Multiplying both sides by gγ1γ2 · · · gγN−2γN−1

we obtain

C
αA1···AhB1···Bkβγ1···γN−1

h,k+1 gγ1γ2 · · · gγN−2γN−1
=

∂CαA1···AhB1···Bk
h,k

∂µβ

(−m2)
N−1

2 .

(5.31)

So, from eq. (5.27) we have obtained the compatibility conditions (5.30) and
(5.31).
Let’s proof the vice versa, i.e., that eq. (5.27) is a consequence of all the
other equations. To this end it is firstly useful to show a property of ∆h

′α.
If we take its derivative with respect to λγ1···γM

we obtain, with passages like
that used in eq. (5.29), that

∂∆h
′α

∂λγ1···γM

=
∞∑

h,k=0

1

h!k!

∂CαA1···AhB1···Bk
h,k

∂λ

∂λ

∂λγ1···γM

λ̃A1 · · · λ̃Ah
µ̃B1 · · · µ̃Bk

+

+
∞∑

h,k=0

h6=0

h

h!k!
CαA1···AhB1···Bk

h,k λ̃A1 · · · λ̃Ah−1
µ̃B1 · · · µ̃Bk

∂λ̃Ah

∂λγ1···γM

=

=
∞∑

h,k=0

h6=0

h

h!k!
CαA1···AhB1···Bk

h,k λ̃A1 · · · λ̃Ah−1
µ̃B1 · · · µ̃Bk

g(γ1
α1
· · · gγM )

αM
=

=
∂∆h

′α

∂λ̃γ1···γM

where we have used eq. (5.30). So we have proved that derivation of eq.
(5.26) with respect to λγ1···γM

is equivalent to its derivation with respect to

λ̃γ1···γM
.

With analogous passages, but by using eq. (5.31), it is possible to prove that
derivation of eq. (5.26) with respect to µγ1···γN

is equivalent to its derivation
with respect to µ̃γ1···γN

.
We are now ready to prove that eq. (5.27) is a consequence of the other
equations. To this end, let us take the hth derivative of eq. (5.26) with respect
to λγ1···γM

, then its kth derivative with respect to µγ1···γN
and calculate the

result at equilibrium; by using eqs. (5.30), (5.31) and the above mentioned
property , we obtain eq. (5.27). In other words we can forget eq. (5.27) and
retain only eqs. (5.30) and (5.31).
So it remains to solve eqs. (5.30) and (5.31) in the unknown symmetric
tensors C ···

h,k.
We notice that both sides in equation (5.30) and the left-hand side of eq.
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(5.31) are symmetric; then we have to impose that the right hand side of
this last one is also symmetric. In other words, both the tensors C ···

h,k and
their derivatives with respect to µβ are symmetric. The tensors satisfying
this property are elements of a family F which will be characterized in the
following section. Moreover, interesting properties of this family F will be
shown and they are useful to exploit our eqs. (5.30) and (5.31). The effective
exploitation will be accomplished in section 5.4 for the case N = 1 and in
section 5.5 for the case N > 1. We complete the present section simply
reporting the results.
For the case N > 1, they are

C
α1···αMh+kN+1

h,k =

[Mh+Nk+1
2 ]∑

s=0

Ch,k
s g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαMh+Nk+1), (5.32)

with

Ch,k
s = 2

2[Mh+Nk+1
2 ]+[ k

2 ]−2s

·
[

Mh+Nk+1
2

]
!

s!

1

(Mh + Nk + 1− 2s)!
·

· γ−6−Mh−(N+1)k+2s ·
Mh+k(N−1)−2

2∑
q=0

[
Mh + k(N − 1) + 1 + 2

[
k
2

]]
!!

[hM + k(N − 1)− 2q − 2]!!
·

· (−m2)
N−1

2
k+M

2
h dhck+Mh,q

dλh
·

(
q + 2 + Mh+(N+1)k

2
− s

)
!

(q + 2)!
·
(

1

γ2

)q

,

(5.33)

and ck,q = ck,q(λ) restricted only by ck,q = ck−1,q for q = 0, · · · , [Mh+(k−1)(N−1)−2]
2

.
For the case N = 1, and consequently k=0, the results are

C
α1···αMh+1

h =

Mh
2∑

s=0

Ch
s g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαMh+1), (5.34)

with

Ch
s = 2Mh−2s

(
Mh
2

)
!

s!

1

(Mh + 1− 2s)!
· γ−6−Mh+2s ·

Mh−2
2∑

q=0

(Mh + 1)!!

(Mh− 2q − 2)!!
·

· (−m2)
M
2

h dhch,q

dλh
·
(
q + 2 + Mh

2
− s

)
!

(q + 2)!
·
(

1

γ2

)q

, (5.35)

and ch,q = ch,q(λ) restricted only by ch,q = ch−1,q for q = 0, · · · , [M(h−1)−2]
2

.
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5.3 On the family F and its properties

Let us characterize now the family F of tensorial functions of a scalar λ and
of a time-like 4-vector µβ, which are symmetric together with their derivative
with respect to µβ.
We will prove now that

Proposition 1 Each element of the family F can be written as

φα1···αn(λ, µβ) =

[n
2 ]∑

s=0

φn
s (λ, γ)g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) (5.36)

with the scalars φn
s satisfying the condition

∂φn
s

∂γ

1

γ
2s + (n− 2s + 2)(n− 2s + 1)φn

s−1 = 0 for s = 1, · · ·
[n

2

]
. (5.37)

(Note that among the terms φn
s we may call leading term the one with the

highest value of s, i.e. φn

[n
2 ]

. Once the leading term is known, we can find all

the other terms present in eq. (5.36) thanks to eq. (5.37)).

Proof. From the representation theorems we know that eq. (5.36) is the
most general expression of a symmetric tensorial function depending on λ

and µβ. Taking into account that ∂γ
∂µβ

= −µβ

γ
, the derivative of φα1···αn(λ, µβ)

with respect to µβ is

∂φα1···αn

∂µβ

=

[n
2 ]∑

s=0

−∂φn
s

∂γ

µβ

γ
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) +

+

[n
2 ]∑

s=0

φn
s g

(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn−1gαn)β(n− 2s). (5.38)

To be symmetric, the expression above must be equal to its symmetric part
with respect to α1 · · ·αnβ, i.e. to

[n
2 ]∑

s=0

−∂φn
s

∂γ

1

γ
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαnµβ) +

+

[n
2 ]+1∑
S=1

φn
S−1

g(α1α2 · · · gα2S−1α2Sµα2S+1 · · ·µαnµβ)(n− 2S + 2) =
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= −∂φn
0

∂γ

1

γ
µα1 · · ·µαnµβ + φn

[n
2 ]

(
n− 2

[n

2

])
g(α1α2 · · · gαnβ) +

+

[n
2 ]∑

s=1

[
−∂φn

s

∂γ

1

γ
+ (n− 2s + 2)φn

s−1

]
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαnµβ) =

= −∂φn
0

∂γ

1

γ
µα1 · · ·µαnµβ + φn

[n
2 ]

(
n− 2

[n

2

])
g(α1α2 · · · gαnβ) +

+

[n
2 ]∑

s=1

[
− ∂φn

s

∂γ

1

γ
+ (n− 2s + 2)φn

s−1

][
2s

n + 1
gβ(α1 · · · gα2s−2α2s−1µα2s · · ·µαn)

+
n + 1− 2s

n + 1
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn)µβ

]
,

where in the second row we have substituted s = S − 1. In the third row we
have reported the term coming from the first row with s=0, and that from
the second row with S =

[
n
2

]
+1; in the fourth row the remaining terms from

first and second row.
Comparing the result with eq. (5.38), we obtain

[n
2 ]∑

s=0

−∂φn
s

∂γ

1

γ
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) =

= −∂φn
0

∂γ

1

γ
µα1 · · ·µαn +

[n
2 ]∑

s=1

[
− ∂φn

s

∂γ

1

γ
+ (n− 2s + 2)φn

s−1

]
·

n + 1− 2s

n + 1
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn)

and

[n
2 ]∑

s=0

φn
s (n− 2s)gβ(α1 · · · gα2sα2s+1µα2s+2 · · ·µαn) =

= φn

[n
2 ]

(
n− 2

[n

2

])
g(α1α2 · · · gαn)β +

+

[n
2 ]−1∑
s=0

[
− ∂φn

s+1

∂γ

1

γ
+ (n− 2s)φn

s

]
2s + 2

n + 1
gβ(α1 · · · gα2sα2s+1µα2s+2 · · ·µαn)

where we have considered s = S + 1 and then S = s in the last term.
So we have

∂φn
s

∂γ

1

γ
2s + (n− 2s + 2)(n− 2s + 1)φn

s−1 = 0 for s = 1, · · ·
[n

2

]
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and

∂φn
s+1

∂γ

1

γ
(2s + 2) + (n− 2s)(n− 2s− 1)φn

s = 0 for s = 0, · · ·
[
n− 2

2

]
.

We can see that the second of these equations coincides with the first one.
So the characteristic condition for F is the above reported eq. (5.37).
This completes the proof of Proposition 1.
It will be useful for the sequel to note that, thanks to (5.37), eq. (5.38)
becomes

∂φα1···αn

∂µβ

=

[n+1
2 ]∑

s=0

φn+1
s (λ, γ)g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαnµβ) (5.39)

with
{

φn+1
0 = − 1

γ

∂φn
0

∂γ
,

φn+1
s = n+1

2s
(n− 2s + 2)φn

s−1 for s = 1, · · · ,
[

n+1
2

]
.

(5.40)

This allows to prove the following

Proposition 2 If φα1···αn ∈ F , it follows that also ∂φα1···αn

∂µβ
∈ F .

Proof. Because of eq. (5.39), to demonstrate the theorem it will be sufficient
to prove that eq. (5.37) holds true also with n+1 instead of n, i.e.

∂φn+1
s

∂γ

1

γ
2s+(n−2s+3)(n−2s+2)φn+1

s−1 = 0 for s = 1, · · ·
[
n + 1

2

]
. (5.41)

For s=1, thanks to (5.40), it becomes

∂φn
0

∂γ

2

γ

n

2
(n + 1) + (n + 1)n

(
−1

γ

)
φn

0

∂γ
= 0

that is identically satisfied.
Instead, for s = 2, · · · ,

[
n+1

2

]
, thanks to (5.40)2, it becomes

∂φn
s−1

∂γ

2s

γ

n + 1

2s
(n−2s+2)+(n−2s+3)(n−2s+2)

n + 1

2s− 2
(n−2s+4)φn

s−2 = 0

that is eq. (5.37) with s-1 instead of s, after having divided it for 2s-2.
It is also important the following

Proposition 3 If φα1···αn+1 ∈ F , then φα1···αn ∈ F exists such that φα1···αn+1 =
∂φα1···αn

∂µαn+1
.
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Proof. In fact the integrability condition for the problem

φα1···αn+1 =
∂φα1···αn

∂µαn+1

is
∂φα1···αn−1[αn

∂µαn+1]

= 0

which is surely satisfied because φα1···αn ∈ F and, consequently, it and its
derivative with respect to µαn+1 are symmetric.

We note also that, if φ̃α1···αn is a particular solution of this problem, then the
general one is

φα1···αn =

{
φ̃α1···αn + φ(λ)g(α1α2 · · · gαn−1αn) if n is even,

φ̃α1···αn if n is odd,

with φ(λ) a scalar function.

Proposition 4 If φα1···αn+r ∈ F , then φα1···αn ∈ F exists such that φα1···αn+r =
∂rφα1···αn

∂µαn+1 ···µαn+r
.

Moreover, if φ̃α1···αn is a particular solution of this problem, then the general
one is

φα1···αn =





φ̃α1···αn +
∑[ r−1

2 ]
i=0 φi(λ)g(α1α2 · · · gαn+2i−1αn+2i)µαn+1 · · ·µαn+2i

if n is even,

φ̃α1···αn +
∑[ r−2

2 ]
i=0 φi(λ)g(α1α2 · · · gαn+2iαn+2i+1)µαn+1 · · ·µαn+2i+1

if n is odd,

with φi(λ) scalar functions.

Proof. We can prove this proposition with the iterative procedure.
It holds for r=1 for the Proposition 3.
Let us assume now that it holds for r = r and prove that it is satisfied also
when r = r + 1.
If φα1···αn+r+1 ∈ F we can apply this proposition with n+1 instead of n and
r instead of r. Then we have that φα1···αn+1 ∈ F exists such that

φα1···αn+r+1 =
∂rφα1···αn+1

∂µαn+2 · · · ∂µαn+r+1

. (5.42)

But, for the first part of Proposition 3 we have that φα1···αn ∈ F exists such
that φα1···αn+1 = ∂φα1···αn

∂µαn+1
which, substituted in (5.42) gives

φα1···αn+r+1 =
∂r+1φα1···αn

∂µαn+1 · · · ∂µαn+r+1

. (5.43)
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So the existence of solutions has been proved.
If φ̃α1···αn is a particular of these solutions, we have

φα1···αn+r+1 =
∂r+1φ̃α1···αn

∂µαn+1 · · · ∂µαn+r+1

,

which, together with eq. (5.43) implies

∂r

∂µαn+1 · · · ∂µαn+r

[
∂

∂µαn+r+1

(
φα1···αn − φ̃α1···αn

)]
= 0.

By applying the second part of this Proposition 4, we conclude that

∂

∂µαn+r+1

(
φα1···αn − φ̃α1···αn

)
=





∑[ r−1
2 ]

i=0 φi(λ)g(α1α2 · · · gαn+2iαn+2i+1)·
µαn+2 · · ·µαn+2i+1

if n+1 is even,

∑[ r−2
2 ]

i=0 φi(λ)g(α1α2 · · · gαn+2i+1αn+2i+2)·
µαn+2 · · ·µαn+2i+2

if n+1 is odd.

This relation can be integrated and gives

φα1···αn−φ̃α1···αn =





∑[ r−1
2 ]

i=0 φi(λ) 1
2i+1

g(α1α2 · · · gαn+2iαn+2i+1)µαn+1 · · ·µαn+2i+1

if n is odd,
∑[ r−2

2 ]
i=0 φi(λ) 1

2i+2
g(α1α2 · · · gαn+2i+1αn+2i+2)µαn+1 · · ·µαn+2i+2

+φ0(λ)g(α1α2 · · · gαn−1αn) if n is even.

So we have obtained the second part of this proposition, with r + 1 instead
of r, and

φi(λ) =

{
φi(λ) 1

2i+1
if n is odd,

φi−1(λ) 1
2i

if n is even (For this case we have put i=I-1).

This completes the proof of Proposition 4.

Proposition 5 If φα1···αn ∈ F , then φα1···αn+2 ∈ F exists such that

φα1···αn+2gαn+1αn+2 = φα1···αn . (5.44)

Moreover, its leading term is

φn+2

[n+2
2 ]

= γ−2(n+3−[n+2
2 ]) (n + 1)(n + 2)

2
[

n+2
2

]
[∫

φn

[n
2 ]

γ2(n+3−[n+2
2 ])−1dγ + fn+2

[n+2
2 ]

(λ)

]
.

(5.45)

with φn

[n
2 ]

leading term of φα1···αn and fn+2

[n+2
2 ]

an arbitrary function.
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Proof. Because of φα1···αn+2 ∈ F , it has the form (5.36) with coefficients
satisfying eq. (5.37) and n+2 instead of n, i.e.,

φα1···αn+2(λ, µβ) =

[n+2
2 ]∑

s=0

φn+2
s (λ, γ)g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn+2)

with

∂φn+2
s

∂γ

1

γ
2s+(n−2s+4)(n−2s+3)φn+2

s−1 = 0 for s = 1, · · ·
[
n + 2

2

]
. (5.46)

Let’s substitute this expression of φα1···αn+2 in the left hand side of eq. (5.44)
and explicit the symmetrization, so obtaining

φα1···αn+2gαn+1αn+2 =

=

[n+2
2 ]∑

s=0

φn+2
s (λ, γ)g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn+2)gαn+1αn+2 =

=

[n+2
2 ]∑

s=1

φn+2
s (λ, γ)

2s(2s + 2)

(n + 2)(n + 1)
g(α1α2 · · · gα2s−3α2s−2µα2s−1 · · ·µαn) +

+

[n+2
2 ]∑

s=1

φn+2
s (λ, γ)2

2s(n− 2s + 2)

(n + 2)(n + 1)
g(α1α2 · · · gα2s−3α2s−2µα2s−1 · · ·µαn) +

+

[n
2 ]∑

s=0

φn+2
s (λ, γ)

(n + 2− 2s)(n + 2− 2s− 1)

(n + 2)(n + 1)
·

g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn)(−γ2).

Blending the first two sums and putting S=s-1 we obtain

φα1···αn+2gαn+1αn+2 =

[n
2 ]∑

s=0

{
φn+2

s+1 4
(s + 1)(n− s + 2)

(n + 2)(n + 1)
+

φn+2
s (−γ2)

(n + 2− 2s)(n + 1− 2s)

(n + 2)(n + 1)

}
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) .
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With the use of this expression and of eq. (5.36) for φα1···αn , eq. (5.44)
becomes

[n
2 ]∑

s=0

{
φn+2

s+1 4
(s + 1)(n− s + 2)

(n + 2)(n + 1)
+ φn+2

s (−γ2)
(n + 2− 2s)(n + 1− 2s)

(n + 2)(n + 1)

}
·

g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) =

[n
2 ]∑

s=0

φn
s g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn) .

i.e.

φn
s =

1

(n + 2)(n + 1)

[
φn+2

s+1 4(s + 1)(n− s + 2) +

+ φn+2
s (−γ2)(n + 2− 2s)(n + 1− 2s)

]
, (5.47)

for s = 0, · · · ,
[

n
2

]
.

If we use eqs. (5.37) and (5.46), this expression becomes

∂φn
s+1

∂γ
=

1

(n + 2)(n + 1)

[∂φn+2
s+2

∂γ
4(s + 2)(n− s + 2) +

+
∂φn+2

s+1

∂γ
(−γ2)(n− 2s)(n− 1− 2s)

]
(5.48)

that is eq. (5.47) with s+1 instead of s, derivated with respect to γ and with
another use of eq. (5.46). So we have proved that if eq. (5.47) holds true
for a particular value of s, it will hold true also for all lower values of s; so it
suffices to impose eq. (5.47) for the bigger value of s, i.e.,

φn

[n
2 ]

=
2
[

n
2

]
+ 2

(n + 2)(n + 1)

[
2φn+2

[n
2 ]

(
n−

[n

2

]
+ 2

)
+ γ

∂

∂γ
φn+2

[n+2
2 ]

]
, (5.49)

where eq. (5.46) has been used. The general solution of this equation is
reported in eq. (5.45).
It will be useful also the following

Proposition 6 If the leading term of φα1···αn is φn

[n
2 ]

= f(λ)γ−2(3+p) with p a

non negative integer, then the leading term of φα1···αngαn−2r+1αn−2r+2 · · · gαn−1αn

is

φn−2r

[n−2r
2 ]

=

(
2
[

n+1
2

]− 2r − 1
)
!!(

2
[

n+1
2

]− 1
)
!!

f(λ)γ−2(3+p) ·

η

(
2

[
n + 1

2

]
− 2r − 2− 2p, 2

[
n + 1

2

]
− 4− 2p

)
(5.50)

104



where, if a ≤ b, η(a, b) denotes the product of all even numbers between a
and b, while if a = b + r then η(a, b) = 1.

Proof. Let us prove eq. (5.50) with the iterative procedure.
In the case r=0 it is an identity.
Let us assume that eq. (5.50) holds up to the integer r and let us prove it
with r+1 instead of r.
Let us distinguish the cases with n odd and with n even; for the first one, by
applying eq. (5.49) with n-2r-2 instead of n, we obtain

φn−2r−2
n−2r−3

2

=
1

n− 2r

[
(n− 2r + 3)φn−2r

n−2r−1
2

+ γ
∂

∂γ
φn−2r

n−2r−1
2

]
=

(n− 2r − 2)!!

n!!
·

f(λ)η(n− 1− 2p− 2r, n− 3− 2p)γ−2(3+p)(n− 2r + 3− 6− 2p)

that is eq. (5.50) with r+1 instead of r.
In the case with n even, by applying eq. (5.49) with n-2r-2 instead of n, we
obtain

φn−2r−2
n−2r−2

2

=
1

n− 2r − 1

[
(n− 2r + 2)φn−2r

n−2r
2

+ γ
∂

∂γ
φn−2r

n−2r
2

]
=

(n− 2r − 3)!!

(n− 1)!!
f(λ)η(n− 2− 2p− 2r, n− 4− 2p)γ−2(3+p)(n− 2r − 4− 2p)

that is eq. (5.50) with r+1 instead of r.

Proposition 7 If φα1···αm ∈ F with leading term f(λ)γ−2(3+p), with p a non
negative integer such that p < m − [

m
2

] − 1 or p > m − [
m
2

]
+ r − 2, then

φα1···αm+2r ∈ F exists such that φα1···αmαm+1αm+2···αm+2r−1αm+2r gαm+1αm+2 · · ·
gαm+2r−1αm+2r = φα1···αm.
Moreover the leading term of φα1···αm+2r is

(m + 2r)!

m!

(
2
[

m
2

])
!!(

2
[

m
2

]
+ 2r

)
!!

(
2m− 2

[
m
2

]− 2p− 4
)
!!(

2m− 2
[

m
2

]
+ 2r − 2p− 4

)
!!
f(λ)γ−2(3+p) +

+
r−1∑
i=0

fi,r(λ)γ−2(3+m+i−[m+2
2 ]), (5.51)

with fi,r(λ) arbitrary functions.

Proof. Let us prove this proposition with the iterative procedure.
It is easy to verify that eq. (5.51) holds for r=0.
Let us assume that it holds up to the integer r and prove that it holds also
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with r+1 instead of r.
Then we have to face the problem

φα1···αmαm+1αm+2···αm+2r+1αm+2r+2gαm+1αm+2 · · · gαm+2r+1αm+2r+2 = φα1···αm (5.52)

By defining

φα1···αm+2r = φα1···αm+2rαm+2r+1αm+2r+2gαm+2r+1αm+2r+2 , (5.53)

the problem (5.52) becomes that of the present proposition, which we have
assumed holding. Therefore, the leading term of φα1···αm+2r is (5.51) and
it remains to face only the problem (5.53); by applying Proposition 5 with
n=m+2r we find that the leading term of φα1···αm+2r+2 is

γ−2(3+m+2r−[m+2r+2
2 ]) (m + 2r + 1)(m + 2r + 2)

2
[

m+2r+2
2

]
[ ∫

(m + 2r)!

m!

(
2
[

m
2

])
!!(

2
[

m
2

]
+ 2r

)
!!

(
2m− 2

[
m
2

]− 2p− 4
)
!!(

2m− 2
[

m
2

]
+ 2r − 2p− 4

)
!!
f(λ)γ−2p+2m+4r−2[m+2r+2

2 ]−1 +

+
r−1∑
i=0

fi,r(λ)γ−2i+2r−1dγ + fm+2r+2

[m+2r+2
2 ]

(λ)

]
= γ−6 (m + 2r + 1)(m + 2r + 2)

2
[

m+2r+2
2

] ·

(m + 2r)!

m!

(
2
[

m
2

])
!!(

2
[

m
2

]
+ 2r

)
!!

(
2m− 2

[
m
2

]− 2p− 4
)
!!(

2m− 2
[

m
2

]
+ 2r − 2p− 4

)
!!
f(λ) ·

1

−2p + 2m + 4r − 2
[

m+2r+2
2

]γ−2p +
r−1∑
i=0

fi,r(λ)
(m + 2r + 1)(m + 2r + 2)

2
[

m+2r+2
2

] · 1

2r − 2i

γ−2i−2m−6+2[m+2
2 ] + fm+2r+2

[m+2r+2
2 ]

(λ)
(m + 2r + 1)(m + 2r + 2)

2
[

m+2r+2
2

] γ−2(m+2r+3−[m+2r+2
2 ])

that is eq. (5.51) with r+1 instead of r and

fi,r+1 =





fi,r
(m+2r+1)(m+2r+2)

2[m+2r+2
2 ]

1
2r−2i

for i=0, ... ,r-1,

fm+2r+2

[m+2r+2
2 ]

(λ) (m+2r+1)(m+2r+2)

2[m+2r+2
2 ]

for i=r.

This completes the proof.
We conclude this section with the

Proposition 8 If n is an even number, the tensor g(α1α2 · · · gαn−1αn) µαn−r+1

· · · µαn belongs to F and, moreover,

g(α1α2 · · · gαn−1αn)µαn−r+1 · · ·µαn =

[n−r
2 ]∑

s=0

φn−r
s,r g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn−r)
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(5.54)

with

φn−r
s,r =





1 r ≤ 1, s =
[

n−r
2

]
,

0 r ≤ 1, 0 ≤ s ≤ [
n−r

2

]− 1,
r!(n−r)!

(2s+2r−n)!!(2s)!!(n−r−2s)!(n−1)!!
(−γ2)

s+r−n
2 r ≥ 2, n

2
− r ≤ s ≤ [

n−r
2

]
,

0 r ≥ 2, 0 ≤ s ≤ n
2
− r − 1.

(5.55)

Proof. It is easy to note that the above tensor is an element of F because
it and its derivative with respect to µβ are manifestly symmetric.
Let us prove (5.55) with the iterative procedure.
It is easy to verify that it holds when r=0.
When r=1 it is a consequence of

g(α1α2 · · · gαn−1αn)µαn = g(α1α2 · · · gαn−1)αnµαn = g(α1α2 · · · gαn−3αn−2µαn−1).

(5.56)

When r=2, by using eq. (5.56) we have

g(α1α2 · · · gαn−1αn)µαn−1µαn =

1

n− 1

[
g(α1α2 · · · gαn−3αn−2)µαn−1 + (n− 2)gαn−1(α1 · · · gαn−4αn−3µαn−2)

]
µαn−1

=
−γ2

n− 1
g(α1α2 · · · gαn−3αn−2) +

n− 2

n− 1
gα1α2 · · · gαn−5αn−4µαn−3µαn−2)

from which (5.54) and (5.55) with r=2.
Let us assume now that our proposition holds up to a fixed integer r and let
us prove that it holds also with r+1 instead of r. By multiplying eq. (5.54)
times µαn−r we find

g(α1α2 · · · gαn−1αn)µαn−r · · ·µαn =

=

[n−r
2 ]−1∑
S=0

φn−r
S+1,r

2S + 2

n− r
g(α1α2 · · · gα2S−1α2Sµα2S+1 · · ·µαn−r−1) +

+

[n−r
2 ]∑

s=0

φn−r
s,r

n− r − 2s

n− r
g(α1α2 · · · gα2s−1α2sµα2s+1 · · ·µαn−r−1)(−γ2),
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where, in the first summation, we have put s=S+1.
It follows (5.54) with r+1 instead of r and

φn−r−1
s,r+1 =





φn−r
s+1,r

2s+2
n−r

− γ2φn−r
s,r

n−r−2s
n−r

for s = 0, · · · ,
[

n−r
2

]− 1,

and s =
[

n−r
2

]
when r even,

−γ2φn−r
s,r

n−r−2s
n−r

for s = n−r−1
2

when r odd.

We have taken into account that n-r-2s=0 when s =
[

n−r
2

]
and r is even.

By using this result and eq. (5.55) we have that

• For 0 ≤ s ≤ n
2
−r−2, both φn−r

s+1,r and φn
s,r are zero, from which φn−r−1

s,r+1 = 0.

• For s = n
2
− r − 1, we have φn−r

s,r = 0 and φn−r−1
s,r+1 = (n−r−1)!

(n−2r−2)!!(n−1)!!
.

• For s = n
2
− r, · · · ,

[
n−r

2

] − 1 and for s =
[

n−r
2

]
in the case r even we

have

φn−r−1
s,r+1 =

(r + 1)! (n− r − 1)!

(2s + 2r + 2− n)!! (2s)!! (n− r − 1− 2s)! (n− 1)!!
(−γ2)s+r+1−n

2 .

• For s = n−r−1
2

and r odd we have φn−r−1
s,r+1 = (r)! (n−r−1)!

(r−1)!! (n−r−1)!! (n−1)!!
(−γ2)

r+1
2 .

In this way we have obtained (5.55) with r+1 instead of r as we desired
to prove.

5.4 The case N=1.

When N=1 only equation (5.30) with k=0 has to be exploited.
We prove now that it amounts to giving the following expression for the
leading term of CαA1···Ah

Ch
M
2

h
= γ−6

Mh−2
2∑

q=0

(−m2)
M
2

h dhch,q(λ)

dλh

(
1

γ2

)q
(Mh + 1)!!

(Mh− 2q − 2)!!

with ch,q = ch−1,q for q = 0, · · · ,
M(h− 1)− 2

2

and ch,q for q =
M(q − 1)

2
, · · · ,

Mh− 2

2
are arbitrary functions of λ.

(5.57)
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Let us prove this with the iterative procedure.
It holds for h=0, because in its right hand side there are no terms, and its
left hand side is zero for eqs. (5.24) and (5.26).
Let us apply now the Proposition 7 to eq. (5.30) with k=0, r = M

2
, m=Mh+1.

We find that

Ch+1
M
2

(h+1)
= γ−6

Mh−2
2∑

q=0

(−m2)
M
2

(h+1)d
h+1ch,q(λ)

dλh+1

(
1

γ2

)q
(Mh + 1)!!

(Mh− 2q − 2)!!

[M(h + 1) + 1]!

(Mh + 1)!

(Mh)!!

[M(h + 1)]!!

(Mh− 2q − 2)!!

[M(h + 1)− 2q − 2]!!
+

M−2
2∑

i=0

fi, M
2
γ−2(3+hM

2
+i)

which is eq. (5.57)1 with h+1 instead of h (ch+1,q = ch,q has to be used),
i = q − Mh

2
,

ch+1,q =

{
ch,q for q = 0, · · · ,

[
Mh−2

2

]
,

[M(h+1)−2q−2]!!
[M(h+1)+1]!!

(−m2)−
M
2

(h+1)f ∗
q−Mh

2
, M

2

for q = Mh
2

, · · · , M(h+1)−2
2

.

with f ∗
q−Mh

2
, M

2

defined by dh+1

dλh+1 f
∗
q−Mh

2
, M

2

= fq−Mh
2

, M
2
.

We note that from eq. (5.57)2 it follows

ch,q = ch−j,q for q = 0, · · · ,
M(h− j)− 2

2
. (5.58)

Also this relation can be proved with the iterative procedure. It holds when
j=0. From (5.58) and (5.57)2 it follows ch,q = ch−j,q = ch−j−1,q for q =

0, · · · , M(h−j−1)−2
2

that is eq. (5.58) with j+1 instead of j, as we desired to
prove.
Let us search now the other coefficients Ch

s . To this end, it is better to prove
firstly that from eq. (5.37) with n=Mh+1 it follows

φMh+1
s−r = (−4)r s!

(s− r)!

(Mh + 1− 2s)!

(Mh + 1− 2s + 2r)!

∂r

∂(γ2)r
φMh+1

s . (5.59)

Let us prove this with the iterative procedure.
It holds for r=0. Let us assume that it holds up to the index r. From eq.
(5.37) with n=Mh+1 and s-r instead of s, we find

φMh+1
s−r−1 =

−2s + 2r

γ

1

(Mh + 3− 2s + 2r)(Mh + 2− 2s + 2r)

∂

∂γ
φMh+1

s−r =

= −4(s− r)
1

(Mh + 3− 2s + 2r)(Mh + 2− 2s + 2r)

∂

∂(γ2)
φMh+1

s−r =

= (−4)r+1 s!

(s− r − 1)!

(Mh + 1− 2s)!

(Mh + 3− 2s + 2r)!

∂r+1

∂(γ2)r+1
φMh+1

s ,
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where in the last passage eq. (5.59) has been used. In this way we have
proved that (5.59) holds when r+1 replaces r; this completes the proof of eq.
(5.59) and we use now it to find Ch

s .
If we write eq. (5.59) with s = M

2
h and r = s− s∗, jointly to eq. (5.57), we

find that

Ch
s∗ = (−4)

M
2

h−s∗
(

M
2
h
)
!

(s∗)!
1

(Mh + 1− 2s∗)!

Mh−2
2∑

q=0

(−m2)
M
2

h ·

· dhch,q(λ)

dλh

(Mh + 1)!!

(Mh− 2− 2q)!!
(−1)

M
2

h−s∗ (q + 2 + M
2
h− s∗)!

(q + 2)!

(
1

γ2

)q+3+M
2

h−s∗

,

that is, the above mentioned eq. (5.35).

5.5 The case N > 1

In this case we have to impose eqs. (5.30) and (5.31). But it will be firstly use-
ful to transform them into more easy equations. To this end we may use the
notation B̃i = αi1 · · ·αiN−1

(similar to the already used multi-index notation

Bi = αi1 · · ·αiN ) and Proposition 4; we obtain that the tensor DαA1···AhB̃1···B̃k
h,k

exists, such that

CαA1···Ahβ1B̃1···βkB̃k

h,k =
∂k

∂µβ1 · · · ∂µβk

DαA1···AhB̃1···B̃k
h,k . (5.60)

After that eq. (5.31) becomes

∂k+1

∂µβ1 · · · ∂µβk
∂µβ

D
αA1···AhB̃1···B̃kγ1···γN−1

h,k+1 gγ1γ2 · · · gγN−2γN−1

=
∂k+1

∂µβ∂µβ1 · · · ∂µβk

DαA1···AhB̃1···B̃k
h,k (−m2)

N−1
2 .

For the Proposition 4 with n=hM+k(N-1)+1 the general solution of this
equation is

D
αA1···AhB̃1···B̃kγ1···γN−1

h,k+1 gγ1γ2 · · · gγN−2γN−1
= DαA1···AhB̃1···B̃k

h,k (−m2)
N−1

2

+

[ k−1
2 ]∑

i=0

φi,h,k(λ)g(αA1···AhB̃1···B̃kαhM+k(N−1)+2···αhM+k(N−1)+2i) ·

µαhM+k(N−1)+2
· · ·µαhM+k(N−1)+2+2i

. (5.61)
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Let us transform now the unknown tensors D···
h,k into the tensors E···

h,k, ac-
cording to the following rule

DαA1···AhB̃1···B̃k
h,k = EαA1···AhB̃1···B̃k

h,k +

+

[ k−2
2 ]∑

i=0

ψi,h,k(λ)g(αA1···AhB̃1···B̃kαhM+k(N−1)+2···αhM+k(N−1)+2i) ·

µαhM+k(N−1)+2
· · ·µαhM+k(N−1)+2+2i

. (5.62)

with ψi,h,k(λ) defined with the iterative method by

ψi,h,0 = 0,

ψi,h,1 = 0,

ψi,h,k+1 =
[Mh + k(N − 1) + 2i + 4]!!

[hM + (k + 1)(N − 1) + 2i + 4]!!

[hM + (k + 1)(N − 1) + 2i + 1]!!

[hM + k(N − 1) + 2i + 1]!!

(
ψi,h,k(−m2)

N−1
2 + φi,h,k

)

in the case k even and i = 0, · · · ,
k − 2

2

and in the case k odd and i = 0, · · · ,
k − 3

2

ψi,h,k+1 =
[Mh + k(N − 1) + 2i + 4]!!

[hM + (k + 1)(N − 1) + 2i + 4]!!

[hM + (k + 1)(N − 1) + 2i + 1]!!

[hM + k(N − 1) + 2i + 1]!!
φi,h,k

in the case k odd and i =
k − 1

2
.

We note that also E···
h,k ∈ F .

Thanks to this transformation, eq. (5.61) becomes

E
αA1···AhB̃1···B̃kγ1···γN−1

h,k+1 gγ1γ2 · · · gγN−2γN−1
= EαA1···AhB̃1···B̃k

h,k (−m2)
N−1

2 . (5.63)

Let us note how many 4-vectors µα intervene in the second term in the right
hand side of (5.62); they are 2i + 1 ≤ 2

[
k−2
2

]
+ 1 ≤ k − 2 + 1 < k; therefore

eq. (5.61), substituted in (5.60) transforms it into

CαA1···Ahβ1B̃1···βkB̃k

h,k =
∂k

∂µβ1 · · · ∂µβk

EαA1···AhB̃1···B̃k
h,k . (5.64)
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Eqs. (5.63) and (5.64) substitute now eqs. (5.60) and (5.61); consequently,
these last one can now be left out!
Eq. (5.64) with k=0 now yields

CαA1···Ah
h,0 = EαA1···Ah

h,0 (5.65)

which is restricted by eq. (5.30) with k=0. After that eq. (5.63) will give,
with an iterative procedure, E···

h,k+1. Let us firstly deduce, from this proce-
dure, some properties.

Property 1 The leading term of EαA1···Ah
h,0 is

(
1
γ

)6

multiplied by a polynomial

in the variable 1
γ2 .

Proof. This property is evident from eq. (5.57).

Property 2 The leading term of EαA1···AhB̃1···B̃k
h,k is

(
1
γ

)6

multiplied by a poly-

nomial in the variable 1
γ2 .

Proof. Let us prove this with the iterative procedure.
It holds when k=0, for property 1.
Let us assume it up to the index k. From eq. (5.63), by applying Proposition
7 with m=Mh+(N-1)k+1, r = N−1

2
, we find that property 2 holds also when

k+1 replaces k.
This completes its proof.
By substituting now eq. (5.64) into eq. (5.30), this last one becomes

0 =
∂k

∂µβ1 · · · ∂µβk[
E

αA1···AhB̃1···B̃kγ1γ2···γM−1γM

h+1,k gγ1γ2 · · · gγM−1γM
− (−m2)

M
2

∂

∂λ
EαA1···AhB̃1···B̃k

h,k

]

For Proposition 4 with n=Mh+(N-1)k+1, r=k, it follows that

E
αA1···AhB̃1···B̃kγ1γ2···γM−1γM

h+1,k gγ1γ2 · · · gγM−1γM
− (−m2)

M
2

∂

∂λ
EαA1···AhB̃1···B̃k

h,k =

=

[ k−2
2 ]∑

i=0

φi(λ)g(αA1···AhB̃1···B̃kα1···α2i+1)µα1 · · ·µα2i+1
. (5.66)

where the notation gα1···α2n = g(α1α2 · · · gα2n−1α2n) has been used.
But, for the above property 2, jointly with the Propositions 6 and 8, we have

that the left hand side of eq. (5.66) has a leading term of the type
(

1
γ

)6
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multiplied by a polynomial in the variable 1
γ2 , while its right hand side has a

leading term polynomial in γ2. It follows necessarily that both these leading
terms are zero; in other words, both sides of eq. (5.66) are zero. In particular,
from the left hand side we obtain

E
αA1···AhB̃1···B̃kγ1γ2···γM−1γM

h+1,k gγ1γ2 · · · gγM−1γM
= (−m2)

M
2

∂

∂λ
EαA1···AhB̃1···B̃k

h,k .

(5.67)

Therefore, we have to impose only eqs. (5.63) and (5.67); after that, the
tensor CαA1···AhB1···Bk

h,k defined by eq. (5.64) is the more general solution of
eq. (5.30) and (5.31).

5.5.1 A consequence of eqs. (5.63) and (5.67)

We will see now that, as a consequence of eqs. (5.63) and (5.67), we may

find the leading term of EαA1···AhB̃1···B̃k
h,k except for a set of arbitrary functions

of the single variable λ. This result is the subsequent (5.71).
To this end let us firstly prove that

E0,k
N−1

2
k

= γ−6

(N−1)k−2
2∑

q=0

(−m2)
N−1

2
kck,q(λ)

[(N − 1)k + 1]!!

[(N − 1)k − 2q]!!
[(N−1)k−2q]

(
1

γ2

)q

,

(5.68)

where the last N-1 functions ck,q are arbitrary functions of λ and the remain-
der are

ck,q = ck−1,q. (5.69)

Let us prove it with the iterative procedure.
It holds when k=0, because in this case the right hand side has no terms,
while the left hand side is zero for eqs. (5.65) with h=0, (5.24) and (5.26).
Let us apply Proposition 7 to eq. (5.63) with h=0, r = N−1

2
, m=k(N-1)+1.

We find that

E0,k+1
N−1

2
(k+1)

= γ−6

(N−1)k−2
2∑

q=0

ck,q

(
1

γ2

)q
[(N − 1)k + 1]!!

[(N − 1)k − 2q]!!
[(N − 1)k − 2q] ·

·(−m2)
N−1

2
(k+1) [(N − 1)k + 1 + N − 1]!

[(N − 1)k + 1]!

[(N − 1)k]!!

[(N − 1)k + N − 1]!!

[(N − 1)k − 2q − 2]!!

[(N − 1)(k + 1)− 2q − 2]!!
+

N−3
2∑

i=0

fi, N−1
2

(λ)γ−[6+k(N−1)+2i].
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Then we have found eq. (5.68) with k+1 instead of k, i = q − kN−1
2

and

ck+1,q =





ck,q for q = 0, · · · , (N−1)k−2
2

,

fq−k N−1
2

, N−1
2

[(N−1)(k+1)−2q−2]!!
[(N−1)(k+1)+1]!

(−m2)−
N−1

2
(k+1)

for q = (N−1)k
2

, · · · , (N−1)(k+1)−2
2

.

This completes the proof.
It will be useful in the sequel also the

Property 3 ck,q = ck−i,q for q = 0, · · · (N−1)(k−i)−2
2

.

Proof. Let us prove this with the iterative procedure.
It is obvious when i=0.
From eq. (5.69) with k-i instead of k, we have

ck,q = ck−i,q = ck−i−1,q

for q = 0, · · · (N−1)(k−i−1)−2
2

. So the property is valid also when i+1 replaces
i.
Now, from eq. (5.63) it follows

EαA1···AhB̃1···B̃k
h,k = E

αA1···AhB̃1···B̃kB̃k+1B̃k+2

h,k+2 gB̃k+1
gB̃k+2

(−m2)−(N−1),

and so on, until

EαA1···AhB̃1···B̃k
h,k = E

αA1···AhB̃1···B̃kB̃k+1···B̃k+Mh

h,k+Mh gB̃k+1
· · · gB̃k+Mh

(−m2)−
(N−1)Mh

2 .

By applying h times eq. (5.67), the above equation becomes

EαA1···AhB̃1···B̃k
h,k =

∂h

∂λh
E

αA1···AhB̃1···B̃kγ1···γMh(N−2)

0,k+Mh gγ1γ2 · · · gγMh(N−2)−1γMh(N−2)
(−m2)−

(N−2)Mh
2 .

(5.70)

In this way all the E···
h,k are determined in terms of E ···

0,k.
From eqs. (5.70), (5.68) and Proposition 6 with n=Mh+(N-1)k+1+Mh(N-2)
and r = M

2
h(N − 2) we find that

Eh,k
Mh+(N−1)k

2

= γ−6

(N−1)(k+Mh)−2
2∑

q=0

(−m2)
N−1

2
k+Mh

2
dhck+Mh,q

dλh
·
(

1

γ2

)q

[(N − 1)(k + Mh) + 1]!!

[(N − 1)(k + Mh)− 2q − 2]!!

[Mh + (N − 1)k + 1]!!

[(Mh + k)(N − 1) + 1]!!
·

·η[k(N − 1) + Mh− 2q, (Mh + k)(N − 1)− 2− 2q].
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This expression can be simplified because, for q ≥ Mh+k(N−1)
2

we have Mh +
(N − 1)k − 2q ≤ 0, (Mh + k)(N − 1) − 2 − 2q ≥ 0, so that at least one,
among the factors intervening in η(· · · , · · · ), is zero. Then we can restrict to

the values with q ≤ Mh+k(N−1)−2
2

and, consequently,

Eh,k
Mh+(N−1)k

2

=

γ−6

(N−1)k+Mh−2
2∑

q=0

(−m2)
N−1

2
k+Mh

2
dhck+Mh,q

dλh

(
1

γ2

)q
[Mh + (N − 1)k + 1]!!

[(N − 1)k + Mh− 2q − 2]!!
.

(5.71)

This agrees with the above used property 2.

5.5.2 Equivalence of eqs. (5.63) and (5.67) with eq.
(5.71)

The result (5.71) has been proved as a consequence of eqs. (5.63) and (5.67).
We prove now the vice versa, i.e., that eqs. (5.63) and (5.67) become identities
when eq. (5.71) is used.
Let us begin with eq. (5.63): For the Proposition 6 with n=hM+(k+1)(N-
1)+1 and r = N−1

2
, and (5.71), the leading term of the left hand side of eq.

(5.63) is

γ−6

(N−1)(k+1)+Mh−2
2∑

q=0

[(N − 1)(k + 1) + Mh + 1]!!

[(N − 1)(k + 1) + Mh− 2q − 2]!!
(−m2)

N−1
2

(k+1)+Mh
2

dhck+1+Mh,q

dλh

(
1

γ2

)q
[(N − 1)k + Mh + 1]!!

[(N − 1)(k + 1) + Mh + 1]!!

η(Mh + k(N − 1)− 2q, Mh + (k + 1)(N − 1)− 2− 2q).

If q ≥ Mh+k(N−1)
2

we have hM + k(N − 1)− 2q ≤ 0, hM + (k + 1)(N − 1)−
2− 2q ≥ 0, so that η(· · · , · · · ) = 0; therefore we can limit to values with a ≤
Mh+k(N−1)

2
− 1 and the above leading term becomes equal to the right hand

side of eq. (5.71) pre-multiplied by (−m2)N−1
2

(use the property (5.69) with

k+1+Mh instead of k, i.e., ck+1+Mh,q = ck+Mh,q for q = 0, · · · , Mh+k(N−1)−2
2

≤
(N − 1)(k + 1 + Mh)− 2).
Therefore, eq. (5.63) is an identity.
Let us now prove the same thing for (5.67): For the Proposition 6 with
n=M(h+1)+k(N-1)+1 and r = M

2
, and (5.71), the leading term of the left
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hand side of eq. (5.67) is

γ−6

(N−1)k+M(h+1)−2
2∑

q=0

[(N − 1)k + M(h + 1) + 1]!!

[(N − 1)k + M(h + 1)− 2q − 2]!!
(−m2)

N−1
2

k+
M(h+1)

2

dh+1ck+Mh+M,q

dλh+1

(
1

γ2

)q
[(N − 1)k + Mh + 1]!!

[(N − 1)k + M(h + 1) + 1]!!

η(Mh + k(N − 1)− 2q, M(h + 1) + k(N − 1)− 2− 2q).

When q ≥ Mh+k(N−1)
2

we have η(· · · , · · · ) = 0 so that there remain terms

with q ≤ Mh+k(N−1)−2
2

, which is the right hand side of eq. (5.71) multiplied

by (−m2)
M
2 and derived with respect to λ (use ck+Mh+M,q = ck+Mh,q for

q = 0, · · · , Mh+k(N−1)−2
2

which holds for property 3 written with i=M and
k+Mh+M instead of k because Mh + k(N − 1)− 2 ≤ (N − 1)(k + Mh)− 2).
Therefore, eq. (5.67) is an identity.

5.5.3 Determination of the tensor CαA1···AhB1···Bk

h,k

After having imposed eqs. (5.63) and (5.67), let us now impose eq. (5.64)
for the determination of the tensor CαA1···AhB1···Bk

h,k . To this end, let us firstly

note that from eq. (5.40)2 with n odd and s = n+1
2

we find that the leading

term of ∂φα1···αn

∂µβ
is

φn+1
n+1

2

= φn
n−1

2
. (5.72)

From eq. (5.40)2 with n+1 instead of n and s = n+1
2

we find that the leading

term of ∂2φα1···αn

∂µβ1
∂µβ2

is

φn+2
n+1

2

= 2
n + 2

n + 1
φn+1

n−1
2

= −n + 2

γ

∂

∂γ
φn

n−1
2

where in the last passage eq. (5.72) and eq. (5.37) with n+1 instead of n
and s = n+1

2
have been used.

If φn
n−1

2

depends on γ by means of γ2, it follows that φn+2
n+1

2

also depends on γ

by means of γ2 and is

φn+2
n+1

2

= −2(n + 2)
∂

∂γ2
φn

n−1
2

(5.73)

It follows that

φn+2r
n+2r−1

2

= (−2)r (n + 2r)!!

n!

∂r

∂(γ2)r
φn

n−1
2

. (5.74)
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(In fact, it holds for r=0. Let us assume that it holds up to an integer r. Eq.
(5.73) with n+2r instead of n becomes

φn+2r+2
n+2r+1

2

= −2(n+2r+2)
∂

∂γ2
φn+2r

n+2r−1
2

= (−2)r+1 (n + 2r + 2)!!

n!

∂r+1

∂(γ2)r+1
φn

n−1
2

,

where (5.74) has been used. The result is again (5.74) but with r+1 instead
of r; this completes the proof).
From eq. (5.72), with n+2r instead of n, and for eq. (5.73), it follows

φn+2r+1
n+2r+1

2

= (−2)r (n + 2r)!!

n!!

∂r

∂(γ2)r
φn

n−1
2

.

This result and eq. (5.73) give

φn+k

[n+k
2 ]

= (−2)[
k
2 ]

(n + 2
[

k
2

]
)!!

n!!

∂[ k
2 ]

∂(γ2)[
k
2 ]

φn
n−1

2
.

This relation, with n=Mh+k(N-1)+1, and eq. (5.71) allows to obtain from
eq. (5.64) that the leading term of CαA1···AhB1···Bk

h,k is

Ch,k

[Mh+kN+1
2 ]

= 2[ k
2 ]γ−6−2[ k

2 ]

Mh+k(N−1)−2
2∑

q=0

(
hM + k(N − 1) + 1 + 2

[
k
2

])
!!

[hM + k(N − 1)− 2q − 2]!!

(−m2)
N−1

2
k+Mh

2
dhck+Mh,q

dλh

(
q + 2 +

[
k
2

])
!

(q + 2)!

(
1

γ2

)q

. (5.75)

This result allows to determine the other coefficients Ch,k
s .

To this end, it will be useful to note firstly that, from eq. (5.37) with
n=Mh+Nk+1 it follows

φn
s−r = (−4)r s!

(s− r)!

(Mh + Nk + 1− 2s)!

(Mh + Nk + 1− 2s + 2r)!

∂r

∂(γ2)r
φn

s . (5.76)

(In fact, this relation holds for r=0. Let us assume that it also holds up to
an index r; from eq. (5.37) with n=Mh+Nk+1 and s-r instead of s we find
that

φn
s−r−1 =

−2s + 2r

γ

1
(Mh + Nk + 3− 2s + 2r)(Mh + Nk + 2− 2s + 2r)

∂

∂γ
φn

s−r

= −4(s− r)
1

(Mh + Nk + 3− 2s + 2r)(Mh + Nk + 2− 2s + 2r)
∂

∂(γ2)
φn

s−r

= (−4)r+1 s!
(s− r − 1)!

(Mh + Nk + 1− 2s)!
(Mh + Nk + 3− 2s + 2r)!

∂r+1

∂(γ2)r+1
φn

s
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where in the last passage eq. (5.76) has been used. The result is eq. (5.76),
with r+1 instead of r, and this completes its proof.).
Eq. (5.76) with s =

[
Mh+Nk+1

2

]
and r = s− s∗, jointly with eq. (5.75) shows

that

Ch,k
s∗ = (−4)[

Mh+Nk+1
2 ]−s∗

[
Mh+Nk+1

2

]
!

s∗!

(
Mh + Nk + 1− 2

[
Mh+Nk+1

2

])
!

(Mh + Nk + 1− 2s∗)!

(2)[
k
2 ]

mh+k(N−1)−2
2∑

q=0

(
Mh + k(N − 1) + 1− 2

[
k
2

])
!

(Mh + k(N − 1)− 2q − 2)!
(−m2)

N−1
2

k+Mh
2

dhck+Mh,q

dλh

(
q + 2 +

[
k
2

])
!

(q + 2)!
(−1)[

Mh+Nk+1
2 ]−s∗

(
q + 2 +

[
k
2

]
+

[
Mh+Nk+1

2

]− s∗
)
!(

q + 2 +
[

k
2

])
!

(
1

γ2

)q+3+[ k
2 ]+[Mh+Nk+1

2 ]−s∗

from which the above reported eq. (5.33), taking into account that

(
Mh + Nk + 1− 2

[
Mh + Nk + 1

2

])
! =

{
0! = 1 if k is odd,

1! = 1 if k is even,

and moreover, that
[

Mh+Nk+1
2

]
+

[
k
2

]
= Mh+(N+1)k

2
.

5.6 The subsystems

5.6.1 The Subsystems of type 1

The method of subsystems presented in the book [2] can be applied to our
case as described in the sequel.
From eq. (5.7) with

µα1···αN
= − 1

m2
µ(α1···αN−2

gαN−1αN ) (5.77)

and using the trace condition (5.5)2 we obtain dhα = λα1···αM
dAαα1...αM +

µα1···αN−2
dBαα1...αN−2 , which is again (5.7) but with N replaced by N-2. But

we can obtain a similar model also by starting from the beginning with N-2
instead of N. Let us now compare the two resulting models. We will refer
to this as “subsystems of type 1”. The other type will be considered in the
following subsection. The results of the first type will be published in [41].
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From eqs. (5.112) and (5.77) we have

µα = 8
N !!

(N + 3)!!
µαα1···αN−1

gα1α2 · · · gαN−2αN−1(−m2)
N−1

2 =

= 8
(N − 2)!!

(N + 1)!!
µαα1···αN−3

gα1α2 · · · gαN−4αN−3(−m2)
N−3

2 .

i.e. eq. (5.11)2 with N-2 instead of N, so µα remains the same even in the
subsystem. Thanks to eq. (5.77), eq. (5.22), the particular solution, becomes∫

F (λα1...αM
pα1 ...pαM , µβ1...βN−2

pβ1 ...pβN−2)pαdP , i.e. that with N-2 instead of
N. What about the general solution?
For this kind of subsystem eq. (5.28)1 remains the same, while eq. (5.28)2

becomes

µ̃β1···βN
= − 1

m2
µ(β1···βN−2

gβN−1βN ) − µ(β1gβ2β3 · · · gβN−1βN )(−m2)−
N−1

2

= − 1

m2
µ̃(β1···βN−2

gβN−1βN )

where we have used eq. (5.28)2 with N-2 instead of N. But in eq. (5.26)
µ̃β1···βN

multiply a symmetric tensor so we can drop the symmetrization. So,

defining Bi = B̃iβi N−1βi N , the tensor CαA1···AhB̃1···B̃k
h,k of the subsystem is

C
αA1···AhB̃1β1 N−1β1 N ···B̃kβk N−1βk N

h,k gβ1 N−1β1 N
· · · gβk N−1βk N

(−m2)−k. We can

apply proposition 6 with n=hM+kN+1, r=k, p = q+
[

k
2

]
, and use eq. (5.75),

finding that the leading term of CαA1···AhB̃1···B̃k
h,k is

2[ k
2 ]γ−6−2[ k

2 ]
Mh+k(N−1)−2

2∑

q=0

(
hM + k(N − 1) + 2

[
k
2

]
+ 1

)
!!

(hM + k(N − 1)− 2q − 2)!!
(−m2)

N−3
2

k+M
2

h

dhck+Mh,q

dλh

(
q + 2 +

[
k
2

])
!

(q + 2)!

(
1
γ

)q
(
2

[
hM+kN+2

2

]− 1− 2k
)
!!(

2
[

hM+kN+2
2

]− 1
)
!!

η

(
2

[
hM + kN + 2

2

]

−2q − 2
[
k

2

]
− 2k − 2, 2

[
Mh + kN + 2

2

]
− 2q − 4− 2

[
k

2

])
. (5.78)

But
[

hM+kN+2
2

]− [
k
2

]
= 1

2
[hM + k(N − 1) + 2], so if Mh+k(N−3)−2

2
+ 1 ≤ q ≤

Mh+k(N−1)−2
2

then hM + k(N − 3)− 2q ≤ 0 and hM + k(N − 1)− 2− 2q ≥ 0

so η(..., ...) = 0 and we can restrict to values with q ≤ Mh+k(N−3)−2
2

and eq.
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(5.78) becomes

2[ k
2 ]γ−6−2[ k

2 ]

Mh+k(N−3)−2
2∑

q=0

(
hM + k(N − 3) + 2

[
k
2

]
+ 1

)
!!

(hM + k(N − 3)− 2q − 2)!!

(−m2)
N−3

2
k+M

2
h dhck+Mh,q

dλh

(
q + 2 +

[
k
2

])
!

(q + 2)!

(
1

γ

)q

, (5.79)

i.e. eq. (5.75) with N-2 instead of N.

cN−2
k,q = cN

k,q for q = 0, · · · kN − 3

2
− 1; (5.80)

The restriction cN−2
k,q = cN−2

k−1,q for q = 0, · · · (k − 1)N−3
2
− 1, is respected?

For such values of q we can apply eq. (5.80) with k-1 instead of k, i.e. cN
k,q =

cN
k−1,q for q = 0, · · · (k−1)N−3

2
−1, and this is true for q = 0, · · · (k−1)N−1

2
−1.

We want prove that all cN
k,q present in the model with N intervene also in the

model with N-2.
For Property 3 with k+i instead of k we have cN

k+i,q = cN
k,q for q = 0, · · · (N−1)k−2

2
,

from which, for such values of q and for eq. (5.80) we have cN
k,q = cN−2

k+i,q

provided that q ≤ (k + i)N−3
2
− 1. Now, exists a value of i such that

kN−1
2
− 1 ≤ (k + i)N−3

2
− 1?

Yes, it is sufficient take i =
[

2k
N−3

]
+ 1 and this is possible when N ≥ 5.

Instead, if N=3, in the case N-2 instead of N we mustn’t develop with re-
spect to µ̃, so only the case k=0 have sense; so the result (5.79) coincide with
(5.57), with

c1
h,q = c3

Mh,q for q = 0, · · · ,
Mh− 2

2
. (5.81)

This satisfy the restriction

c1
h,q = c1

h−1,q for q = 0, · · · ,
M(h− 1)− 2

2
, (5.82)

in fact with such values of q we can apply eq. (5.81) with h-1 instead of h

and eq. (5.82) becomes c3
Mh,q = c3

M(h−1),q for q = 0, · · · , M(h−1)−2
2

, and this is
certainly respected for property 3 with Mh instead of k and i=M, N=1 or 3,
valid for q = 0, · · ·M(h−1)−1 and so we can apply it for q = 0, · · · , M(h−1)−2

2
.

And which c3
k,q intervene in the model with N=1 instead of 3?

From property 3 with k+1 instead of k and N=3 we have c3
k+1,q = c3

k,q for
q = 0, · · · , k− 1. To render c3

k+i,q = c1
h,q = c3

Mh,q we have to search the values

of i and h such that k+i=Mh and k−1 ≤ Mh−2
2

(that is the highest admissible
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value of q in c1
h,q). The second of the condition above have certainly solutions,

for example h =
[

2k
M

]
+1. Once taken this value for h, also the other condition

above have solution, i.e. i=Mh-k. Obviously, this can be done except for the
case M=0. So we can conclude that the family of arbitrary single variable
functions, arising from integration, is preserved in the subsystem except for
the case M=0, N=3 that is when the subsystem is constituted only by the
conservation laws of mass and momentum-energy.

5.6.2 The Subsystems of type 2

Let us consider now the subsystem obtained by using

λα1···αM
= − 1

m2
λ(α1···αM−2

gαM−1αM ) (5.83)

and the trace condition (5.5)1.
Let us now compare it with the model which can be obtained by starting
from the beginning with M-2 instead of M. The results will be published in
[42]
From eqs. (5.111) and (5.83) we have

λ = 2
(M − 1)!!

(M + 2)!!
λα1···αM

gα1α2 · · · gαM−1αM (−m2)
M
2 =

= 2
(M − 3)!!

(M)!!
λα1···αM−2

gα1α2 · · · gαM−3αM−2(−m2)
M−2

2 ,

i.e. eq. (5.11)1 with M-2 instead of M, so λ remains the same even in the
subsystem.
Thanks to eq. (5.83), eq. (5.22), the particular solution, becomes

∫
F (λα1...αM

pα1 ...pαM , µβ1...βN−2
pβ1 ...pβN−2)pαdP,

i.e. that with M-2 instead of M. For this kind of subsystems eq. (5.28)2

remains the same, while eq. (5.28)1 becomes

λ̃β1···βM
= − 1

m2
λ(β1···βM−2

gβM−1βM ) − λg(β1β2 · · · gβM−1βM )(−m2)−
M
2 =

= − 1

m2
λ̃(β1···βM−2

gβM−1βM )

where we have used eq. (5.28)1 with M-2 instead of M. But in eq. (5.26)

λ̃β1···βM
is multiplied by a symmetric tensor, so in the previous relation we can
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eliminate the symmetrization. So, by defining Ãi from Ai = Ãiβi M−1βi M ,

the tensor CαÃ1···ÃhB1···Bk
h,k of the subsystem is

C
αÃ1···ÃhB1···Bkβi M−1βi M ···βh M−1βh M

h,k gβi M−1βi M
· · · gβh M−1βh M

(−m2)−h

(5.84)

The Subcase N ≥ 3

Let’s apply proposition 6 with n=hM+kN+1, r=h, p = q +
[

k
2

]
and the use

of eq. (5.75); we find that the leading term of CαÃ1···ÃhB1···Bk
h,k is

2[ k
2 ]γ−6−2[ k

2 ]

Mh+k(N−1)−2
2∑

q=0

(
hM+k(N−1)+1+2[ k

2 ]
)

!!

(hM + k(N − 1)− 2q − 2)!!
(−m2)

N−1
2

k+M
2

h

dhck+Mh,q

dλh

(
q + 2 +

[
k
2

])
!

(q + 2)!

(
1

γ2

)q
(
2
[

hM+kN
2

]− 2h + 1
)
!!(

2
[

hM+kN
2

]
+ 1

)
!!

η

(
2

[
hM + kN

2

]

−2h− 2q − 2

[
k

2

]
, 2

[
hM + kN

2

]
− 2− 2q −

[
k

2

] )
.

But
[

hM+kN
2

]
=

[
k
2

]
+ hM+k(N−1)

2
and, for (M−2)h+k(N−1)−2

2
+ 1 ≤ q ≤

Mh+k(N−1)−2
2

we have h(M − 2) + k(N − 1) − 2q ≤ 0 and hM + k(N −
1) − 2 − 2q ≥ 0, so that η(..., ...) = 0, so we can limit to the values

q = 0, · · · , (M−2)h+k(N−1)−2
2

the summation in the equation above that be-

comes eq. (5.75) with M-2 instead of M provided that cM−2
k+(M−2)h,q = cM

k+Mh,q

for q = 0, · · · , (M−2)h+k(N−1)−2
2

. This last relation, with h=0, becomes cM−2
k,q =

cM
k,q for q = 0, · · · , k(N−1)−2

2
. So, not only condition cM−2

k,q = cM−2
k−1,q for

q = 0, · · · , (k−1)(N−1)−2
2

− 1 remains satisfied, but all the cM
h,k intervene (and

they all intervene also in the terms with h=0).

The Subcase N = 1

Let’s apply proposition 6 with n=hM+1, r=h, p=q, and with the use of eq.

(5.57), and we find that the leading term of CαÃ1···Ãh
h,0 is

γ−6

Mh−2
2∑

q=0

(−m2)
M
2

h−h dhch,q

dλh

(
1

γ2

)q
(Mh + 1)!!

(Mh− 2q − 2)!!

(Mh + 1− 2h)!!

(Mh + 1)!!
·

η(hM − 2h− 2q, hM − 2− 2q).
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But, for (M−2)h−2
2

+1 ≤ q ≤ Mh−2
2

we have hM−2h−2q ≤ 0 and hM−2−2q ≥
0, so that η(..., ...) = 0, so we can limit to the values q = 0, · · · , (M−2)h−2

2
the

summation in the equation above that becomes eq. (5.57) with M-2 instead
of M provided that

cM−2
h,q = cM

h,q q = 0, · · · ,
(M − 2)h− 2

2
. (5.85)

The restriction cM−2
h,q = cM−2

h−1,q is satisfied for q = 0, · · · , (M−2)(h−1)−2
2

. Such
values of q admit to apply eq. (5.85) even with h-1 instead of h, so that the
restriction mentioned above becomes cM

h,q = cM
h−1,q; because that is satisfied

for q = 0, · · · Mh−2
2

is certainly satisfied for q = 0, · · · , (M−2)(h−1)−2
2

because
(M−2)(h−1)−2

2
≤ Mh−2

2
.

We have that all the cM
h,q of the model with M intervene also in the model

with M-2. In fact, let is j =
[

2h
M−2

]
+ 1, from eq. (5.58) with h+j instead

of h we have cM
h+j,q = cM

h,q for q = 0, · · · , Mh−2
2

, and, for such values of q and

thanks to eq. (5.85) we have cM
h,q = cM−2

h+j,q provided that Mh−2
2

≤ (M−2)(h+j)−2
2

,
that is true.
Obviously, this can be done except for the case M=2. But, if M=2, N=1 we
have that the subsystem is constituted only by the conservation laws of mass
and momentum-energy. So we have found that only in this case the family
of arbitrary single variable functions is not preserved in the subsystem.
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Chapter 6

The non-relativistic limit of
Relativistic E.T.

The non-relativistic limit of Relativistic Extended Thermodynamics with 14
moments can be found in paper [43] by Dreyer and Weiss (see also [2]), which
has been widely appreciated. In particular it suggest a particular structure
for the classical counterpart of the theory, in particular that developed by
Kremer, instead of the previous one with 13 moments. Here we extend
their methods for the case with many moments following the macroscopic
approach. Also our results predict a particular structure for the classical
counterpart with many moments, that will be described in the following
chapter. It is noteworthy that in this structure the independent variables are
moments of increasing orders; the highest of these is even, as in the kinetic
approach. The results are published in [44] and [45].
We consider system (5.4) and the trace conditions (5.5) and we will see that
the non-relativistic limit of eqs. (5.4) has the form

{
∂tF

i1···is + ∂kF
i1···isk = P i1···is

∂tF
i1···ire1e1···e N+M−1−2r

2
e N+M−1−2r

2 + ∂kF
i1···irke1e1··· = Qi1···ir (6.1)

for 0 ≤ s ≤ N − 1, 0 ≤ r ≤ M − 1. When M = 2, N = 3, eqs. (5.4)
are the pertinent equations of the 14-moments theory of relativistic extended
thermodynamics [35] and eqs. (6.1) are the corresponding equations for the
non-relativistic approach [46]. We note that the highest order of moments,
among the independent variables, is M + N − 1, which is always even; this
confirms the same property obtained by the kinetic approach in order to have
integrability, i.e., that the integrals involved must be convergent.
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6.1 Suggestions from kinetic theory

Because the form of equations (5.4) is suggested from the kinetic theory of
gases, it is not restrictive to deduce from this theory the orders of greatness
of the moments and productions with respect to c. Meanwhile, we obtain this
information also for the entropy and entropy-flux tensor hα. In particular,
we have

Aα1...αN =
∫

f̃(xµ, p0, pi)pα1 · · · pαN dp1dp2dp3

p0

hα =
∫

G[f̃(xµ, p0, pi)]pα dp1dp2dp3

p0

(6.2)

where f̃ is the relativistic distribution function, γ(u) =
(
1− u2

c2

)− 1
2

is the

Lorentz factor, pµ = m0u
µ ≡ (m0γ(u)c,m0γ(u)ui) is the relativistic momen-

tum particle and G a suitable function of f̃ .
By changing the integration variables from pi to ui, we see that the Jacobian

of the transformation is J =
∣∣∣ ∂pi

∂uj

∣∣∣ =
∣∣∣m0γ(u)δij + m0

γ3

c2
uiuj

∣∣∣ = m3
0γ

5 and

the above integrals (6.2) transform into

Aα1...αs

N−s︷ ︸︸ ︷
0 . . . 0 = mN+2

0 cN−s−1F̃ i1...is
N , h0 = m3

0h, hi =
m3

0

c
φi

with

F̃ i1...is
N =

∫
f̃γN+4ui1 · · ·uisdu, h =

∫
G(f̃)γ5du, φi =

∫
G(f̃)γ5uidu.

(6.3)

Now eqs. (5.4) can be written as 1
c
∂tA

0α2...αN + ∂kA
kα2...αN = Iα2...αN , which

can be written for α2 . . . αN = i1 . . . is0 . . . 0 and becomes the first of the
following equations

{
∂tF̃

i1···is
N + ∂kF̃

ki1···is
N = P̃ i1···is for 0 ≤ s ≤ N − 1

∂tF̃
i1···ir
M + ∂kF̃

ki1···ir
M = P̃ i1···ir

M for 0 ≤ r ≤ M − 1
(6.4)

with

P̃ i1...is= m−N−2
0 c−N+s+2I i1...is0...0

N , P̃ i1...ir
M = m−M−2

0 c−M+r+2I i1...ir0...0
M

and, obviously, eq.(6.4)2 is the counterpart of eq. (5.4)2, where B···αM is
defined in the same way as A···αN . Similarly, the entropy law ∂αhα = σ
becomes

∂th + ∂kφ
k = s = m−3

0 cσ .
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Eqs. (6.4) are still relativistic, although expressed in 3-dimensional form.
Their limits as c −→ ∞ don’t give independent equations, because from
eq. (6.3) it follows that limc→∞ F̃ i1...ir

N = limc−→∞ F̃ i1...ir
M . In other words,

F̃ i1...ir
N − F̃ i1...ir

M is higher order infinitesimal with respect to c−1, so that we
have to find a suitable linear combination of eqs. (6.4) and multiply the
result by an appropriate power of c, before taking the limit. This will be
done in the next section.

6.1.1 A new form for the system (6.4).

Let us consider the numbers

bhr= (−1)h

(
m
h

)
(n + m− h)!

(n + m)!
η (N −M − 2n,N −M − 2n + 2h− 2)

(6.5)

where η(a, b) denotes the product of all odd numbers between a and b if a ≤ b,
while it is 1 if a > b; moreover n =

[
N−1−r

2

]
, m =

[
M−1−r

2

]
. Obviously,

b0r = 1.

Proposition 9 : The numbers defined by eq. (6.5) satisfy the equations

m∑

h=0

bhrcn+j−h = δj,m+1br, for j = 1, . . . , m + 1 (6.6)

with

ch =
1

h!
η (N −M − 2h + 2, N −M) , (6.7)

br = (−1)m n!

(n + m + 1)!

m!

(n + m)!
η (N −M − 2n,N −M + 2m) .

(6.8)

Let us also consider the numbers

akr = −
inf{k,[M−1−r

2
]}∑

h=0

bhrck−h, for k = 0, . . . , [N−1−r
2

] . (6.9)

After that, let us consider the following linear combination of F̃ i1···ira
M and of

F̃ i1···isa
N :

F̃
i1···irae1e1···e N+M−1−2r

2
e N+M−1−2r

2 =




[M−1−r
2

]∑
q=0

bqrF̃
i1···ire1e1···eqeqa
M (−2c2)−q+
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+

[N−1−r
2

]∑
p=0

aprF̃
i1···ire1e1···epepa
N (−2c2)−p


 1

br

(−2c2
)M+N−1−2r

2 (6.10)

where the index a has to be omitted if it is zero. Note that this tensor has
N + M − 1 − r > N − 1 indices (if a = 0) so that there is no possibility of

confusing it with F̃ i1···ir
N . The corresponding linear combination of eqs. (6.4)

gives eqs. (6.1)2, while eq. (6.1)1 is eq. (6.4)1 except that now the index N
has been omitted. Obviously, we also define

Q̃i1···ir =
1

br

[M−1−r
2

]∑
q=0

bqr(−2c2)
N+M−1−2r−2q

2 P̃
i1···ire1e1···eqeq

M +

+
1

br

[N−1−r
2

]∑
p=0

apr(−2c2)
N+M−1−2r−2p

2 P̃ i1···ire1e1···epep (6.11)

where the property [N−1−r
2

] + [M−1−r
2

] = N+M−3−2r
2

has been used (it is a
consequence of the fact that N + M is odd). The interesting thing, which
we now prove, is that

lim
c→∞

F̃
i1···irae1e1···e N+M−1−2r

2
e N+M−1−2r

2 =

∫
fui1 · · · uirua(u2)

N+M−1−2r
2 du, (6.12)

and we indicate this limit by F
i1···irae1e1···e N+M−1−2r

2
e N+M−1−2r

2 ; moreover, ua is
1 if a = 0, is uk if a = k and f = limc→∞ m3

0f̃ , as in [2] (in the sequel the
factor m3

0 does not affect the results, so we will omit it). To prove eq. (6.12),
we see that (6.10), by means of (6.3) gives

F̃
i1···irae1e1···e N+M−1−2r

2
e N+M−1−2r

2 =
1

br

(−2c2)
N+M−1−2r

2

∫
f̃γN+4ui1 · · · uirua

·

γM−N

[M−1−r
2

]∑
q=0

bqr(u
2)q(−2c2)−q +

[N−1−r
2

]∑
p=0

apr(u
2)p(−2c2)−p


 du. (6.13)

By inserting the expansion of

(γ)M−N =

(
1− u2

c2

)N−M
2

=
∞∑

h=0

1

h!
ch(u

2)h(−2c2)−h
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into the expression between square brackets it becomes
[
c0 + c1u

2(−2c2)−1 + . . . + ch(u
2)h(−2c2)−h

] ·
[
b0r + b1ru

2(−2c2)−1 + · · ·+ b[M−1−r
2

],r

(
u2

−2c2

)[M−1−r
2

]
]

+

[N−1−r
2

]∑

k=0

akr(u
2)k

·(−2c2)−k =
∞∑

k=0

inf{k,[M−1−r
2

]}∑

h=0

bhrck−h

(
u2

−2c2

)k

+

[N−1−r
2

]∑

k=0

akr

(
u2

−2c2

)k

.

Now, the tensor for k ≤ [N−1−r
2

] disappears for eq. (6.9), while those with
[N−1−r

2
] + 1 ≤ k ≤ [N−1−r

2
] + [M−1−r

2
] = m + n disappear for eqs. (6.7) with

j = k − n (note that 1 ≤ j ≤ m). It remains to consider the terms with
k = m + n + 1 and those of higher order, i.e.,

(−2c2
)−m−n−1

[
m∑

h=0

bhrcm+n+1−h

(
u2

)m+n+1
+ o

(
1

c2

)]
.

Inserting this result in eq. (6.13), using eq. (6.7) with j = m+1, and taking
the limit as c −→∞, we obtain eq. (6.12). This completes the proof.
In order to prove the properties (6.7) and (6.8), we first state the following

Lemma 1 For every k ∈ [0,m− 1] we have
∑m

h=0 (−1)h

(
m
h

)
hk = 0.

Proof. We proceed with the iteration method with respect to k. The pro-
perty is true when k = 0 because, in this case, the first member corresponds
to (−1 + 1)m = 0. If we assume that it is true up to a fixed integer k < m−2,
we have

m∑

h=0

(−1)h

(
m
h

)
hk+1 =

m∑

h=1

(−1)h

(
m
h

)
hk+1 = m

m∑

h=1

(−1)h

(
m− 1
h− 1

)
hk =

−m

m−1∑
s=0

(−1)s

(
m− 1

s

)
hk = 0 ,

where in the third passage we have put h = s + 1.
Now we consider the following functions

f(n,m, N −M, j) =
m∑

h=0

(−1)h

(
m
h

)
(n + m− h)!

n!

(n + j)!

(n + j − h)!
·

·η (N −M − 2n,N −M − 2n + 2h− 2) ·
·η (N −M − 2n− 2j + 2h + 2, N −M − 2n− 2j + 2m) . (6.14)

It is easy to prove the following
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Proposition 10 : ”f(n,m, N −M, 1) = 0.”

Proof. We have

f(n,m, N −M, 1) =
(n + 1)!

n!
η (N −M − 2n,N −M − 2n− 2j + 2m) ·

m∑

h=0

(−1)h

(
m
h

)
(n + m− h)!

(n + 1− h)!

where the factor
∑m

h=0 (−1)h

(
m
h

)
(n+m−h)!
(n+1−h)!

is equal to zero both for the

previous lemma and because of (n+m−h)!
(n+1−h)!

is a polynomial of degree m − 1 in
the variable h.

Proposition 11 f(n, 1, N −M, j) = −δj,2(N −M + 2) for j = 1, 2.

Proof. We obtain f(n, 1, N − M, j) = (n + 1) (N −M − 2n− 2j + 2) −
(N −M − 2n) (n + j) = (N −M − 2) (1− j), with easy calculations.

Proposition 12 For every j = 1, . . . , m, m + 1, we have

f(n,m, N −M, j) = δj,m+1η (N −M + 2, N −M + 2m) (−1)m m!

Proof. We proceed with the iteration method with respect to m. The pro-
perty is true when m = 1 as consequence of the proposition 2. For m ≥ 2 we
have

f(n,m, N −M, j)− (n + j)
(n + j −m)

f(n,m,N −M, j − 1) =

=
m∑

h=0

(−1)h

(
m
h

)
(n + m− h)!

n!
(N −M − 2n + 2h− 2) . . . (N −M − 2n) ·

[
(n + j)!

(n + j − h)!
(N −M − 2n− 2j + 2m) . . . (N −M − 2n− 2j + 2h + 2)−

]
.

[
(n + j)!

(n + j −m)(n + j − h− 1)!
(N −M − 2n− 2j + 2m + 2) . . .

(N −M − 2n− 2j + 2h + 4)

]
=

m−1∑

h=0

(−1)h

(
m
h

)
(n + m− h)!

n!
·

(N −M − 2n + 2h− 2) . . . (N −M − 2n)
(n + j)!

(n + j −m)(n + j − h)!

(N −M − 2n− 2j + 2m) . . . (N −M − 2n− 2j + 2h + 4) ·
[
(n + j −m) ·

(N −M − 2n− 2j + 2h + 2)− (n + j − h)(N −M − 2n− 2j + 2m + 2)
]

=
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=
m−1∑

h=0

(−1)h

(
m− 1

h

)
m

(m− h)
(n + m− h)!

(n + 1)!
(n + 1) (N −M − 2n + 2h− 2) . . .

(N −M − 2n)
(n + j)!

(n + j −m)(n + j − h)!
(N −M − 2n− 2j + 2m) . . .

(N −M − 2n− 2j + 2h + 4) [(N −M + 2)(h−m)] =

= −m
(n + 1)

(n + j −m)
(N −M + 2) f(n + 1,m− 1, N −M + 2, j − 1) =

= −m
(n + 1)

(n + j −m)
(N −M + 2) δj−1,m (N −M + 4) (N −M + 6) . . .

(N −M + 2m) (−1)m−1 (m− 1)! =
n + 1

n + j −m
δj−1,m(N −M + 2)(N −M + 4) . . .

(N −M + 2m) (−1)m m!

for j = 2, . . . , m, m + 1.
This relation, when j = 2 and using proposition 1, gives us f(n,m, N −
M, 2) = 0. If we proceed in the same way for the next indexes until j = m,
we find, always, f(n,m, N −M, j) = 0. Instead, when j = m + 1 the last
relation allow us to write f(n,m, N −M,m + 1) = (N −M + 2)(N −M +
4) · . . . · (N −M + 2m) (−1)m m!, so the proof is complete.

Corollary 1

f(n,m,N−M, j) = (1− j) (2− j)·. . .·(m− j) η (N −M + 2, N −M + 2m)

Proof. We observe that first and second member in this equation are poly-
nomial of degree m in j (for the first member it is consequence of the fact

that (n+j)!
(n+j−h)!

= (n + j)(n + j − 1) . . . (n + j − h + 1) and this expression has

degree h in j while η(N −M − 2n − 2j + 2h + 2, N −M − 2n − 2j + 2m)
has degree m−h in j). Moreover these members give the same results in the
m + 1 different values j = 1, . . . ,m + 1.
Now we can prove the property 1: to this end it suffices to substitute eq.
(6.5) in the left-hand side of eq. (6.6) and to use the definition (6.14); after
that the identity

η(N−M−2n−2j+2h−2,N−M)
η(N−M−2n−2j+2h+2,N−M−2n−2j)

= η(N −M − 2n− 2j + 2m + 2, N −M) has
to be used and the proposition 3 to be applied.

6.2 The mass, momentum and energy con-

servation

In this section will be shown how the relativistic conservation laws of mass,
momentum and energy are transformed in their classical counterparts, by u-
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sing the linear combination described in the previous section and then taking
the limit for c → ∞. In order to describe the result, we consider eqs. (5.4)
and (6.1) for 0 ≤ s ≤ N − 1 and 0 ≤ r ≤ M − 1. If we start considering only
eqs. (5.4)1 with N even, we obtain only the equation (6.1)1 with lim

c→∞
P = 0

(mass conservation) and lim
c→∞

P i1 = 0 (momentum conservation), but loosing

energy conservation.
Instead, if we consider also eq. (5.4)2, obviously for M odd, we can prove that
P ii is infinitesimal, obtaining in this way energy conservation. Similarly, if we
consider only eq. (5.4)1 with N even, we obtain only eq. (6.1)1 with lim

c→∞
P =

0 (mass conservation), but losing momentum and energy conservation. The
presence of eq. (5.4)2 with M odd affects also the productions in eq. (5.4)1

: we will see that, always as a consequence of eq. (5.4)2, also P i1 and
P ii are infinitesimal and by this fact we obtain the momentum and energy
conservation. Thus, in a relativistic approach, eqs. (5.4)1 and (5.4)2 cannot
be neglected.

6.2.1 The case with N odd and M even

Obviously, in this case is included the 14-moments one. The maximal trace
of eq. (5.4)1 gives the mass conservation law; let us express it in terms of the
tensor pi1...is :

0 = Iα2...αN
N gα2α3 ...gαN−1αN

=

= Iα2...αN
N (hα2α3 − tα2tα3)...(hαN−1αN

− tαN−1
tαN

) =

=

N−1
2∑

h=0

(
N−1

2

h

)
(−1)hIα2...αN

N tα2tα3 ...tα2h
tα2h+1

hα2h+2α2h+3
...hαN−1αN

=

=

N−1
2∑

h=0

(
N−1

2

h

)
(−1)hI

0...0e1e1...e N−1−2h
2

e N−1−2h
2

N =

N−1
2∑

h=0

(
N−1

2

h

)
(−1)hmN+2

0 c2h−1P
e1e1...e N−1−2h

2
e N−1−2h

2

which can be multiplied by c2−N and gives

P =

N−3
2∑

h=0

(
N−1

2

h

)
(−1)

h+N+1
2 c2h−N+1P

e1e1...e N−1−2h
2

e N−1−2h
2 (6.15)

whose non-relativistic limit is

lim
c→∞

P = 0 (6.16)
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which is the mass conservation law for system (6.1). Similarly, the maximal
trace of eq. (5.4)2 gives momentum and energy conservation in the relativistic
context. It reads: 0 = Iα2...αM

M gα3α4 ...gαM−1αM
which, with calculations similar

to the ones above, becomes

0 =

M−2
2∑

h=0

(
M−2

2

h

)
(−1)hI

α2

2h︷︸︸︷
0...0e1e1...e M−2−2h

2
e M−2−2h

2
M

from which, for α2 = 0 and α2 = i1 respectively, we obtain





PM = −∑M−4
2

h=0

(
M−2

2

h

)
(−1)h+M−2

2 c2h+2−MP
e1e1...e M−2−2h

2
e M−2−2h

2
M

P i1
M = −∑M−4

2
h=0

(
M−2

2

h

)
(−1)h+M−2

2 c2h+2−MP
i1e1e1...e M−2−2h

2
e M−2−2h

2
M .

(6.17)

Let us now consider the expression (6.11) of Qi1...ir , with r = 2, and let us
compute its trace, thus obtaining:

(−2c2)−
N+M−3

2 Qee =
1

b2

M−4
2∑

q=0

bq2(−2c2)−q P
e1e1...eqeqeq+1eq+1

M +

+
1

b2

N−3
2∑

p=0

ap2(−2c2)−p P e1e1...epepep+1ep+1

whose non-relativistic limit is 0 = (b2)
−1(b02P

e1e1

M + a02P
e1e1

), where an
overlined term denotes its non-relativistic limit. By using the property a02 =
−b02, we obtain

P
e1e1

M = P
e1e1

. (6.18)

Note that, in the case M = 2, there isn’t the term on the left hand side
of eq. (6.18), so that this equation is P

e1e1
= 0. In other words, we have

energy conservation for eq. (6.1)1. Let us also consider the expression (6.11)
of Qi1...ir , with r = 0; by writing explicitly the terms with q = 0, p = 0 and
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using the expressions (6.17)1 and (6.15) of PM and P we obtain:

1

cN+M−3
Q = − 1

b0

b00(−2)
N+M−1

2

M−4
2∑

h=0

(
M−2

2

h

)
(−1)h+M−2

2 c2h+4−M ·

·P
e1e1...e M−2−2h

2
e M−2−2h

2
M +

1

b0

M−2
2∑

q=1

bq0(−2)
N+M−1−2q

2 c2−2qP
e1e1...eqeq

M +

1

b0

N−1
2∑

p=1

ap0(−2)
N+M−1−2p

2 c2−2pP e1e1...epep +
1

b0

a00(−2)
N+M−1

2 ·

·
N−3

2∑

h=0

(
N−1

2

h

)
(−1)h+N+1

2 c2h−N+3P
e1e1...e N−1−2h

2
e N−1−2h

2

whose non-relativistic limit is

0 = −M − 2

2

1

b0

b00(−2)
N+M−1

2 (−1)M−3P
e1e1

M +
1

b0

b10(−2)
N+M−3

2 P
e1e1

M

+
1

b0

a10(−2)
N+M−3

2 P
e1e1

+
1

b0

a00(−2)
N+M−1

2
N − 1

2
(−1)N−1P

e1e1
,

which, by using eq. (6.18), becomes

0 =
[
b00(M − 2)(−1)M−3 + b10 + a10 + a00(N − 1)(−1)N

]
P

e1e1

M

that is

0 =
[
(M − 2)(−1)M−3 + b10 − (N −M)− b10 − (N − 1)(−1)N

]
P

e1e1
= P

e1e1
.

In this way we have obtained energy conservation for the system (6.1). It
remains to prove momentum conservation. To this end, let us consider the
expression (6.11) of Qi1...ir with r = 1; by writing explicitly the term with
q = 0 and using the expression (6.17)2 of P i1

M , we obtain

Qi1(−2c)
3−N−M

2 =
1

b1

M−2
2∑

q=1

bq1(−2c2)−qP
i1e1e1...eqeq

M

+
1

b1

N−3
2∑

p=0

ap1(−2c2)−pP i1e1e1...epep +

− 1

b1

b01

M−4
2∑

h=0

(
M−2

2

h

)
(−1)h+M−2

2 c2h+2−MP
i1e1e1...e M−2−2h

2
e M−2−2h

2
M

whose non-relativistic limit is 0 = 1
b1

a01P
i1
; but a01 = −b01 = −1, so that it

remains P
i1

= 0, i.e. momentum conservation for the system (6.1).
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6.2.2 The case with N even and M odd

Eqs. (6.15) and (6.17) still hold, but after exchanging M and N , P and PM ,
P i1

M and P i1 , i.e.,

PM =

M−3
2∑

h=0

(
M−1

2

h

)
(−1)h+M+1

2 c2h−M+1P
e1e1...e M−1−2h

2
e M−1−2h

2
M

P = −
N−4

2∑

h=0

(
N−2

2

h

)
(−1)h+N−2

2 c2h+2−NP
e1e1...e N−2−2h

2
e N−2−2h

2

P i1 = −
N−4

2∑

h=0

(
N−2

2

h

)
(−1)h+N−2

2 c2h+2−NP
i1e1e1...e N−2−2h

2
e N−2−2h

2 (6.19)

The non-relativistic limit of (6.19)2,3 can be quickly computed and equals

P = 0, P
i1

= 0, i.e., we have mass and momentum conservation for the
system (6.1). It remains to prove energy conservation. Now the passages
after eqs. (6.17) and until eq. (6.18), of the previous section, can be adapted
also to the present case (there is only to substitute the upper values of q and
p with M−3

2
and N−4

2
respectively), so that eq. (6.18) still holds in the present

case. Now the expression of Qi1...ir with r=0, by exploiting the terms with
q=0, p=0 and using eqs. (6.19)1,2, gives

Q(−2c2)
−N−M+3

2 =
1

b0

M−1
2∑

q=1

bq0(−2c2)−q+1P
e1e1...eqeq

M +

1

b0

N−2
2∑

p=1

ap0(−2c2)−p+1P e1e1...epep −

2
1

b0

b00

M−3
2∑

h=0

(
M−1

2

h

)
(−1)h+M−1

2 c2h−M+3P
e1e1...e M−1−2h

2
e M−1−2h

2
M +

2
1

b0

a00

N−4
2∑

h=0

(
N−2

2

h

)
(−1)h+N−2

2 c2h−N+4P
e1e1...e N−2−2h

2
e N−2−2h

2

whose non-relativistic limit is

0 =
1

b0

[
b10 + a10 − 2b00

M − 1

2
(−1)M−2 + 2a00

N − 2

2
(−1)N−3

]
P

e1e1
=

=
1

b0

[b10 − (N −M)− b10 + M − 1 + N − 2] P
e1e1

=
1

b0

[2M − 3]P
e1e1
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from which P
e1e1

= 0, i.e. we have energy conservation for the system (6.1).
In this way all our aims have been accomplished.

6.3 The Einstein’s relativity principle

It is well known that, in the relativistic context the relativity principle isn’t
imposed by separating variables into convective and non convective parts,
but by imposing that the costitutive functions satisfy particular conditions;
likely to this, the present considerations show that the same results are ob-
tained also in the classical context. The result is achieved by taking the
non-relativistic limit of Einstein’s Relativity Principle. This fact furnishes
further arguments on the naturalness of the work [15]. In particular we
will exploit the consequences of the Einstein’s relativity principle for the
entropy-(entropy flux) tensor hα and for Aαα2...αN , Bαα2...αM ; we will see how
they translate into the Galilean’s relativity principle when c goes to infinity.

6.3.1 The classical limit of Einstein’s relativity princi-
ple

Let us denote with lA a set of independent variables for the system (6.1) and
with l

′
B(lA) their expressions after a Lorentz transformation. The Einstein’s

relativity principle for hα imposes that both ways in the following diagram
give the same result,

lA -Pα
α′ l′B(lA)

hα′ [l′B(lA)]Pα
α′h

α′ [l′B(lA)]

hα(lA)

?
hα

?

hα′

¾
Pα

α′

i.e. hα(lA) = Pα
α′h

α′ [l′B(lA)] or, for α = 0, 1, 2, 3

m3
0h(lA) = γm3

0h
′[l′B(lA)] + γ

v

c2
m3

0φ
′1[l′B(lA)] ,

m3
0

c
φ1(lA) = γ

v

c
m3

0h
′[l′B(lA)] + γφ

m3
0

c
φ
′1[l′B(lA)] ,

m3
0

c
φ2(lA) =

m3
0

c
φ
′2[l′B(lA)] ,

m3
0

c
φ3(lA) =

m3
0

c
φ
′3[l′B(lA)]
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For the sake of simplicity, the particular Lorentz transformation

Pα′
α =




γ γv
c

0 0
γv
c

γ 0 0
0 0 1 0
0 0 0 1




has been used. If we multiply these relations by m−3
0 , m−3

0 c, m−3
0 c, m−3

0 c
respectively, and then take their limits as c →∞, we obtain

h(lA) = h′[l′B(lA)], ψk(lA) = ψ′k[l′B(lA)] with ψk = φk−hvk. (6.20)

We have now to impose the Einstein’s relativity principle also for the func-
tions Aαα2αN and Bαα2αM ; for the first of them it imposes that both ways in
the following diagram give the same result

lA -Pα′
α l′B(lA)

Aα′α′2...α′N [l′B(lA)]Pα
α′P

α2

α′2
...PαN

α′N
Aα′α′2...α′N [l′B(lA)]

Aαα2...αN (lA)
?

Aαα2...αN

?

Aα′α′2...α′N

¾ Pα
α′

that is Aαα2αN (lA) = Pα
α′P

α2

α′2
PαN

α′N
Aα′α′2α′N [l′B(lA)]

or, with αα2αN = i1...ir0...0, and using the identities

Pα
α′ = Pα

0 δ0
α′ + Pα

j1
δj1
α′ , P i

0 = γ
vi

c

and P i1
j1

= δi1
j1

+
γ2

γ + 1

vi1vj1

c2
,

Ai1...ir0...0(lA) =

[
γ
vi1

c
δ0
α′1

+

(
δi1
j1

+
γ2

γ + 1

vi1vj1

c2

)
δj1
α′1

]
·

. . .[
γ
vir

c
δ0
α′r +

(
δir
jr

+
γ2

γ + 1

virvjr

c2

)
δjr

α′r

]
·
[
γδ0

α′r+1
+

γ

c
vjr+1δ

jr+1

α′r+1

]
·

. . .[
γδ0

α′N
+

γ

c
vjN

δjN

α′N

]
Aα′1...α′rα′r+1...α′N [l′B(lA)] =
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r∑
a=0

(
r
a

) (γ

c

)a

v(i1 ...via

(
δ

ia+1

ja+1
+

γ2

γ + 1

via+1vja+1

c2

)
...

(
δ

ir)
jr

+
γ2

γ + 1

vir)vjr

c2

)
·

γN−r

N−r∑

b=0

(
N − r

b

)(
1

c

)N−r−b

vjr+b+1
...vjN

A
′0...0ja+1...jr0...0jr+b+1...jN

from which

F i1...ir
N (lA) =

r∑
a=0

(
r
a

)
γa+N−rv(i1 ...via

(
δ

ia+1

ja+1
+

γ2

γ + 1

via+1vja+1

c2

)
...

(
δ

ir)
jr

+
γ2

γ + 1

vir)vjr

c2

)
·

N−r∑

b=0

(
N − r

b

)
c−2N+2r+2bvjr+b+1

...vjN
F
′ja+1...jrjr+b+1...jN

N .

(6.21)

We can notice that the exponent of c is even and is −2(N − r − b) ≤ 0; so
that, at the limit as c →∞, only the terms with b=N-r remain, i.e.

F i1...ir
N (lA) =

r∑
a=0

(
r
a

)
v(i1 ...viaF

′ia+1···ir)
N

or, for s=r-a F i1...ir
N (lA) =

r∑
s=0

(
r
s

)
F
′(i1···is
N [l′B(lA)]vis+1 ...vir) .

This can be written also as

F i1...ir(lA) =
r∑

s=0

X i1 ··· ir
j1 ··· js

(~v)F
′j1 ··· js [l′B(lA)] for r = 0, · · · , N−1 (6.22)

with X i1 ··· ir
j1 ··· js

=

(
r
s

)
δ
(i1
j1
· · · δis

js
vis+1 ...vir) .

Similarly for Bαα2...αM we find (eq. (6.21) with M instead of N)

F i1...ir

M (lA) =
r∑

a=0

(
r
a

)
γa+M−rv(i1 ...via

(
δ

ia+1
ja+1

+
γ2

γ + 1
via+1vja+1

c2

)
... (6.23)

(
δ

ir)
jr

+
γ2

γ + 1
vir)vjr

c2

)
·

M−r∑

b=0

(
M − r

b

)
c−2M+2r+2bvjr+b+1 ...vjM F

′ja+1...jrjr+b+1...jM

M .

Let us now consider eqs. (6.10), into which we substitute eq. (6.21) and

(6.23) finding F
i1···ire1e1···e N+M−1−2r

2
e N+M−1−2r

2 in terms of F
′ja+1...jrjr+b+1...jN

N

and F
′ja+1...jrjr+b+1...jM

M .

In the resulting expression, we substitute F
′ja+1...jrjr+b+1...jM

M firstly obtained
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from eqs. (6.10) written in Σ′; in this way we find F
i1···ire1e1···e N+M−1−2r

2
e N+M−1−2r

2

in terms of F
′ja+1...jrjr+b+1...jN

N and of F
′i1···ire1e1···e N+M−1−2r

2
e N+M−1−2r

2 ; finally,
we do the limit as c →∞ and we find

F
i1···ire1e1···e N+M−1−2r

2
e N+M−1−2r

2 =
N−1∑

h=0

Y i1 ··· ir
j1 ··· jh

(~v)F
′j1 ··· jh +

M−1∑
η=r

Zi1 ··· ir
j1 ··· jη

(~v)F
′j1 ··· jηe1e1···e N+M−1−2η

2
e N+M−1−2η

2 for r= 0,..., M-1, (6.24)

with

Y i1 ··· ir
j1 ··· jh

=

inf{h,r}∑

k=sup{0,h−N−M+1+2r}

[h−k
2 ]∑

p1=sup{0,h−k−N+M−1−2r
2 }

(
r
k

)
2h−k−2p1

(
N+M−1−2r

2

)
!

p1!(h− k − 2p1)!
(

N+M−1−2r
2

+ p1 − h + k
)
!

δ
(i1
(j1
· · · δik

jk
vik+1 · · · vir)vjk+1

· · · vjh−2p1
δjh−2p1+1jh−2p1+2

· · · δjh−1jh)

(v2)
N+M−1−2r

2
+p1−h+k ,

Zi1 ··· ir
j1 ··· jη

=
r∑

k=sup{0,2r−η}

[N+M−1−η−k
2 ]∑

p1=sup{0, N+M−1
2

−η−k+r}

(
r
k

)
2M+N−1−η−k−2p1

(
N+M−1−2r

2

)
!

p1!(M + N − 1− η − k − 2p1)!
(−r + p1 + k − N+M−1

2
+ η

)
!

δ
(i1
(j1
· · · δik

jk
vik+1 · · · vir)vjk+1

· · · vjN+M−1−η−2p1

δjN+M−η−2p1
jN+M−η−2p1+1

· · · δjη−1jη)(v
2)−r+p1+k−N+M−1

2
+η .

For the sake of brevity we leave the transformation of the productions which,
on the other hand, is obvious. We notice that as independent variables lA we

can take F i1...is and F
i1...irl1l1...l N+M−1−2r

2
l N+M−1−2r

2 ; in this case eqs. (6.22) and
(6.24) give lA = lA(l′B) while the same equations with s+1 and r+1 instead of
s and r give conditions on the costitutive functions, besides that for h and ψk.
Alternatively, we can take as independent variables the lagrange multipliers
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defined by

dh =
N−1∑
s=0

λ∗i1...isdF i1...is +
M−1∑
r=0

µ∗i1...irdF
i1...ire1e1...e N+M−1−2r

2
e N+M−1−2r

2

=
N−1∑

h=0

λ∗
′

j1...jh
dF

′j1...jh +
M−1∑
η=0

µ∗
′

j1...jη
dF

′j1...jηe1e1...e N+M−1−2η
2

e N+M−1−2η
2

(6.25)

with

λ∗
′

j1...jh
=

N−1∑

s=h

λ∗i1...isX
i1...is
j1...jh

+
M−1∑
r=0

µ∗i1...irY
i1...ir
j1...jh

=
N−1∑

s=h

(
s
h

)
λj1...jhjh+1···js

vjh+1 ...vjs +
M−1∑
r=0

inf{h,r}∑

k=sup{0,h−N−M+1+2r}

[h−k
2 ]∑

p1=sup{0,h−k−N+M−1−2r
2 }

(
r
k

)
2h−k−2p1

(
N+M−1−2r

2

)
!

p1!(h− k − 2p1)!
(

N+M−1−2r
2

+ p1 − h + k
)
!
vpk+1 ...vprµ∗pk+1...pr(j1..jk

vjk+1
...vjh−2p1

δjh−2p1+1jh−2p1+2
...δjh−1jh)(v

2)
N+M−1−2r

2
+p1−h+k (6.26)

and

µ∗
′

j1...jη
=

η∑
r=0

µ∗i1...irZ
i1...ir
j1...jη

=

η∑
r=0

r∑

k=sup{0,2r−η}

[N+M−1−η−k
2 ]∑

p1=sup{0, N+M−1
2

−η−k+r}

(
r
k

)

2M+N−1−η−k−2p1

(
N+M−1−2r

2

)
!

p1!(M + N − 1− η − k − 2p1)!
(−r + p1 + k − N+M−1

2
+ η

)
!

(v2)−r+p1+k−N+M−1
2

+ηvpk+1 ...vprµ∗pk+1...pr(j1..jk
vjk+1

...vjN+M−1−η−2p1

δjN+M−η−2p1
jN+M−η−2p1+1

...δjη−1jη) (6.27)

In the following subsection we will see what happens if we take these as
independent variables.
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6.3.2 The Galilean relativity principle in terms of the
Lagrange multipliers

From eqs. (6.26) and (6.27) we have that

∂λ∗
′

j1...jh

∂vjh+1

= (h + 1)λ∗
′

j1...jh+1
for h ≤ N − 2

∂λ∗
′

j1...jN−1

∂vj

= (M − 1)µ∗
′

j(j1...jM−2
δjM−1jM

· · · δjN−2jN−1)

+ (N −M + 1)µ∗
′

(j1...jM−1
δjM jM+1

· · · δjN−1)j,

∂µ∗
′

j1...jn

∂vj1

= (n− 1)µ∗
′

j(j1...jn−2
δjn−1jn)

+ (N + M + 1− 2n)µ∗
′

(j1...jn−1
δjn)j for 1 ≤ n ≤ M − 1.

while
∂µ∗

′

∂vj

= 0 .

By defining

h̃ = λ∗i1...isF
i1...is + µ∗i1...irF

i1...ire1e1... − h

ψ̃k = λ∗i1...isF
i1...isk + µ∗i1...irF

ki1...ire1e1... − ψk

we obtain that (6.20) holds also if h and ψk are substituted by h̃ and ψ̃k

respectively, i.e.,

h̃(lA) = h̃′[l′B(lA)] , ψ̃k(lA) = ψ̃
′k[l′B(lA)].

These become identities if calculated for v = 0 so that they are equivalent to
their derivatives with respect to vj i.e.,

N−2∑

h=0

(h + 1)
∂h̃′

∂λ∗′j1...jh

λ∗j1...jhj +
∂h̃′

∂λ∗′j1...jN−1

[
(M − 1)µ∗

′
jj1...jM−2

δjM−1jM
· · ·

δjN−2jN−1
+ (N −M + 1)µ∗j1...jM−1

δjM jM+1
· · · δjN−1

j
]

+
M−1∑
r=1

∂h̃′

∂µ∗′i1...ir

·
[
(r − 1) · µ∗′ji1...ir−2

δir−1ir + (N + M + 1− 2r)µ∗i1...ir−1
δirj

]
= 0, (6.28)
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N−2∑

h=0

(h + 1)
∂ψ̃

′k

∂λ∗j1...jh

λ∗j1...jhj +
∂ψ̃

′k

∂λ∗j1...jN−1

[
(M − 1)µ∗

′
jj1...jM−2

δjM−1kM
· · ·

δjN−2jN−1
+ (N −M + 1)µ∗

′
j1...jM−1

δjMkM+1
· · · δjN−1j

]
+

M−1∑
r=1

∂ψ̃
′k

∂µ∗i1...ir

·
[
(r − 1) · µ∗′ji1...ir−2

δir−1ir + (N + M + 1− 2r)µ∗i1...ir−1
δirj

]
+ h′δk

j = 0 . (6.29)

But from eq. (6.25) we also have

F i1...is =
∂h̃

∂λ∗i1...is

, F
i1...ire1e1...e N+M−1−2r

2
e N+M−1−2r

2 =
∂h̃

∂µ∗i1...ir

so that eq. (6.22) and (6.24) follow as a consequence of (6.28). Similarly, if
the entropy principle holds, we also have

dφk = λ∗i1...isdF i1...isk + µ∗i1...irdF
ki1...ire1e1...e N+M−1−2r

2
e N+M−1−2r

2

from which it follows

F i1...isk =
∂φ̃k

∂λ∗i1...is

, F
i1...ire1e1...e N+M−1−2r

2
e N+M−1−2r

2 =
∂φ̃k

∂µ∗i1...ir

so that eqs (6.22) and (6.24) with s+1 and r+1 instead of s and r respectively,
follow as consequence of eq (6.29). Consequently, only conditions (6.28) and
(6.29) have to be imposed.

6.4 The system of balance equations

It has been shown that the non-relativistic limit of Relativistic Extended
Thermodynamics suggests to consider the balance equations (6.1), that we
write now in the following simpler way

{
∂tF

i1···in + ∂kF
ki1···in = P i1···in for n=0, ..., N,

∂tF
i1···ir∗ + ∂kG

ki1···ir = Qi1···ir for r=0, ..., M.
(6.30)

where N and M are two integers such that N > M and N + M is an odd
number. They are evolution equations for moments of order n=0,..., N and
suitable traces of some equations for moments of higher order. We want now
exploit the Galilean relativity principle for this new system and extend to it
the new methodology found by Pennisi and Ruggeri in [15] for a less general
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case.
The kinetic counterpart of the variables appearing in this system is

F i1···in =

∫
fci1 · · · cindc

F ki1···in =

∫
fckci1 · · · cindc

F i1···ir
∗ =

∫
fci1 · · · cir(c2)

N+M+1−2r
2 dc

Gki1···ir =

∫
fckci1 · · · cir(c2)

N+M+1−2r
2 dc , (6.31)

from which we see that

• All the tensors are symmetric,
• F ki1···in for n=0,..., N-1 is differentiated with respect to time in the subse-
quent equation,
• F i1···iM∗ = F ki1···iN δkiM+1

δiM+2iM+3
· · · δiN−1iN ,

• F i1···ir∗ = Gki1···ir+1δkir+1 for r=0,...,M-1,
• Gk is completely free.

(6.32)

The last 4 of the above conditions are called compatibility conditions.
From eqs. (6.31) we see also that if we consider two galileanly equivalent
frames we have that the transformations for the various tensors are

F i1···in =
n∑

h=0

X i1···in
j1···jh

(v) F
′j1···jh

F i1···ir
∗ =

N∑

h=0

Y i1···ir
j1···jh

(v) F
′j1···jh +

M∑
p=r

Zi1···ir
j1···jp

(v) F
′j1···jp
∗

Gi1···ir+1 =
N+1∑

h=0

P
i1···ir+1

j1···jh
(v) F

′j1···jh +
M∑

p=r

Q
i1···ir+1

j1···jp+1
(v) G

′j1···jp+1 . (6.33)

with

X i1···in
j1···jh

=

(
n
h

)
δ
(i1
j1
· · · δih

jh
vih+1 · · · vin) (6.34)
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Y i1···ir
j1···jh

=

inf{[h
2 ],

N+M+1−2r
2 }∑

q2=sup{h−N+M+1
2

,0}

inf{r,h−2q2}∑

q1=sup{0,h−N+M+1−2r
2

−q2}

(
r
q1

)

(
N+M+1−2r

2

)
!

q2!(h− q1 − 2q2)!(q1 + q2 − h + N+M+1−2r
2

)!

(v2)q1+q2−h+N+M+1−2r
2 2h−q1−2q2v(j1 · · · vjh−q1−2q2

δjh−q1−2q2+1jh−q1−2q2+2
· · · δjh−q1−1jh−q1

δ
(i1
jh−q1+1

· · · δiq1
jh)v

iq1+1 · · · vir)

P
i1···ir+1

j1···jh
=

inf{[h
2 ],

N+M+1−2r
2 }∑

q2=sup{h−N+M+1
2

−1,0}

inf{r+1,h−2q2}∑

q1=sup{0,h−N+M+1−2r
2

−q2}

(
r + 1

q1

)

(
N+M+1−2r

2

)
!

q2!(h− q1 − 2q2)!(q1 + q2 − h + N+M+1−2r
2

)!

(v2)q1+q2−h+N+M+1−2r
2 2h−q1−2q2v(j1 · · · vjh−q1−2q2

δjh−q1−2q2+1jh−q1−2q2+2
· · · δjh−q1−1jh−q1

δ
(i1
jh−q1+1

· · · δiq1
jh)v

iq1+1 · · · vir+1)

Q
i1···ir+1

j1···jp+1
=

inf{[N+M+2−p
2 ], N+M+1−2r

2 }∑

q2=N+M+1
2

−p

inf{r+1,N+M+2−p−2q2}∑

q1=sup{0, N+M+1
2

−p−q2+1+r}

(
r + 1

q1

)

(
N+M+1−2r

2

)
!

q2!(N + M + 2− p− q1 − 2q2)!(q1 + q2 + p− N+M+3+2r
2

)!

(v2)q1+q2+p−N+M+3+2r
2 2N+M+2−p−q1−2q2v(j1 · · · vjN+M+2−p−q1−2q2

δjN+M+3−p−q1−2q2
jN+M+4−p−q1−2q2

· · · δjp−q1jp−q1+1

δ
(i1
jp−q1+2

· · · δiq1
jp+1)

viq1+1 · · · vir+1)

Zi1···ir
j1···jp

=

inf{[N+M+1−p
2 ], N+M+1−2r

2 }∑

q2=N+M+1
2

−p

inf{r,N+M+1−p−2q2}∑

q1=sup{0, N+M+1
2

−p−q2+r}

(
r
q1

)

(
N+M+1−2r

2

)
!

q2!(N + M + 1− p− q1 − 2q2)!(q1 + q2 + p− N+M+1+2r
2

)!

(v2)q1+q2+p−N+M+1+2r
2 2N+M+1−p−q1−2q2v(j1 · · · vjN+M+1−p−q1−2q2

δjN+M+2−p−q1−2q2
jN+M+3−p−q1−2q2

· · · δjp−q1−1jp−q1

δ
(i1
jp−q1+1

· · · δiq1
jp)v

iq1+1 · · · vir).
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In order to find the tensors (6.34) let us firstly consider the tensor

H i1···ir =

∫
fci1 · · · cir(c2)αdc =

=

∫
f(c

′i1 + vi1) · · · (c′ir + vir)(c
′2 + 2c

′ivi + v2)αdc′ =

r∑
q1=0

∑
q2+q3≤α

(
r
q1

) ∫
fc

′(i1 · · · c′iq1viq1+1 · · · vir) α!

q2!q3! (α− q2 − q3)!

(c
′2)q22q3c

′j1 · · · c′jq3vj1 · · · vjq3
(v2)α−q2−q3dc′

=
∑

(q1,q2,q3)∈∆

(
r
q1

)
α!

q2!q3! (α− q2 − q3)!
2q3

(v2)α−q2−q3H
′e1e1···eq2eq2j1···jq3 (i1···iq1viq1+1 · · · vir)vj1 · · · vjq3

(6.35)

where we have used the relation ci = c′i + vi between galileanly equiva-
lent frames, also the binomial and trinomial rules for powers; moreover,∑

(q1,q2,q3)∈∆ means that the summation have to be done with respect to

every tern of indexes (q1, q2, q3) belonging to the set

∆ =

{
(q1, q2, q3) : 0 ≤ q1 ≤ r , 0 ≤ q2 , 0 ≤ q3 , q2 + q3 ≤ α

}
.

With the following change of index from q3 to h, defined by q3 = h−q1−2q2,
the set ∆ converts into

∆′ =

{
(q1, q2, h) : 0 ≤ q1 ≤ r , 0 ≤ q2 , q1 + 2q2 ≤ h , h− q1 − q2 ≤ α

}
.

Let us now transform suitably ∆′. The 1th, 3th and 4th inequalities defining
it are:

0 ≤ q1 ≤ r, q1 ≤ h− 2q2, h− q2 − α ≤ q1. (6.36)

The compatibilities between 1th and 2th, 1th and 3th, 2th and 3th of these
are

0 ≤ h− 2q2, h− q2 − α ≤ r, h− q2 − α ≤ h− 2q2,

or, by adding also the remaining 2th inequality which defines ∆′,

q2 ≤
[
h

2

]
, h− α− r ≤ q2, q2 ≤ α, 0 ≤ q2. (6.37)

After that, eqs. (6.36) become

sup {0, h− q2 − α} ≤ q1 ≤ inf {r, h− 2q2} .
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The compatibility conditions between eqs. (6.37) are

h− α− r ≤
[
h

2

]
, 0 ≤ h, h− α− r ≤ α .

The first of these is a consequence of the others; in fact, from the 3th one we

have h ≤ 2α + r ≤ 2α + 2r from which the 1th one follows when h is even.
In the other case, h odd, we have still h ≤ 2α + 2r, as above, but it implies

h ≤ 2α + 2r− 1 because h is odd; therefore the 1th follows also in this case.
Therefore, of the above relations it remains 0 ≤ h ≤ 2α + r.
After that eqs. (6.37) become

sup {0, h− α− r} ≤ q2 ≤ inf

{[
h

2

]
, α

}
.

Consequently,
∑

(q1,q2,q3)∈∆

becomes
2α+r∑

h=0

inf{[h
2 ],α}∑

q2=sup{0,h−α−r}

inf{r,h−2q2}∑

q1=sup{0,h−q2−α}
.

Let now β and M be arbitrary integers such that 0 ≤ β ≤ 2α + r. We can
split

∑2α+r
h=0 in

∑β
h=0 and in

∑2α+r
h=β+1. In the first of these we use the change

of index (from h to p) defined by h = β + M + 1− p and it becomes

M∑

p=β+M+1−2α−r

inf{[β+M+1−p
2 ],α}∑

q2=sup{0,β+M+1−p−α−r}

inf{r,β+M+1−p−2q2}∑

q1=sup{0,β+M+1−p−α−q2}

Consequently, eq. (6.35) becomes

H i1···ir =

β∑

h=0

inf{[h
2 ],α}∑

q2=sup{0,h−α−r}

inf{r,h−2q2}∑

q1=sup{0,h−q2−α}

(
r
q1

)

α!

q2!(h− q1 − 2q2)! (α + q2 − h + q1)!
2h−q1−2q2(v2)α+q2−h+q1

H
′e1e1···eq2eq2j1···jh−q1−2q2

(i1···iq1viq1+1 · · · vir)vj1 · · · vjh−q1−2q2

+
M∑

p=β+M+1−2α−r

inf{[β+M+1−p
2 ],α}∑

q2=sup{0,β+M+1−p−α−r}

inf{r,β+M+1−p−2q2}∑

q1=sup{0,β+M+1−p−α−q2}

(
r
q1

)

α!

q2!(β + M + 1− p− q1 − 2q2)! (α + q2 + q1 − β −M − 1 + p)!

2β+M+1−p−q1−2q2 H
′e1e1···eq2eq2j1···jβ+M+1−p−q1−2q2

(i1···iq1viq1+1 · · · vir)

vj1 · · · vjβ+M+1−p−q1−2q2
(v2)α+q2+q1+p−β−M−1 . (6.38)
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From the definition (6.35) of H i1···ir and from (6.38),
• For α = 0, r = n ∈ [0, N ], β = n, we obtain (6.33)1 with (6.34)1.
• For α = 0, r = N + 1, β = N + 1, we obtain (6.33)1 for n = N + 1, with

(6.34)1.
• For α = N+M+1−2r

2
, r ∈ [0,M ], β = N , we obtain (6.33)2 with (6.34)2,5.

• Let us firstly write (6.35) and (6.38) with r + 1 instead of r; after that,
substitute α = N+M+1−2r

2
, r ∈ [0,M ], β = N +1, so obtaining (6.33)3 with

(6.34)3,4.
This results are very interesting: if we call I the variables occurring in eq.
(6.30), and I ′ their counterparts in the other frame, we have found that I are
expressed in terms of I ′ and no other moment has slipped in their relation!
This fact confirms that our equations are the physically correct ones.
From eqs. (6.33) the following properties hold

F ki1···in − vkF i1···in =
n∑

h=0

X i1···in
j1···jh

(v)F
′kj1···jh

Gki1···ir − vkF i1···ir
∗ =

N∑

h=0

Y i1···ir
j1···jh

(v)F
′kj1···jh +

M∑
p=r

Zi1···ir
j1···jp

(v)G
′kj1···jp (6.39)

∂

∂vj
X i1···in

j1···jh
=

{
0 for n=h,

(h + 1)X i1···in
j1···jhj for n=h+1,...,N.

∂

∂vj
Y i1···ir

j1···jh
=

{
(h + 1)Y i1···ir

j1···jhj for h = 0, ..., N− 1,

(N + 1)Zi1···ir
(j1···jM

δjM+1jM+2
· · · δjN−2jN−1

δjN j) for h = N.

∂

∂vj
Zi1···ir

j1···jp
=





0 for r=p,

(p− 1)δ(j1j2Z
i1···ir
j3···jp)j + (N + M + 3− 2p) Zi1···ir

(j1···jp−1
δjp)j

for r=0, ... , p-1

The entropy principle for our system (6.30), with usual passages, is equivalent
to assume the existence of Lagrange Multipliers λi1···in and µi1···ir such that

dh = λi1···indF i1···in + µi1···irdF i1···ir
∗

dφk = λi1···indF ki1···in + µi1···irdGki1···ir

plus a residual inequality.
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6.4.1 The first method

Let’s impose now the galilean relativity principle to our system by using
the classical methodology. We have to decompose the quantities into their
convective and non-convective parts. In order to do it we define

vi =
F i

F
(6.40)

and we use eq. (6.33), where the quantity v is defined in (6.40) and isn’t
more the relative velocity between two frames. Moreover F

′..., F
′...
∗ and G

′...

are all non-convective quantities.
From eqs. (6.33)1 and (6.40) we have that

F
′j1 = 0. (6.41)

The decomposition of h and φk is

h = h′ φk = φ
′k + hvk , (6.42)

where h′ and φ
′k are non-convective quantities, i.e. they don’t depend on

velocity.
By substituting eqs. (6.31)1,2 into eq. (6.39)1, we obtain

dh =
N∑

n=0

λi1···in

n∑

h=0

X i1···in
j1···jh

dF
′j1···jh + dvj

{
N∑

n=0

λi1···in

n∑

h=0

(
∂

∂vj

X i1···in
j1···jh

)

F
′j1···jh +

M∑
r=0

µi1···ir

[
N∑

h=0

(
∂

∂vj

Y i1···ir
j1···jh

)
F
′j1···jh +

M∑
p=r

(
∂

∂vj

Zi1···ir
j1···jp

)

F
′j1···jp
∗

]}
+

M∑
r=0

µi1···ir

{
N∑

h=0

Y i1···ir
j1···jh

dF
′j1···jh +

M∑
p=r

Zi1···ir
j1···jp

dF
′j1···jp
∗

}
.(6.43)

The galilean relativity principle imply that the coefficient of dvj must be
equal to zero; so, by exchanging the order of summations, it remains

dh =
N∑

h=0

[
N∑

n=h

λi1···inX i1···in
j1···jh

+
M∑

r=0

µi1···irY
i1···ir
j1···jh

]
dF

′j1···jh +

M∑
p=0

p∑
r=0

µi1···irZ
i1···ir
j1···jp

dF
′j1···jp
∗ ,
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Similarly, by substituting eqs. (6.32)1,2 in (6.39)2 and by using also eq.
(6.42)2, eq. (6.39)2 becomes

dφ
′k + vkdh + hdvk =

N∑
n=0

λi1···in

[
vkdF i1···in + F i1···indvk +

n∑

h=0

X i1···in
j1···jh

dF
′kj1···jh

]
+

M∑
r=0

µi1···ir

[
vkdF i1···ir

∗ + F i1···ir
∗ dvk +

N∑

h=0

Y i1···ir
j1···jh

dF
′kj1···jh +

M∑
p=r

Zi1···ir
j1···jp

dG
′kj1···jp

]
+

dvj

{
N∑

n=0

λi1···in

n∑

h=0

∂X i1···in
j1···jh

∂vj

F
′kj1···jh +

M∑
r=0

µi1···ir ·
[

N∑

h=0

∂Y i1···ir
j1···jh

∂vj

F
′kj1···jh +

M∑
p=r

∂Zi1···ir
j1···jp

∂vj

G
′kj1···jp

]}
.

It follows

dh = λ′j1···jh
dF

′j1···jh + µ′j1···jp
dF

′j1···jp
∗

dφ
′k = λ′j1···jh

dF
′kj1···jh + µ′j1···jp

dG
′kj1···jp , (6.44)

N−1∑

h=0

(h + 1)λ′j1···jhjF
′j1···jh + (N + 1)µ′(j1···jM

δjM+1jM+2
· · · δjN jN+1)F

′j1···jN δ
jN+1

j ·

+
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

]
F
′j1···jp
∗ = 0

N−1∑

h=0

(h + 1)λ′j1···jhjF
′j1···jhk + (N + 1)µ′(j1···jM

δjM+1jM+2
· · · δjN jN+1) ·

F
′j1···jNkδ

jN+1

j +
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

]
·

G
′j1···jpk +

[
N∑

n=0

λ′i1···inF
′i1···in +

M∑
r=0

µ′i1···irF
′i1···ir
∗ − h

]
δkj = 0, (6.45)

with λ′j1···jh
=

N∑

n=h

λi1···inX i1···in
j1···jh

+
M∑

r=0

µi1···irY
i1···ir
j1···jh

,

µ′j1···jp
=

p∑
r=0

µi1···irZ
i1···ir
j1···jp

. (6.46)
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Eqs. (6.45) express the condition that h and φ
′k don’ t depend on the velocity

vj. From eq. (6.44), in the independent variables F
′j1···jh and F

′j1···jp
∗ , we find

λ′j1···jh
=

∂h

∂F ′j1···jh
for h 6= 1, µ′j1···jp

=
∂h

∂F
′j1···jp
∗

which imply that λ′j1···jh
, for h 6= 1, and µ′j1···jp

are non-convective quantities.
Eq. (6.46)1 for h=1 defines λ′j1 . But we see in eq. (6.45)1 that λ′jF

′ appears
for h = 0 and can be obtained from this equation in terms of quantities which
are already proved to be non-convective, so that also λ′j is non-convective too.

Let’s define now h̃ and φ̃k from

h = −h̃ + λ′j1···jh
F
′j1···ih + µ′j1···jp

F
′j1···jp
∗

φ
′k = −φ̃k + λ′j1···jh

F
′j1···ihk + µ′j1···jp

G
′j1···jpk.

Eqs. (6.44), with vj, λ′, λ′j1j2
, ..., λ′j1···jN

, and µ′j1···jp
as independent variables

becomes dh̃ = F
′j1···ihdλ′j1···jh

+ F
′j1···jp
∗ dµ′j1···jp

dφ̃k = F
′j1···ihkdλ′j1···jh

+ G
′j1···jpkdµ′j1···jp

,

which, taking into account also eq. (6.41), are equivalent to

F ′ =
∂h̃

∂λ′
∂φ̃k

∂λ′
= F

′jk ∂λ′j
∂λ′

(6.47)

F ′j1···jn =
∂h̃

∂λ′j1···jn

∂φ̃k

∂λ′j1···jn

= F
′jk ∂λ′j

∂λ′j1···jn

+ F
′j1···jnk for n = 2, · · · , N

F
′j1···jp
∗ =

∂h̃

∂µ′j1···jp

∂φ̃k

∂µ′j1···jp

= F
′jk ∂λ′j

∂µ′j1···jp

+ G
′j1···jpk for p=0,...,M.

By using the above equations, the conditions (6.32) and eqs. (6.45) become

∂φ̃k

∂λ′
=

∂h̃

∂λ′jk

∂λ′j
∂λ′

∂φ̃k

∂λ′j1···jh

=
∂h̃

∂λ′jk

∂λ′j
∂λ′j1···jh

+
∂h̃

∂λ′i1···ihk

for h=2,...,N-1

∂h̃

∂µ′j1···jM

=

(
∂φ̃k

∂λ′j1···jN

− ∂h̃

∂λ′jk

∂λ′j
∂λ′j1···jN

)
δkjM+1

δjM+2jM+3
· · · δjN−1jN

∂h̃

∂µ′j1···jr

=

(
∂φ̃k

∂µ′j1···jr+1

− ∂h̃

∂λ′jk

∂λ′j
∂µ′j1···jr+1

)
δkjr+1 for r=0,...,M-1
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∂φ̃[k

∂λ′j1]···jN

=
∂h̃

∂λ′j[k

∂λ′j
∂λ′j1]···jN

∂φ̃[k

∂µ′j1]···jp

=
∂h̃

∂λ′j[k

∂λ′j
∂µ′j1]···jp

for p=0,...,M

N−1∑

h=2

(h + 1)λ′j1···jhj

∂h̃

∂λ′j1···jh

+ λ′j
∂h̃

∂λ′
+

+(N + 1)µ′(j1···jM
δjM+1jM+2

· · · δjN jN+1)
∂h̃

∂λ′j1···jN

δ
jN+1

j +

+
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

] ∂h̃

∂µ′j1···jp

= 0

N−1∑

h=2

(h + 1)λ′j1···jhj

(
∂φ̃k

∂λ′j1···jh

− ∂h̃

∂λ′jk

∂λ′j
∂λ′j1···jh

)
+ 2λ′j1j

∂h̃

∂λ′j1k

+

+(N + 1)µ′(j1···jM
δjM+1jM+2

· · · δjN jN+1)

(
∂φ̃k

∂λ′j1···jN

− ∂h̃

∂λ′jk

∂λ′j
∂λ′j1···jN

)
δ

jN+1

j +

+
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

]
·

·
(

∂φ̃k

∂µ′j1···jp

− ∂h̃

∂λ′jk

∂λ′j
∂µ′j1···jp

)
+ h̃δkj = 0 (6.48)

So we have to find the functions h̃, φ̃k and λ′j depending on λ′, λ′j1j2
, ... ,

λ′j1···jN
, µ′j1···jp

subject to the above restrictions. After that the costitutive
functions are given by (6.47)4 for n = N and by (6.47)6.

6.4.2 The second method

We want now to simplify eqs. (6.48), by extending to our balance equations
the new method already showed in the previous chapters for less general
cases. To this end, let us consider the following mathematical problem: Find
the functions H and Hk of the variables λ′j1···jh

with h=0,...,N and µj1···jp

150



with p=0,...,M subject to the following restrictions:

∂Hk

∂λ′j1···jh

=
∂H

∂λ′j1···jhk

for h=0,...,N-1

∂H

∂µ′j1···jM

=
∂Hk

∂λ′j1···jN

δkjM+1
δjM+2jM+3

· · · δjN−1jN

∂H

∂µ′j1···jr

=
∂Hk

∂µ′j1···jr+1

δkjr+1 for r=0,...,M-1

∂H [k

∂λ′j1]···jN

= 0

∂H [k

∂µ′j1]···jp

= 0 (6.49)

N−1∑

h=0

(h + 1)λ′j1···jhj

∂H

∂λ′j1···jh

+ (N + 1)µ′(j1···jM
δjM+1jM+2

· · · δjN jN+1)
∂H

∂λ′j1···jN

δ
jN+1

j

+
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

] ∂H

∂µ′j1···jp

= 0

N−1∑

h=0

(h + 1)λ′j1···jhj

∂Hk

∂λ′j1···jh

+ (N + 1)µ′(j1···jM
δjM+1jM+2

· · · δjN jN+1)
∂Hk

∂λ′j1···jN

δ
jN+1

j

+
M∑

p=1

[
(p− 1)µ′jj1···jp−2

δjp−1jp + (N + M + 3− 2p)µ′j1···jp−1
δjpj

] ∂Hk

∂µ′j1···jp

+Hδkj = 0

After that we define

λ′j = λ′j(λ
′, λj1j2 , · · · , λj1···jN

, µ′j1···jp
),

implicitly defined by

∂H

∂λ′j
= 0. (6.50)

If we call h̃ and φ̃k the functions H and Hk calculated for such value of λ′j it is
easy to prove that, as consequence, they satisfy eqs. (6.48) and, consequently,
they are the same functions of the first method. Uniqueness of the solution
can also be proved. In such a way we have proved the equivalence of the two
methods also for this new kind of system, as done in chapter 2 for the 13 and
14 moments case.
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H. Poincaré 34 (1981).

[4] K. O. Friedrichs, On the laws of relativistic electro-magneto-fluidodyna-
mics, Comm. Pure Appl. Math. 27 (1974).

[5] T. Ruggeri, Galilean invariance and entropy principle for systems of
balance laws. The structure of extended thermodynamics, Cont. Mech.
Thermodyn 1 (1989).

[6] C. C. Wang, On representations for isotropic functions, Arch. Ratl.
Mech. Anal. 33 (1969).

[7] G. F. Smith, On a fundamental error in two papers of C. C. Wang “On
representations for isotropic functions”, part I and II, Arch. Ratl. Mech.
Anal. 36 (1970).

[8] C. C. Wang, A new representations theorem for isotropic function: As
answer to Professor G. F: Smith’s criticism of on representations for
isotropic functions, Arch. Ratl. Mech. Anal. 36 (1970).

[9] C. C. Wang, Corrigendum to my recent papers on “representations for
isotropic functions”, Arch. Ratl. Mech. Anal. 43 (1971).

[10] G. F. Smith, On isotropic functions of symmetric tensor, skew symme-
tric tensor and vectors, Int. J. Engng Sci. 9 (1971).

152



[11] S. Pennisi, M. Trovato, On the irreducibility of Professor G. F. Smith’s
representation for isotropic functions, Int. J. Engng Sci. 25 (1987).

[12] S. Pennisi, On third order tensor-valued isotropic function, Int. J. Engng
Sci. 30 (1992).

[13] I-Shih Liu, I. Müller, Extended thermodynamics of classical and degene-
rate gases, Arch. Rational Mech. Anal. 83 p.285 (1983).

[14] G. Boillat, T. Ruggeri, Hyperbolic principal subsystems: Entropy con-
vexity and subcharacteristic conditions, Arch. Rational Mech. Anal. 137
(1997).

[15] S. Pennisi, T. Ruggeri, A new method to exploit the entropy principle
and galilean invariance in the macroscopic approach of extended ther-
modynamics, Ricerche di Matematica, Springer, 55, p.319 (2006).

[16] S. Pennisi, Higher order terms in Extended Thermodynamics, Contin-
uum Mech. Thermodyn 10, p.29 (1999).

[17] M.C. Carrisi, S. Pennisi, A. Scanu, Equivalence of two known approaches
to extended thermodynamics with 13 moments, Proceedings of WAS-
COM 05, 13th Conference on Waves and Stability in Continuous Media,
Acireale (CT), 19-25 giugno 2005, p.448-454.

[18] M.C. Carrisi, S. Pennisi, The macroscopic approach to extended thermo-
dynamics with 14 moments, up to whatever order, International Journal
of Pure and Applied Mathematics (IJPAM), 34, p.407-426 (2007).

[19] G.M. Kremer, Extended Thermodynamics of ideal gases with 14 fields,
Ann Inst. Henri Poincaré, 45 p.419 (1986).
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