
   
 

  
  

 

Università degli Studi di Cagliari  

 

 

 

PHD DEGREE 
Economics and Business 

Cycle XXXI 

 

 

 

 

Mergers in Public Health and Education: A Policy Evaluation Design  

 

 

 

 

Scientific Disciplinary Sector 

SECS-P/03  

 

 

PhD Student:                            Sara Pau  
 

Coordinator of the PhD Programme               Prof. Andrea Melis 

 

Supervisor                                                           Prof. Rinaldo Brau 
 

Second Supervisor                                           Prof.ssa Adriana Di Liberto 

   
 
 





Acknowledgments

I am very grateful to prof. Rinaldo Brau and Adriana Di Liberto for their guidance. I am also
indebted to prof. Joan Llull, Yun Cao, Friedrich Breyer, Silvia Balia, Eugenio Zucchelli and
Marco Nieddu for their comments and valuable advice.
Moreover, I am grateful to the School Principals prof. Rosanna Sardu and Antonietta Melas
for our thorough conversations on their professional experiences, of which chapter three truly
benefited.
Furthermore, I would like to acknowledge my friends and colleagues Christelle Traboulsi, Giulia
Contu, Carola Casti, Gianfranco Pischedda, Salvatore Loriga, Farideh Tavazoee, Giulia Boi,
Simone Zandara, Cristian Usala, You-jun Shin, Alberto Nonnis and Luca Naitana for their
help, brainstorming sessions, technical assistance, and, most importantly, for their friendship.
Finally, I thank my family and my friends for always being by my side during my pursuit of
this doctoral degree and for supporting me all the way.

2



Contents

1 Chapter 1

Mapping Regional Disparities in Health Outcomes and their
Determinants: The Two Italies 13

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 The Determinants of Health . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Forecasting Mortality and Life Expectancy . . . . . . . . . . . . . . . . . 28

3 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1 Health Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 Socioeconomic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 Final Remarks and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2 Chapter 2

One Plus One Makes Less than Two? Consolidation Process
in Italian Local Health Authorities and Population Mortal-
ity 49

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2 Institutional Changes: the Consolidation Process . . . . . . . . . . . . . . . . . . 51

3 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.1 Dependent Variable and Treatment Indicator . . . . . . . . . . . . . . . . 59

3



4.2 Control Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3 Geographical Classification . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.4 Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5 Identification Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

7 Robustness Checks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

7.1 Age-Adjusted Mortality Rate . . . . . . . . . . . . . . . . . . . . . . . . . 76

8 Final Remarks and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3 Chapter 3

Does a Part-Time School Principal Harm Students? Ital-
ian School Consolidation Process and Student Outcomes 90

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

2 Institutional Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

2.1 Regencies and Unifications . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.1 Descriptive Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2 Graphical Analysis at the Cutoff . . . . . . . . . . . . . . . . . . . . . . . 106

5 Identification Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.1 Heterogeneous Treatment Effects . . . . . . . . . . . . . . . . . . . . . . . 113

7 Final Remarks and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4



List of Figures

1.1 Preston Curve. Source: Preston (1975) . . . . . . . . . . . . . . . . . . . . . . . . 21

1.2 Italy - Life expectancy at birth 1872-2014. Source: Author graph based on HMD. 31

1.3 Life expectancy at birth - Females. Source: authors graph based on ISTAT data. 33

1.4 Life expectancy at birth - Males. Source: authors graph based on ISTAT data. . 33

1.5 Life expectancy at 65 years old - Females. Source: authors graph based on ISTAT
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.6 Life expectancy at 65 years old - Males. Source: authors graph based on ISTAT
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.7 Per-capita GDP. Source: authors graph based on ISTAT data. . . . . . . . . . . 37

1.8 Share of male population with more than primary school diploma. Source: Au-
thor graph based on ISTAT data. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.9 Share of female population with more than primary school diploma. Source:
Author graph based on ISTAT data. . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.10 Share of male graduates. Source: authors graph based on ISTAT data. . . . . . . 40

1.11 Share of female graduates. Source: authors graph based on ISTAT data. . . . . . 40

2.1 Life expectancy by gender and health expenditure in Italy from 1990. Source:
Author graph based on ISTAT data. . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.2 Share of population aged 65 and older in Italy from 1990. Source: Author graph
based on ISTAT data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.3 Number of LHAs in Italy from 1990 to 2017. Source: Author elaboration on
ISTAT- Health for all Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.4 Number of LHAs in Italy from 1990 to 2017 by macroareas Source: Author
elaboration on ISTAT- Health for all Data . . . . . . . . . . . . . . . . . . . . . . 54

5



2.5 Number of LHAs in Italy from 1990 to 2017 by regions. Source: Author graph
on ISTAT- Health for All data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.6 Mortality trends by treated and controls. Source: Author elaboration on ISTAT
data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.1 Dropouts (average) per grade in LSS. Source: Author graph on MIUR - “Scuola
in Chiaro” data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.2 Dropouts (average) per grade in USS. Source: Author graph on MIUR - “Scuola
in Chiaro” data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.3 School dropouts Vs treatment (merged and/or under regent). Source: Author
graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.4 School dropouts Vs number of merged school complexes. Source: Author graph . 102

3.5 School dropouts Vs. number of students and treatment. Source: Author graph . 103

3.6 School dropouts Vs. number of students and treatment: 3D scatterplot. Source:
Author graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.7 Dropouts and Not Admitted to the Next Class. Source: Author graph . . . . . . 106

3.8 Dropouts per Grade. Source: Author graph . . . . . . . . . . . . . . . . . . . . . 107

3.9 Treatment Compliance. Source: Author graph . . . . . . . . . . . . . . . . . . . 108

3.10 Driving Distance (Km) from the Directional School to the Merged Complexes.
Source: Author graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.11 Estimated Density - All schools. Source: The author . . . . . . . . . . . . . . . . 128

3.12 Histogram - All schools. Source: The author . . . . . . . . . . . . . . . . . . . . . 128

3.13 Histogram - LSS. Source: The author . . . . . . . . . . . . . . . . . . . . . . . . 129

3.14 Estimated Density - LSS. Source: The author . . . . . . . . . . . . . . . . . . . . 129

3.15 Histogram - USS. Source: The author . . . . . . . . . . . . . . . . . . . . . . . . 130

3.16 Estimated Density - USS. Source: The author . . . . . . . . . . . . . . . . . . . . 130

6



List of Tables

1.1 Health outcomes: Summary statistics by macroarea . . . . . . . . . . . . . . . . 36

1.2 GDP and education - summary statistics by regions . . . . . . . . . . . . . . . . 41

2.1 Summary statistics - all municipalities . . . . . . . . . . . . . . . . . . . . . . . . 63

2.2 Summary statistics: Never treated vs treated . . . . . . . . . . . . . . . . . . . . 64

2.3 Summary statistics - Mountain municipalities . . . . . . . . . . . . . . . . . . . . 65

2.4 Mountain municipalities: Never treated vs treated . . . . . . . . . . . . . . . . . 65

2.5 Summary statistics - Non mountain municipalities . . . . . . . . . . . . . . . . . 66

2.6 Non mountain municipalities: Never treated vs treated . . . . . . . . . . . . . . . 66

2.7 Estimation results: Two-way fixed effect DID . . . . . . . . . . . . . . . . . . . . 71

2.8 Estimation results: Two-way fixed effect DID . . . . . . . . . . . . . . . . . . . . 72

2.9 Two-way fixed effect DID with municipality-specific linear trend . . . . . . . . . 75

2.10 Summary statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.11 Two-way fixed effect DID with age-adjusted mortality rate . . . . . . . . . . . . 77

2.12 Two-way fixed effect DID with age-adjusted mortality rate . . . . . . . . . . . . 78

2.13 LHAs amalgamation from 2000 to 2017 . . . . . . . . . . . . . . . . . . . . . . . 86

2.14 “Granger-Type” Causality test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

2.15 “Granger-Type” Causality test with age-adjusted mortality rate . . . . . . . . . 87

2.16 Segi’s world standard population . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.1 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.2 Summary statistics: Untreated vs treated LSS . . . . . . . . . . . . . . . . . . . 104

7



3.3 Summary statistics: untreated vs treated USS . . . . . . . . . . . . . . . . . . . . 105

3.4 Student dropouts by school type: LSS and USS. Fuzzy RD estimates. . . . . . . 114

3.5 Non admitted to the next class by school type: LSS and USS. Fuzzy RD estimates.115

3.6 Student dropouts by cohort: LSS . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.7 Student dropouts by cohort: USS . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.8 Treatment effect in mountain municipalities and small islands . . . . . . . . . . . 119

3.9 Treated school far away from the directional school at least 10 Km . . . . . . . . 120

3.10 Estimation results by USS typology . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.11 Density tests of the running variable . . . . . . . . . . . . . . . . . . . . . . . . . 128

8



Summary

Over the last decades, in Italy, the increase of life expectancy and the consequent population

aging raised concerns on the dynamics of health spending in such a way that institutional

settings have changed and policies mostly oriented at containing costs and increasing efficiency

have been implemented. The mergers of Local Health Authorities (LHAs henceforth) represents

a prominent example. Indeed, the Italian LHAs experienced a drastic reduction in their number,

passing from 659 in 1992 to 101 in 2017.

The same pattern characterizes the educational system in Italy. New centralized criteria were

introduced with the School Consolidation Process (Dimensionamento Scolastico), established by

the D.P.R. 233/1998. The schools with less than 500 students (300 in mountain areas and small

islands) would have been merged to another school or managed by a regent School Principal

(SP hereafter), namely a SP “borrowed” from another school.

This doctoral thesis investigates the impact of such consolidation policies in health and education

institutions on patients’ and students’ outcomes, respectively.

Chapter one provides an introductory overview on the new dynamics of life expectancy,

GDP and education in Italy, and is chiefly aimed at mapping the longstanding geographical

disparities among the NUTS 1 macroregions.

We start the analysis by presenting an extensive literature review on health capital accumulation

and classical health determinants, namely income and education. We then shift attention to a
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descriptive analysis of the most recent data on regional life expectancy, GDP and different levels

of educational attainment. Findings suggest that the Italian economy is still characterized by a

sharp dichotomy between the North and the South, confirming the existence of “two Italies”. If

such discrepancies are not properly taken into account by central governments when designing

public policies, further inequality may be created.

Chapter two starts investigating the effects of one merger policy that interested the National

Health Service in Italy. More specifically, the chapter evaluates the impact of LHAs consoli-

dation process on population mortality within Italian municipalities from 2002 to 2016. We

apply a quasi-experimental research design using an event study framework to test for poten-

tial pre-existing trends and anticipation effect, as well as phase-in policy impact. Since each

region set up the reform in different years, we use a staggered two-way fixed effect Difference

in Difference as identification strategy, and distinguish between mountain and non-mountain

municipalities to detect possible heterogeneous effects. Findings show that population mortality

has increased in the years following the policy change, with the mountain municipalities being

the most affected, and suggest that policy makers should carefully weight the efficiency gains

with the impact on health care effectiveness, specifically on local communities, before allowing

more mergers.

Chapter three analyses another merger policy that concerned the Italian educational system.

More precisely, the chapter aims to assess the impact the consolidation process that involved

the Italian schools on two measures of student dropouts: voluntary dropout rates and grade

retention. With a focus on secondary schools, we exploit the fuzzy discontinuity in treatment

regime and apply a continuity-based local polynomial approximation Fuzzy RDD.

Estimation results show that the program exposure may have had detrimental heterogeneous
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effects in upper secondary schools, especially for treated schools far away from the directional

school (where the school principal is based) at least 10 km. As a result, the isolation of the

merged schools appear as a causality channel that makes the principals’ responsibilities substan-

tially aggravated. We conclude that the school consolidation process appears as a cost-saving

policy that may fail to consider the indirect costs arising in term of poorer school performance,

which may later produce labor market inequalities due to losses in human capital accumulation.
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Chapter 1

Mapping Regional Disparities in Health Outcomes and their De-
terminants: The Two Italies

Abstract

This introductory chapter provides an overview on the new dynamics of health outcomes

in Italy, and is chiefly aimed at mapping the longstanding geographical disparities among the

NUTS 1 macroregions. We start the analysis by presenting an extensive literature review on

health capital accumulation and classical health determinants, namely income and education.

We then shift attention to a descriptive analysis of the most recent available data on regional

life expectancy, GDP and different levels of educational attainment. Findings suggest that

the Italian economy is still characterized by a sharp dichotomy between the North and the

South, confirming the existence of “two Italies”. If such discrepancies are not properly taken

into account by central governments when designing public policies, further inequality may be

created.
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1 Introduction

In this introductory chapter, we aim to map the new dynamics and spatial disparities on pop-

ulation health in the Italian context with the most recent available data. More precisely, this

study explores the trends in health outcomes and socioeconomic conditions, concentrating on

their geographical distributions among the Italian regions during the period 1990-2016.

We start by reviewing the existing literature on how health is produced at the individual level

and what makes us healthier, with a specific focus on the classical determinants of health,

namely income and education.

The issue turns out relevant since people value health highly. Thus, a clear understanding of

the mechanism by which health is produced is a starting point for policies oriented at enhancing

population well-being and at lessening inequalities in society.1

Given the wide diffusion of medical and health technologies in a country where the National

Healthcare Service was established in 1978, and Essential Levels of Care (Livelli Essenziali di

Assistenza, LEA) are set by the central state to assure free, equal and effective health care to

all individuals throughout the country, one might expect the mortality being dissociated to the

socioeconomic conditions. However, although health care is universally available, in Italy still

persists an association between income distribution, education and population health.

Furthermore, we will pay attention to the most common methodologies and findings on health

forecasting. In fact, understanding the path of health in the future, and consequently of

longevity, is crucial to shape the social security system in a sustainable manner, according

to the forthcoming levels of people’s quantity of life.

This chapter will be split into three further sections. First, we examine the salient literature

1One example of such policies is PROGRESA (Programa de Educación, Salud, y Alimenación), implemented in
1997 by the government of Mexico as an integrated approach to poverty alleviation and health status improvement
through the development of human capital (Schultz, 2004).
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on health capital accumulation, socioeconomic determinants of health, and on the future health

forecasting methodologies and findings. Second, we map the spatial disparities in the Italian

regions during the period 1990-2016 with respect to different specifications of life expectancy,

income and education. Finally, the chapter concludes.

2 Literature Review

2.1 The Determinants of Health

Since health is one of the most important aspects of human being, many scholars have focused

on understanding what makes us healthy. More specifically, increasing attention has been

paid by economists to health capital accumulation and to the relationship between health and

socioeconomic conditions. The former can count on the celebrated paper by Grossman (1972)

and its further extensions. The latter is the subject of a voluminous literature, with a main

focus put on the classical determinants of health: income and education. Both theoretical and

empirical contributions have been made and are reviewed in what follows.

2.1.1 Theoretical Studies

Health Capital Accumulation Theoretically, the standard economic model of health, devel-

oped by Grossman (1972), illustrates the mechanism underlying the health production function.

In this model, health is seen as a durable capital stock that produces healthy time. Individu-

als inherit an initial stock of health that depreciates with age but can also be increased with

investment. The intertemporal utility of the representative consumer is given by:

U = (φ0H0,..., ϕnHn, Z0,...,Zn),
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where H0 is the inherited stock of health, Hi is the stock of health in the ith period, ϕi is the

service flow per unit stock, Zi is the consumption of a generic good in the ith period.

The net investment in the health stock is equal to:

Hi+1 −Hi = Ii − δHi,

where Ii is the gross investment and δ is the depreciation rate (which is assumed exogenous but

it may vary with age of individuals).

The gross investment Ii is a function of medical care Mi, time inputs THi and human capital

Ei:

Ii = Ii(Mi,THi,Ei).

The health capital at any given time is thus a result of a set of factors that comprises family

genetic endowments, health in the previous time period, medical care received, the stock of

knowledge about what improves health and a vector of other personal and environmental level

factors.

An alternative approach is made by Dalgaard and Strulik (2014) which is based on health

deficits rather than health capital. The authors note that, during the process of aging, humans

develop an increasing number of deficits, for which Mitnitski et al. (2002) propose an index of

“frailty”. The law of increasing frailties or deficits accumulation equation can be expresses as

the following:

Ḋ(t) = µ(D(t) − E),

where D is the proportion of deficits, µ is considered a physiological parameter that captures the

force of aging and E is interpreted as the impact of nonbiological factors, namely the attempt
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of an individual to slow down the aging process by means of a deliberate health investment.

When the number of deficits rises, the human body becomes more frail, leading, eventually, to

death. That is, the authors define actual health as the maximum achievable health (i.e., the

state of health of a 15 years old), minus all accumulated deficits:

H = H̄ −D,

where H̄ is the maximum health and D is the accumulated health deficits. This leads to

Ḣ = −Ḋ. Inserting the deficits accumulation equation into Ḣ and substituting D with H̄ −H,

they obtain:

Ḣ = −µ(H̄ −H − E),

that can be rewritten as:

Ḣ(t) = µE − µ(H̄ −H(t)).

According to the above equation, an improvement in health status H(t) makes the aging process

slow down and is consistent with the fact that health losses are small for high levels of health

stock and become bigger as the health status deteriorates.

Health and Economic Conditions Smith (1999) deeply analyses the nexus between health

and wealth, which is the stock of disposable economic resources mainly accumulated through

the flows of income.

Economic resources and health increasingly interact over people’s life. Households savings and

consumption are seen as a function of health. Presumably, based on current information about
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their health, people make projections about their future health states. The risk of future mor-

bidity may affect positively saving behavior and alter households wealth profile eventually. The

prospect of high medical expenses has been the main way in which health risks have been incor-

porated into life-cycle models (Lillard and Weiss, 1997). On the contrary, savings may decrease

if health deteriorates because that reduces the amount of labor supplied or increases the pur-

chase of health care goods.2 Another reason why health may affect savings is that marginal

utility of consumption could depend on health status. If the marginal utility of consumption

declines with poorer health conditions, individuals will consume more when they are healthy,

and savings will be higher when they are unhealthy. Since health shocks may permanently

alter heath stock in future years, potential effects on future income, consumption, and medical

expenses can be systematic. Wealth may be higher among individuals who did not experience

negative health shock in the previous years, and more economic resources could protect indi-

viduals from the ravages of age so that their subsequent health is better. Interestingly, Smith

notes that inequality raises levels of psycho-social stress which negatively affects endocrine and

immunological processes. Across industrialized countries, average mortality is not associated

to average income differences between countries, but rather to income inequality within coun-

tries. At least in industrial countries, the stress associated with being at the bottom end of an

unequal society matters. Social cohesion enters then in the model as inequality antagonist and

health-enhancing trait. Societies placing a strong value on caring for one another are supposed

to be healthier ones.

Cutler et al., (2006) contributed to the debate on the modern dynamics of health and wealth by

noting that during the twentieth century in the United States and other high-income countries,

growth in real incomes was associated with a rise of longevity by nearly 30 years. The decline

in mortality came along with better health living conditions: people are not only living longer

2During retirement, new health shocks will not alter income since the pension is fixed and no labor is supplied.
However, they can still deteriorate savings.
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but also better and healthier than their forebears.

2.1.2 Empirical Studies

Understanding empirically the relationship between health and economic conditions is a chal-

lenging exercise. Difficulties arise for several reasons. One first issue is ontological and regards

how to measure health and economic conditions. These latter are indeed multidimensional en-

tities, and different proxies are adopted by researchers and further reviewed in this section.

Secondly, the most powerful analytical methodologies are not suitable in this context: random-

ized and controlled experiments involving exogenous manipulations of human beings’ statuses

are not ethically possible.

However, it is widely recognized that a variety of social factors, such as income and education,

has an impact on health outcomes (Zimmerman et al., 2015).

Health and Income Even though the mechanism underlying the relationship between health

and income is the subject of voluminous literature in the past four decades, the direction of

causality is still doubtful and often depending on the specific characteristics of social, economic,

and political contexts (De Vogli et al., 2005). The pathways of causation between income and

health has been summarized as follows. High levels of income may lead to health improvements

through a better lifestyle or diet, fewer monetary worries, better access to medical services and

an improved living environment (Adler et al., 1994; Smith, 1999).

In contrast, poverty affects health through different channels such as lack of resources held by

individuals to buy medical treatments or sufficient food, lower access to prevention and precar-

ious housing conditions. Systematic underinvestment may also be a result across a wide range

of human, physical, health, and social infrastructures (for instance, education, health services,
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transportation, environmental controls, availability of good quality food, quality of housing,

and occupational health regulations) (Lynch et al., 2000).

The relationship also goes in the other direction. Indeed, health enters in the accumulation of

human capital function: people in good health are more likely to be economically productive,

invest more in schooling and have higher incomes (see Curie and Madrian 1999, for a review of

the evidence).3 Other channels can be found: health affects how much an individual works, and

how much an individual works determines the skills acquired on the job (learning-by-doing),

then variations in health will influence human capital and, subsequently, future labor supply

choices and income. Prior bad health conditions may alter past incomes which may affect

current income. Periods of poor health in middle age reduce earnings and could have nega-

tive implications for pension and social security income during retirement (Hokayem and Ziliak

2014). Therefore, health and income are simultaneously determined and reverse causality prob-

lems emerge when dealing with finding their association.

Moreover, individual unobservable characteristics and third factors are likely to determine both

income and health. Examples are genetics endowment, social background, discount rates (Fri-

jters et al. 2005). Individuals with a low rate of time preference may undertake investments in

human capital that enhance future earnings as well as engage in behaviors that improve future

health (Barsky et al., 1997).

We now review the empirical evidence on the association between health and income more in

detail, concentrating on data used, methodology applied and obtained findings.

Preston (1975) was the first drawing the graph about the relationship of average health and

income, that took the name of ”Preston Curve”, depicted in figure 1.1. In his seminal contri-

bution, he presented a scatter diagram of the relationship between level of cross-country life

expectancy (average, male and female) and per capita national income (expressed in 1963 U.S.

3A deeper attention will be paid to the association between health and education in the following paragraph.
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dollars) in the 1900s, 1930s, and 1960s, showing that life-expectancy is smaller for countries

with lower levels of per capita income.

Figure 1.1: Preston Curve. Source: Preston (1975)

One of the first empirical work which aimed at estimating the structural effect of income on dif-

ferent measures of health was Ettner (1996). More specifically, the paper analyses the effect of

family income on self-assessed health status, work and functional limitations, bed days, average

daily consumption of alcohol, scales of depressive symptoms and alcoholic behavior.4 Ettner ap-

plied an ordered probit instrumental variable approach where family income was instrumented

with state unemployment rate, work experience, parental education and spouse characteristics,

using individual-level data from the 1987 National Survey of Families and Households (NSFH),

the 1986 and 1987 panels of the Survey of Income and Program Participation (SIPP), the Al-

cohol Supplement of the 1988 National Health Interview Survey (NHIS) and Bureau of Labor

Statistics data on state unemployment rates. Based on the IV estimates, the results show a

strong positive association between income and self-assessed health status and a negative asso-

4Number of days in the previous four months when the interviewed had to stay in bed more than half a day
due to illness, including hospital stays.
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ciation between income and depressive symptoms, work limitations, functional limitations and

hospital bed days. As the author noted, the main shortcoming of the analysis approach is the

exclusion restriction of the instruments used: state unemployment rate, parental education,

work experience and spouse characteristics may be directly related to health.

Ruhm (2000), with longitudinal data of 50 states and District of Columbia over the 1972-1991

period and fixed-effect model, examines how economic conditions affect mortality rates for ten

specific causes of death.5 His study provides evidence that health improves as the macroeco-

nomic conditions deteriorate. Specifically, state unemployment rates are negatively and signifi-

cantly correlated to mortality and eight of the ten causes of death, with suicides representing an

exception. One percentage point rise in the unemployment rate is associated with a 0.5 to 0.6

percent decrease in total mortality (in absolute terms, a reduction of around 11,000 fatalities

annually). In fact, higher joblessness is associated with reduced smoking and obesity, increased

physical activity and improved diet. Leisure time declines when the economy expands, making

it more costly to undertake health-enhancing activities (such as exercise). Similarly, the time

price of medical care will rise if individuals work more hours, finding it harder to schedule

medical appointments. Hence, lifestyles should become less healthy during economic upturns.

Moreover, during expansions, work-related accidents are more likely. Drinking and driving rise

in good times, leading to higher motor vehicle fatality rates (Evans and Graham 1988; Ruhm

1995).

Further, Meer et al. (2003) deal with endogeneity in this debate using inheritance during the

last five years as an instrumental variable for changes in wealth in a probit approach where

the dependent variable was a dichotomous self-reported health status variable (healthy vs. not

healthy). The authors use data from four waves of the Panel Study of Income Dynamics (PSID)

5In details: malignant neoplasms, major cardiovascular diseases, pneumonia or influenza, chronic liver disease
and cirrhosis of the liver, motor vehicle accidents, other accidents and adverse effects, suicide, homicide and legal
intervention, infant mortality (deaths within the first year) and 10) neonatal mortality (deaths within the first
28 days). These ten specific sources account for around 80 percent of all deaths.
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during the time span 1984–1999.6 They confirm the positive association between health and

changes in wealth. However, this result turns out insignificant after instrumenting.

Frijters et al. (2005) investigate the causal relationship between households income and self-

assessed health satisfaction and interestingly exploit the wall of Berlin fall in 1989 and the

consequent German reunification as a natural experiment resulting in an exogenous variation

of real income for Est Germans. Reunification was completely unanticipated and determined

a rapid and exogenous rise in average real household incomes for East Germans. They used

the German Socio-Economic Panel (GSOEP) between 1984 and 2002 and applied fixed-effects

ordinal estimator to control for individual unobservable heterogeneity. The results suggest that

increased income leads to improved health satisfaction even though the quantitative size of

this effect is very small: one log point increase in income leads to a 0.083 (in a 10 points

scale) improvement in health satisfaction for East men, 0.067 for West men and 0.088 for West

women. In some robustness exercises - that did not change their results - they used different

measures of income: a measure of “permanent” income averaged over a 3 or 5 years period,

a household-equivalised income measure (household income adjusted taking into account the

number of family members) and a measure of relative household poverty (i.e., being at or below

60% of the median household income).

There is also a growing consensus that improving health can have equally large indirect payoffs

through accelerating economic growth (see, e.g., Bloom and Canning 2005).

Murphy and Topel (2006) measured the value of falling mortality in the United States and

the social benefits of better health living conditions during the twentieth century. Based on

individuals’ willingness to pay, they found cumulative gains in life expectancy after 1900 were

worth over 1.2 million per person in 2000, whereas post-1970 gains added about 3.2 trillion per

year to national wealth, equal to about half of GDP.

6The Panel Study of Income Dynamics (PSID) is a longitudinal survey, ongoing since 1968, of a representative
sample of U.S. individuals (men, women, and children) and the families in which they reside.
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Further, Acemoglu and Johnson (2007) investigates the effect of general health conditions,

proxied by life expectancy at birth, on economic growth, exploiting the large improvements in

life expectancy driven by the international epidemiological transition (namely the international

health interventions, the more effective public health measures and the introduction of new

chemicals and drugs starting in the 1940s, e.g., discovery and mass production of penicillin and

streptomycin, or the discovery and widespread use of DDT against mosquito vectors). Using the

country’s initial mortality rate from various diseases around the world before the international

epidemiological transition as an exogenous variation for increased life expectancy, they found

no evidence that the large increase in life expectancy raised income per capita.

Hokayem and Ziliak (2014), using data from Survey Research Center subsample of the PSID

from during the years 1999-2009, with a GMM estimation demonstrated a positive association

between health conditions and future wages: one unit increase in standard deviation of health

status, the future wages (t+1) increase by 1.3 percent. The used data describe a situation where,

starting around age 35, unhealthy men have significantly lower life cycle profiles of wages and

assets, which is preceded by an increase in obesity around age 30. The rise of obesity could be

linked to different poor health conditions such as type II diabetes, high blood pressure, heart

disease and some forms of cancer. Even though many obesity-related conditions are not perma-

nently disabling and thus do not directly affect the labor productivity, they make individuals

more susceptible to illnesses that may interrupt the human capital accumulation process.

Boyce and Oswald (2012) study the effect of promotion, namely an increase in the job status

and wage, on health conditions (both subjective and mental health status) to test the hypothe-

sis that individuals with high occupational status have good health and low rates of premature

mortality. They used longitudinal data, from British Household Panel Survey (BHPS), on a

sample of British workers and applied cross-sectional and difference-in-difference methods be-
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tween promoted group non-promoted control group.7 Little evidence is found that a person’s

health improves after promotion. In details, while the promoted group has significant better

subjective health status across different time periods after promotion, the same individuals have

significantly better mental health only at period T, suffering a relative worsening in their mental

health from period T to T+3.

More recently, Chetty et al. (2016), measured the level, time trend, and geographic variability

in the association between income and life expectancy in the United States from 2001 to 2014.

They found that higher income was accompanied by a greater life expectancy, which differences

across income groups increased over time. Also, they highlighted a substantial variation in

the association between longevity and income across areas: differences across income groups

decreased in some areas and increased in others and they were correlated with health behaviors

and local area characteristics.

Health and Education The twentieth century experienced a dramatic increase in world-

wide population life expectancy. According to the Human Mortality Database (HMD), life

expectancy at birth in Italy rose from 41.85 in 1900 to 79.21 in 1999, becoming 82.95 in 2014.

Oeppen and Vaupel (2002) suggest that the increase in life expectancy was mainly driven by

improvements in education, as well as in sanitation and housing, causing a decline at a steady

pace in early and mid-life mortality, which was mainly due to bacterial infections. In fact, the

positive correlation between health and education is well-documented in the literature (Adams

et al., 2003 cite an exhaustive summary).

Broadly speaking, there are three possible explanations for the link between health and educa-

tion. Cutler and Lleras-Muney (2006) provide an extensive review.

7The British Household Panel Survey has been ongoing since 1991, following the same representative sample
of individuals and it is household-based, interviewing every adult member of sampled households.

25



One possibility is that poor health leads to low levels of schooling. In fact, sick students are

more likely to miss school, less likely to learn while in school, and ultimately obtain fewer years

of schooling (Case, Fertig and Paxson 2005).

Another possibility is that increasing education improves health. Indeed, more educated indi-

viduals may have “better” jobs that offer safer work environments, better access to information

and improved critical thinking skills. As a result, highly educated people appear to trust science

and to make use of new health related information first, which affects the adoption of health-

enhancing behaviors such as improved diet, exercise, quitting smoking and drinking. Moreover,

they are more likely to comply correctly with their medical treatments and even non-complex

health behaviors, such as belt use, have a strong education gradient. Another causality channel

that goes from education to health is related to the social support systems: the more educated

individuals may have larger social networks that provide financial, physical and emotional sup-

port, which may have a causal effect on health (Berkman 1995).

Lastly there may be third factors, such as family background, genetic traits, abilities and time

preferences, that increase both schooling and health. Smarter individuals may be more likely to

obtain more schooling and also take better care of themselves. Another possibility is that indi-

viduals with lower discount rates are more likely to invest more in both education and health.

De Vogli et al. (2005) specifically calculate the Pearson correlation coefficients between health

and education. 8 In their findings, educational attainment is positively correlated with life

expectancy at birth (r = 0.476; p < 0.001). More precisely, regions with a higher proportion

of 19 years old people with a high school diploma experience higher level of life expectancy

compared with regions with a lower proportion of young adults of the same age holding the

8For the sake of completeness, they also calculate the Pearson correlation coefficients between health, income
per capita and income inequality for all 20 Italian regions. They find that per capita income was positively
correlated with life expectancy at birth (r = 0.538, p < 0.001), and income inequality, measured by Gini co-
efficient, has a strong negative correlation with health conditions, defined again in terms of life expectancy at
birth (r = −0.785; p < 0.001). Regions whose income inequality was higher, such as Campania and Sicily, had
a significantly lower life expectancy than regions where income inequality was relatively low (e.g., Marche and
Umbria).
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same quantity of educational attainment.

It is important for policy to understand the mechanisms underlying the link between health and

education, and whether and to what extent the effect of education on health causal is causal.

Subsidies for schooling or any other kind of policy supporting education would be effective in

improving population health only if in fact education causes health.

Clark and Royer (2013) try to overcome the difficulty of establishing to what extent the correla-

tion between education and health reflects a direct causal effect. The authors use the changes in

British compulsory school laws in 1947 and 1972 as exogenous source of variation of education.

The 1947 change established that children who turned 14 before 1 April 1947 (born before April

1, 1933) could leave school when they turned 14, whereas children born after this date could

not leave until they turned 15. The 1972 change extended the compulsory schooling age and

children born after September 1, 1957 could not leave until they turned 16. With different

sources of data, the results show that compulsory school law changes affected the educational

attainment of people born just days apart, who had more years of schooling. With a regression

discontinuity method the authors suggest, however, that the health returns to this extra edu-

cation are small and cohort-specific.

Kemptneret al. (2011) apply the same approach in the German case. They exploit the changes

in compulsory schooling laws between 1949 and 1969 as an exogenous variation of education to

investigate the causal effect of years of schooling on health and health-related behavior. Apply-

ing an instrumental variables approach, they find evidence for a strong and significant causal

effect of years of schooling on long-term illness and work-disability about among men (while

they found a non significant effect among woman). Although they find a weak evidence of a

causal effect of education on health-related behavior, their estimates still suggest significant

non-monetary returns to education on health outcomes.
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2.2 Forecasting Mortality and Life Expectancy

As already mentioned in the previous paragraph, the dramatic increase in worldwide population

life expectancy during the first half of the twentieth century was mainly due to a decline at

a steady pace in early and mid-life mortality, driven by improvements in sanitation, housing,

and education. The increasing trend in longevity continued with the development of vaccines

and antibiotics. However, by the latter half of the twentieth century, there was little room for

further contraction in early and mid-life mortality. The continuing increase in life expectancy

is chiefly due to a new phenomenon: the decline in late-life mortality (Oeppen and Vaupel,

2002). Consequently, the share of elderly people has grown as the life expectancy rose higher

and higher.

Although the rising longevity is a worldwide health objective to increase people’s well-being,

the aging of the population questions the sustainability of social security system, whose plan

relies on previous lower life expectancy levels. Forecasting mortality rates and, consequently,

population longevity, becomes increasingly important to reshape the public welfare accordingly.

That is, different methods for mortality modeling and forecasting have been developed (for

reviews see Pollard 1987; Tabeau 2001; Wong-Fupuy and Haberman 2004; Booth and Tickle

2008). They can be divided into three approaches: extrapolation, explanation, and expectation

(Booth and Tickle 2008).

Extrapolative methods use the regularity typically found in both age patterns and trends in

time.

The explanation approach use structural or epidemiological models of mortality from certain

causes of death for which the key exogenous variables are known and can be measured.

The expectation approach is based on the subjective opinions of experts involving varying

degrees of formality (Stoeldraijer et al., 2013).
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The most applied and developed methods fall into the category of extrapolative approaches, of

which the Lee-Carter method plays a dominant role and has become a milestone of the literature.

This method specifies mortality by age and period for a single population as an overall time

trend, an age component, and the extent of change over time by age (Lee and Carter 1992), by

means of the Singular Value Decomposition. More specifically, the original formulation of the

model is the following:

ln(mx,t) = αx + βxkt + εx,t.

The log of a time series of age-specific death rates mx,t is seen as the sum of an age-specific

term αx, which represents the general mortality shape across age and is independent of time,

and another component that is the product of a time-varying parameter kt, representing the

change in the level of mortality across time, and an age-specific component βx, that represents

the age specific response to variations in the time index. Lastly, an error term εx,t ∼ N(0;σ2).

Afterwards, the Lee-Carter method has been extended in several direction to include a cohort

dimension (Renshaw and Haberman, 2006) and medical knowledge and information on behav-

ioral and environmental changes, such as smoking and obesity (e.g. Pampel 2005; Bongaarts

2006; Janssen and Kunst 2007; Stewart, Cutler, and Rosen 2009; Wang and Preston 2009; King

and Soneji 2011; Janssen, van Wissen, and Kunst 2013, Danesi et al., 2015).

Haberman and Russolillo (2005) investigate how the Lee-Carter approach can be used to fore-

cast Italian national mortality, using death rates from year 1950 to 2000 to forecast the level

and of the age distribution of mortality for the next 25 years. They also used the standard Box

and Jenkins ARIMA model to make a comparison. They find different results, as expected,

with the Lee-Carter model projecting a life expectancy in 2025 of 86,58 for females and 79,98

for males while time-series-based forecasts of 89,19 for females and 82,48 for males.

The Lee-Carter model is very robust in situations where age-specific log mortality rates have
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linear trends, namely when relative gains to life expectancy are fairly constant year after year

(Booth et al., 2006). The Lee-Carter model also assumes that all the age-specific death rates

move up or down together, although not necessarily by the same amounts (Haberman and

Russolillo, 2005). However, the Lee-Carter model has some limitations when applied to recent

data: some countries have less linear trend, as pointed out by different studies, 9 and we are

witnessing a growth in mortality rate for some specific sub-group of population (see Case and

Deaton 2015, for midlife white non-Hispanic Americans, Cutler et al. 2006, for American blacks

and English male manual workers).

3 Data Description

We collect data for all 20 Italian regions from 1990 to 2016 to map the spatial distribution

and disparities of the main health outcomes and the their determinants.10 Our main source of

information is the latest available version (June 2018) of ISTAT-Health for All.

The Italian economy is characterized by a sharp dichotomy between the northern and the

southern regions. Different rates of growth separate the North from the South since Italy

unification in 1861, originating what is known as ”Southern Question” (Davis, 2015). The data

analyzed in what follows confirm the existence of ”two Italies”.

3.1 Health Outcomes

We focus on four specific health outcomes: life expectancy at birth for males and females, and

life expectancy at 65 years old, again by gender. The former is the most used and reliable

proxy for the general health status of the population of interest. The latter assumes a crucial

9See e.g. Booth, Maindonald, and Smith 2001, for Australia; Renshaw and Haberman 2006, for England and
Wales; Janssen, Kunst, and Mackenbach 2007, for the Netherlands.

10The period of observation is shorter for some variables, given the smaller availability of data.
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importance to shape the social security system.

Figure 1.2 provides the historical trend of life expectancy at birth, both for males and females,
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Figure 1.2: Italy - Life expectancy at birth 1872-2014. Source: Author graph based on HMD.

from 1872 to 2014 at the national level.11 The figure allows to depict the striking twentieth

century increase in population life expectancy. In fact, according to the HMD, life expectancy

at birth in Italy rose from 41.85 in 1900 to 79.21 in 1999, becoming 82.95 in 2014. Interestingly,

the figure suggest that life expectancy is not uniform by gender: a gap between male and female

life expectancy started after the trough due to the World War I and became wider after the

World War II.12

Cutler et al. (2006) explain this gender health inequality as a result of historical gender time-

gap in health behaviors such as smoking. In fact, smoking may cause cardiovascular disease,

with a relatively short lag, and lung cancer with a longer lag. Men registered an increase in

11The historical data disaggregated at the regional level are not available.
12In 1918-19 the peak also includes mortality due to the Spanish flu epidemic. For example, infant deaths from

influenza rose from 972 in 1917 to 44.968 in 1918 (ISTAT, 2014).
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smoking in the second quarter of the twentieth century and a current reduction in smoking,

widespread throughout the rich countries. That contributed to the lesser mortality decline in

the third quarter of the century. Contrariwise, women began to smoke later than men and

women’s smoking rates are still rising in some European countries, likewise their mortality rate

from lung cancer. As a result, life expectancy by gender may converge in the near future.

Time and spatial variation of life expectancy at birth, aggregate for the 5 Italian macroareas

and differentiated by gender, is depicted in figure 1.3 and 1.4.13

Figure 4 and 5 represent the time and spatial variation for life expectancy at 65 years old, again

by genders and macroareas.

These graphs show two important features of the health dynamics: (1) women always register

a higher longevity than men; (2) there is an evident and systematic ranking in the performance

of the macroareas, with the North-East performing always better than everyone else in recent

years. The North-West and the Center follow in this order and the South and the Island are

ranked the lowest, showing also a bigger gap from the others.

Interestingly, while the ranking remains fairly constant along all the period of observation for

female life expectancy, we observe an inversion of order at the edges of the time series for

men. In fact, in 1990 North-West and North-East registered the worse performance in male life

expectancy, probably due to the sharp differences in the labor market structure between genders

and areas in that period.14 The same geographical pattern is followed by the life expectancy at

65 years old for females and males, and depicted respectively in figure 1.5 and 1.6.

13These 5 macroareas, also known as macroregions, are the official NUTS 1 partition for Italy and they comprises
homogeneous regions, either economically as well as along other dimensions. In details, they are North-West
(which comprehends Valle d’Aosta, Piedmont, Lombardy, Liguria), North-East (Friuli-Venezia Giulia, Veneto,
Trentino-Alto Adige, Emilia-Romagna), Center ( Tuscany, Marche, Lazio, Umbria), South (Abruzzo, Molise,
Campania, Basilicata, Puglia, Calabria) and Islands (Sicily and Sardinia).

14Indeed, the employment rate for men has always been higher than for females and, after a first reduction
in work-related accidents during the post–World War II, Italy witnessed an increase in work injuries ever since,
leading to the adoption of stricter occupational safety regulations in the following years. The National Institute
for Insurance against Occupational Accidents (INAIL) confirm that the injuries to workers with permanent
damage have increased significantly during from 1987 and 1995, exceeding one million cases. Therefore, the more
industrialized North with higher male employment rates may have experienced an increase in mortality rates.
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Figure 1.3: Life expectancy at birth - Females. Source: authors graph based on ISTAT data.
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Table 1.1 reports the main descriptive for the four health outcomes, divided by macroarea. In

the best performing North-West region, the average life expectancy at birth during the period

1990-2016 was 77.496 years for men and 83.484 for women, with a standard deviation of 2.457 for

men compared to 1.562 for women. The same gender discrepancy is observed for life expectancy

at 65.

On the contrary, the worst performing Islands registered during the same time period an average

life expectancy at birth of 76.851 years for men and 81.957 for women, with a higher standard

deviation for men (1.992 vs 1.702 for women). Again, life expectancy at 65 years old follows the

same pattern, with women living longer than men albeit the former register a slightly bigger

standard deviation.
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Table 1.1: Health outcomes: Summary statistics by macroarea

Variable Mean Std. Dev. Min. Max. Growth rate N

North-East

Life expectancy 0 M 77.497 2.457 73.51 81.05 0.31*** 27
Life expectancy 0 F 83.484 1.562 80.71 85.57 0.19*** 27
Life expectancy 65 M 17.218 1.373 14.92 19.40 0.17*** 27
Life expectancy 65 F 21.285 1.058 19.31 22.76 0.13*** 27

North-West

Life expectancy 0 M 77.043 2.603 72.83 80.8 0.32*** 27
Life expectancy 0 F 83.012 1.717 79.96 85.31 0.21*** 27
Life expectancy 65 M 16.870 1.457 14.43 19.12 0.18*** 27
Life expectancy 65 F 20.894 1.186 18.68 22.56 0.15*** 27

Center

Life expectancy 0 M 77.63 2.068 74.51 80.87 0.26*** 27
Life expectancy 0 F 83.101 1.500 80.68 85.25 0.18*** 27
Life expectancy 65 M 17.268 1.242 15.38 19.33 0.15*** 27
Life expectancy 65 F 20.932 1.074 19.12 22.51 0.13*** 27

South

Life expectancy 0 M 76.937 1.924 74 79.86 0.24*** 27
Life expectancy 0 F 82.197 1.606 79.55 84.36 0.20*** 27
Life expectancy 65 M 16.903 1.113 15.35 18.71 0.14*** 27
Life expectancy 65 F 20.187 1.169 18.34 21.80 0.14*** 27

Islands

Life expectancy 0 M 76.851 1.992 73.70 79.90 0.25*** 27
Life expectancy 0 F 81.957 1.702 79.07 84.28 0.21*** 27
Life expectancy 65 M 16.945 1.121 15.14 18.77 0.14*** 27
Life expectancy 65 F 19.994 1.260 17.90 21.84 0.15*** 27

Source: Author elaboration on ISTAT-Health For All data. Growth rates for each of the 20 series are calculated using
a regression of the respective variable with the time trend as the only exogenous variable. *** p < 0.01, ** p < 0.05, *
p < 0.1.

3.2 Socioeconomic Conditions

Income As reviewed in section 2, one key variable associated to health is income. For this

reason, our variable of interest is the regional per capita GDP (constant 2010 market prices).

We focus on GDP because it is an indicator of living standards since it comprises the value of

all final goods and services produced in a certain time.

Figure 1.7 shows the spatial and time variation of per capita GDP for the 5 macroreas, high-

lighting the big gap between the North and the South of the country, namely what is known as

the Italian dichotomy. The standard ranking of the macroareas, which sees the north performing
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Figure 1.7: Per-capita GDP. Source: authors graph based on ISTAT data.

better than the central and the south holds.

Education Furthermore, we explore different levels of educational attainment, distinguishing

once again between genders and among macroareas. More specifically, we consider the share of

population with more than primary school diploma (calculated by using 1 minus the available

data on the share of people with primary school diploma or no education at all), and the share

of population with a university degree or a doctorate. The former is depicted in figure 1.8 (for

men) and in figure 1.9 (for women). The latter follows in figure 1.10 and 1.11.

The graphs describe a country with two different groups of regions, those in the North and in

the South, and two different subgroups of people, men and women, that grow at a very different

pace. The share of population with more than primary school diploma is mostly increasing in our

observed period but two big disparities arise. In recent years, the Italian “Mezzogiorno”, which

includes the South and the Islands, is experiencing the worst performance in terms of education
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Figure 1.8: Share of male population with more than primary school diploma. Source: Author
graph based on ISTAT data.
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Figure 1.9: Share of female population with more than primary school diploma. Source: Author
graph based on ISTAT data.
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attainment, with roughly 5% less educated people compared the other regions. Interestingly,

women appear as the worse-off in terms of level of education, with a gap compared to men that

can reach almost 10% of difference.

Figures 1.10 and 1.11 show a similar scenario: the level of graduated people raised over time,

although with a big variability among macroareas. In this case, the Central Italy experiences

the best performance during the whole period of observation and women register the highest

scores. The North of Italy immediately follows and the South and Island register, as usual, the

lowest performance.

Table 1.2 reports the regional descriptive statistics for the abovementioned GDP and educational

attainment levels, which confirm and details numerically what just described.
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Table 1.2: GDP and education - summary statistics by regions

Variable Mean Std. Dev. Min. Max. Growth rate N
North-East
GDP 31400.627 1231.967 29361.119 33589.613 -7.93 22
% pop no education or primary M 24.175 8.418 13.47 36.72 -1.33*** 20
% pop no education or primary F 32.241 9.237 15.38 45.12 -1.48*** 20
% pop graduated M 9.242 2.192 6.07 12.4 0.36*** 20
% pop graduated F 9.414 3.384 4.59 14.86 0.56*** 20
North-West
GDP 32648.618 1323.531 30466.08 34607.648 3.5 22
%pop no education or primary M 22.759 7.961 12.63 34.66 -1.23*** 20
% pop no education or primary F 30.221 8.611 15.22 42.45 -1.38*** 20
% pop graduated M 9.813 2.302 6.51 12.95 0.37*** 20
% pop graduated F 9.705 3.322 4.83 14.67 0.55*** 20
Center
GDP 29885.543 1646.106 27678.031 32547.123 -25.00 22
% pop no education or primary M 23.002 8.212 12.49 35.16 -1.28*** 20
% pop no education or primary F 31.051 8.625 15.51 43.4 -1.38*** 20
% pop graduated M 11.093 2.793 7.4 15.27 0.46*** 20
% pop graduated F 11.333 3.832 5.850 17.2 0.63*** 20
South
GDP 18053.698 902.311 16785.529 19415.785 -22.6 22
% pop no education or primary M 27.096 8.4 17.37 40.18 -1.28*** 20
% pop no education or primary F 36.069 8.588 18.51 48.58 -1.36*** 20
% pop graduated M 7.954 1.926 5.4 10.63 0.31*** 20
% pop graduated F 8.201 2.8 4.42 12.22 0.46*** 20
Islands
GDP 18055.358 939.366 16610.656 19488.119 -27.4 22
% pop no education or primary M 28.401 8.538 17.73 41.31 -1.34*** 20
% pop no education or primary F 34.706 8.486 19.96 47.25 -1.35*** 20
% pop graduated M 7.489 1.674 5.4 10.08 0.27*** 20
% pop graduated F 7.915 2.493 4.48 11.66 0.41*** 20

Source: Author elaboration on ISTAT-Health For All data. Growth rates for each of the 25 series are calculated using
a regression of the respective variable with the time trend as the only exogenous variable. *** p < 0.01, ** p < 0.05, *
p < 0.1.
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4 Final Remarks and Discussion

In this introductory chapter, we aimed to explore the new dynamics of life expectancy, GDP

and education attainment in Italy, concentrating on how they are distributed among the NUTS

1 macroregions during the period 1990-2016.

We started by reviewing the existing literature on how health is produced at the individual

level and what makes us healthier, with a specific focus on the classical determinants of health:

income and education.

We can draw mainly three findings from our analysis: (1) health outcomes, measured by life

expectancy at birth and at 65 years old, are registering an increasing improvement in the last

27 years, in any NUTS 1 macroregion, and both for men and women. Consequently, there is no

evidence to date of a potential ceiling in life expectancy that makes the average number of years

a person can expect to live stop rising. (2) Although health care and education are universally

available in Italy, the longstanding dichotomy between the North and the South is still reflected

in the levels of life expectancy, education attainment, and GDP, with the Mezzogiorno always

being the worst-performing. The existence of “two Italies” is thus confirmed. (3) Women still

live longer that men and, although they graduate more, the share of low educated females

exceeds the same share of men.

A clear understanding of the association between health and socioeconomic conditions, along

with their spatial distribution, is a starting point for a policy maker in order to identify the

weaknesses to be addressed with policies oriented to shrink inequalities in a society. Inequalities

that may actually be exacerbated if spatial disparities in health outcomes are not properly taken

into account when age thresholds that drive the eligibility for social benefits are established. In

fact, if people live longer, governments may be interested in changing the age of eligibility for

social security on lockstep with life expectancy gains, setting up new threshold at a national

42



level. But, if the quantity of life is not equally distributed throughout the country and depends

on the place of residence, as in the Italian case, then only people living in certain places would

get significant improvements in life expectancy. As a result, when a raise in the age of eligibility

is set globally, without taking into consideration those discrepancies, more inequality may be

created. Indeed, in some specific regions people die relative earlier than in other regions but

share the same costs for social security system without benefiting for the same amount of time.
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Chapter 2

One Plus One Makes Less than Two? Consolidation Process
in Italian Local Health Authorities and Population Mortality

Abstract

This chapter evaluates the impact of Local Health Authorities consolidation process on popu-

lation mortality within Italian municipalities from 2002 to 2016. We apply a quasi-experimental

research design using an event study framework that enables us to test for potential pre-existing

trends and anticipation effects, as well as phase-in policy impact. Since each region set up the re-

form in different years, we use a staggered two-way fixed effect Difference in Differences method

as identification strategy. We distinguish between mountain and non-mountain municipalities

to detect possible heterogeneous effects. Our findings show that population mortality has in-

creased in the years following the policy change, with the mountain municipalities being the

most affected, and suggest that policy makers should carefully weight the potential efficiency

gains with the negative impact on health care effectiveness, specifically in local communities,

before allowing more mergers.
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1 Introduction

While the provision of public services has been increasingly devoted to decentralization, follow-

ing the spreading of the subsidiarity principle, in health care management centralization seems

to be the new rage. A merging process in health care started in the 1990s in the United States

and the United Kingdom, leading to a radical change in the structures of their Health Systems

(Gaynor et al. 2012, Goddard and Ferguson 1997). As pointed out by Schmid and Varkevisser

(2016), other countries, as Germany, the Netherlands, and Canada, are moving in the same

direction, such that this new rage can be defined as “merger mania”. Italy is not an exception

since mergers in health structures are still an ongoing process. Indeed, over the last decades,

in Italy, the increase of life expectancy and the consequent population aging raised concerns

on the dynamics of health spending in such a way that institutional settings have changed and

policies mostly oriented at containing costs and increasing efficiency have been implemented.

The consolidation of Italian Local Health Authorities (LHAs henceforth) represents a prominent

example of this pattern and is the focus of this study. The Italian LHAs experienced a drastic

reduction of their number, passing from 659 in 1992 to 101 in 2017 (Italian Ministry of Health,

2018).

This chapter seeks to answer the question: does the amalgamation of two or more LHAs affect

the quality of health care?

The question of whether Italian LHAs amalgamation programs affect the quality of health care

for patients has not been answered yet and would represent a further step in the international

debate regarding the effects of mergers in the provision of public services. Thus, the motivation

of this analysis relies on giving some evidence on the unintended effects that this “merging

mania” may produce on the quality outcomes. In fact, the more straightforward direct effects

are related to cost-saving benefits by cutting off the number of General Managers and admin-

istrative staff. Given this strength, from a theoretical perspective, the maximum benefit would

be obtained by establishing a single LHA per region or a single LHA for the whole country.

Nevertheless, this merging design may have some weaknesses and produce, eventually, a wors-

ening of health care services. As a matter of fact, a limit might exist to the complexity that a

single management body can reasonably supervise.

Using a staggered two-way fixed effect difference in differences approach, we are able to deal
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with the variation occurring from different timing of amalgamation reforms across the Italian

regions. Moreover, we are able to control for potential anticipation effects and to disentangle

the full dynamics of the treatment effect in the short and in the medium-long run.

Heterogeneous effects are also possible with respect to the municipality geographical charac-

teristics since, as suggested by Moore and Carpenter (1999), the patterns of morbidity and

mortality depend on geographical and environmental factors. As a result, in a “one size fits all”

health care provision, the specific needs of some local communities could no longer be taken

into proper account.

Our findings show that population mortality increased in the years following the reform, espe-

cially in mountain municipalities, reasonably the most isolated ones, and suggest that policy

makers should carefully consider the impact on health care effectiveness and on accessibility to

care before allowing more mergers.

This chapter is organized as follows. Section 2 gives the background of the amalgamation

process in Italy in our observed period. Section 3 provides the literature framework to which

this analysis belongs. In section 4 we discuss the data. Section 5 the methodology. Section 6

presents the results, section 7 the robustness checks, section 8 concludes.

2 Institutional Changes: the Consolidation Process

The Italian National Health Service (NHS henceforth) was established in 1978 with the objective

of providing uniform and adequate health care throughout the country. Ever since, health care

expenditure increased systematically over the years, while life expectancy considerably grew at

the national level, as depicted in figure 2.1. The increase of life expectancy and the consequent

aging of population, shown in figure 2.2, raised concerns on the dynamics of health spending.

In order to control such expenditure growth, various subsequent Italian Governments introduced

policy reforms such that the institutional features of health care providers remarkably changed

over time. With a constitutional reform in 2001, a major process of decentralization invested

the NHS structures, shifting responsibilities from central state to regions, which exert their

role in providing public health care through the LHAs. LHAs are public bodies responsible for

organizing, coordinating and providing at least the Essential Levels of Care (Livelli Essenziali
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di Assistenza, LEA) in specific geographical areas within the regions.

The Italian LHAs experienced a drastic reduction of their number, passing from 659 in 1992

to 197 in 2001 (Di Novi et al., 2018), resulting in 139 in 2015 and 101 in 2017 (Ministry of

Health, 2018). They decreased by almost 85% from 1992 to 2017. As a trivial result, the de-

clining number of LHAs over time provoked an increase in the average population size under

the responsibility of one single LHA.

The merging of LHAs seems to belong to policies mostly oriented to contain costs and increase

efficiency. Indeed, several studies have documented the presence of regional differentials in Ital-

ian public spending in health sector (Francese and Romanelli, 2014). Starting from 2007, the

Central Government, in order to avoid financial failure in some regions where emerged signifi-

cant management deficits in health expenditure, introduced a special regime called “Recovery

Plan”(Piani di Rientro), aimed at restoring the economic-financial equilibrium of the regions

concerned. The consolidation process seems to be nested in this cost saving-oriented policies:

in the last wave of merging, from 2001 to 2015, 32 out of 58 LHAs merged are located in re-

gions under Recovery Plan (Di Novi et al., 2018). However, it is worth noting that the merging

process does not regard only LHAs with deficit problems but appears a more comprehensive

approach involving even the most diligent regions, including Emilia Romagna, Tuscany and

Lombardy, such that gained the definition of “merging mania”.

Figure 2.3 depicts the abovementioned Italian LHAs amalgamation process, showing its varia-

tion in time, and implicitly in space. The number of LHAs is diminishing over years because

regions decide to consolidate their LHAs in different periods.

Figure 2.4 provides a geographical overview in the consolidation variation by Italian macroareas

(NUTS 1) and figure 2.5 details the mergers at the regional level. These latter highlight that the

consolidation process is a widespread phenomenon throughout the country, which has affected

all regions, with the trivial exception of Valle d’Aosta, where the LHA has always been unique.

Table 2.10 in appendix provides details on how LHAs have been involved in the mergers.
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Source: Author elaboration on ISTAT- Health for all Data
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Figure 2.5: Number of LHAs in Italy from 1990 to 2017 by regions. Source: Author graph on ISTAT- Health for All data
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3 Literature Review

This chapter relates to two different strands of the literature that, in this case, build ties one

to another.

First, a branch related to the impact of health department and hospital mergers on the potential

cost-minimization effect - by means of economies of scale and scope - and on quality of care

- through knowledge spillover arising from the increased volume of treated cases. Second, the

piece of the literature linked to the centralized versus decentralized provision of local public

goods debate.

A large body of empirical literature documents the existence of a positive correlation between

the volume of cases treated by health care providers and better health outcomes achieved by

patients. Mortality appears lower in those hospitals that perform more times a given procedure.

Although the consolidation of LHAs does not imply the merger of their controlled hospitals, a

bigger LHA may benefit from the increased volume of cases under its responsibility that a con-

solidation causes. The leading explanation for this positive correlation is the “practice makes

perfect” effect. More specifically, larger health care providers may be able to furnish better

quality treatments and then to achieve better outcomes for their patients through learning-by-

doing or quality enhancing scale economies (Luft et al., 1979 and 1987, Gaynor et al., 2005,

Cavalieri et al., 2013). This direction of causality from volume to better outcomes matters for

policy, supporting the idea of centralization of procedures in a few hospitals and, eventually, the

mergers policies. What is not trivial in this picture is to shed light on the temporal pattern that

characterizes the positive correlation between volume and outcomes. In particular, Gaynor et

al. (2005), examined the relationship between volume and outcome for a type of heart surgery,

the coronary artery bypass graft (CABG), questioning whether the effect is only contempora-

neous and due to static-scale-economies or could be inlaid in the framework of learning models,

namely via lags with a more complicated dynamics. Their probit estimates suggest that the

volume-outcome effect is mainly contemporaneous albeit there is not sufficient variation in their

data to robustly identify the lags dynamics.

Ho and Hamilton (2000) study the impact of hospital mergers and acquisitions on the quality

of care in California during the 1990s. They compare patients’ outcomes - mortality for heart

attack and stroke, 90-day readmission for heart attack and discharge within 48 hours for normal
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newborn babies - before and after merger and acquisitions that took place between 1992 and

1995. Their results indicate that mergers and acquisitions have a positive but not significant

effect on inpatient mortality (although the standard errors are large due to a small sample size

and, therefore, they cannot rule out the possibility that the real effect may be smaller than the

standard error associated to the estimates). In addition, they find mergers and acquisitions to

be associated with a higher readmission rates for heart attack and early discharge of normal

newborns.

Our analysis is also akin under certain aspects to the study made by Gaynor et al. (2012). They

contributed to the recent literature on the merging mania of public service providers examining

the impact of a wave of general hospitals mergers in England between 1997 and 2006 on a large

list of hospital performance outcomes including clinical quality, productivity, waiting times and

financial performance. Since the policy shift occurred in different years across hospitals, they

used an extended Difference in Difference approach, also called “event study”, where the treat-

ment date is the date of merger and the control group is selected through a matching procedure

among those hospitals that never merged that are similar in terms of observable characteristics.

They studied the impact on abovementioned outcomes two years prior to the year of the merg-

ing approval, controlling also for potential anticipation effects, and four years after, in order to

disentangle the full dynamics of the impact both in the immediate post reform period and in

the medium run. Their results are not reassuring: although hospital admissions and staff size

fell after the merger, quality measures remained unchanged, productivity did not increase while

financial deficits and waiting times did.

Hoornbeek et al. (2015) specifically focused on the impact of 20 local health departments

(LHDs) consolidations on the total and administrative expenditures in Ohio from 2001 to 2011.

They found that consolidating LHDs yielded financial benefits. Indeed, consolidated LHDs

experienced a reduction in total expenditures of roughly 16% and no statistically significant

change in administrative expenses. Interviewed senior local health officials also asserted that

consolidations caused public health service improvements.

To the best of our knowledge, Di Novi, Rizzi and Zanette (2018) is the only study that focused

on the Italian LHAs consolidation and studied the potential cost savings arising from the LHAs

reconfigurations. They found the presence of economies of scale linked to the size of the LHAs

population. Indeed, their estimation highlights an elasticity of administrative per capita costs
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with respect to population size of −2.50, that becomes −0.112 and −0.127 for goods and non-

health-service costs, respectively. Hence, ceteris paribus, the smaller the LHA, the higher the

per capita non-health-service costs.

Their analysis focused only on administrative costs, cost of goods and non-health-service costs,

namely costs not directly involved in the provision of health care, under the assumption that the

quantity and the quality of health care provided remained constant. Our study instead relax

this assumption and aims at estimating the effect of mergers in terms of health care quality

outcome. Indeed, as Di Novi et al. themselves suggested, savings may be an important driver

in limiting growing cost of health care and may be used to improve the quality of treatments,

for instance, in terms of making more R&D investments.

Furthermore, the classic problem in public finance regarding the trade-off between centralized

and decentralized provision of local public goods have been of interest to public economists (see

e.g., Boffa et al. 2015, Besley and Coate 2003, Enikolopov and Zhuravskaya 2007, Rodŕıguez-

Pose and Ezcurra 2009).

The literature on decentralization is wide and mostly related to fiscal federalism. However, we

believe the principles may be applied in the case object of this study, focused on the effect of a

lesser decentralization in the provision of health care.

The standard approach, formalized by Oates (1972), assumes that the main drawback with

a centralized system is that it produces a “one size fits all” provision of public goods which

does not reflect, and eventually satisfy, local needs. Therefore, decentralization is more efficient

than centralization when local areas are heterogeneous and there are no policy spillovers. In-

deed, decentralization is believed to produce a large range of benefits. Bardhan (2002) reviews

theoretically the main differences between the two governmental configurations. Fragmenting

central authority and introducing intergovernmental branches is viewed as a way of reducing the

role of central state and to make government more responsive and efficient. While centralization

can exploit economies of scale and scope better and profit from policy coordinations - which

becomes very important in presence of spillovers - local bureaucrats are believed to have more

information on the local needs than the upper-tier governments and many of the public goods

needed by citizens are often community- and site-specific. The crucial difference regards the

political accountability. In case of centralization, the number of principals is very large while

the number of agents is very little. In case of decentralization, the number of agents is larger
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and the ratio principal-agent decreases. The higher the number of agents, the more straightfor-

ward the identification of who bears responsibilities for the welfare of a given locality. Moreover

the intergovernmental competition stemming from decentralization may be a powerful tool to

increase economic efficiency and to induce citizens to reveal their preferences, as first proposed

by the well-known Tiebout model (1956). However, when the technical and administrative ca-

pacity is not homogeneous among local bureaucracies, an unequal quantity and quality of public

goods provision may result, specifically in those services that require sophisticated expertise,

like the case of health care management. As Bird (1994) states,“the central government may

not know what to do; the local government may not know how to do it”.

That is, the best configuration in the provision of health care, namely a public service that

requires sophisticated expertise and may be community- and site-specific, should be determined

empirically.

4 Data

This analysis draws data from different sources. The major sources are the Italian National

Statistical Institute (ISTAT) for the demographic and mortality data, the Ministry of Health

(MH) for LHAs information, and the Ministry of Economy and Finance (MEF) for income data.

4.1 Dependent Variable and Treatment Indicator

We collected data on population mortality for any Italian municipality from 2002 to 2016. The

sources are the demographic balance of the resident population in the ”Geo-Demo” section of

ISTAT, which provides the results of the annual survey ”Movement and calculation of the resi-

dent population” (ISTAT P.2 model) that ISTAT performs every year at the registry offices of

the Italian municipalities.1 Thus, our dependent variable yit is the mortality rate of all people

1Following the consolidation rage, some municipalities experienced a merger to other municipalities in terms
of administrative borders. Thus, we dropped from the sample 292 municipalities that experienced a merger or
an acquisition, since their essential characteristics are not stable in our observation period and they may not
be randomly selected into merger. We also rule out the municipality of Rome because it comprises more than
one LHAs that share different treatment regimes, as well as LHA 205 in region Calabria because it was involved
in a consolidation twice in the observed period. Similarly, we do not consider region Piedmont because the
consolidation policy occurred both in 2006 and in 2017. Due to the lack of up-to-date data, we are not able to
distinguish the treated LHAs in the last wave of consolidation.
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residing in the municipality i at time t. Note that the health outcome of interest is the mortality

rate of the population as a whole, not just those admitted to an hospital that received health

care goods. We analyze this more comprehensive dimension of health outcome because the

responsibility of a LHA is to guarantee public health with both primary and secondary care.

Moreover, potential endogeneity problems are posed by the possibility that hospital choices may

be driven by the perceived quality of care among patients. Indeed, the Italian Constitution es-

tablishes that patients are free to seek health care in any LHA throughout the country. As a

result, patients may choose the better perceived hospitals, especially in the most severe clinical

cases. Therefore, the potential worse off patient outcomes registered in the selected hospitals

may depend on an increased complexity of treated cases rather than on a lower quality of care.

Further, we accurately reconstructed the features of the public policy switch. LHAs reconfigu-

ration was recorded by means of the yearly-based databases released by the Ministry of Health

including the comprehensive list of the whole population of Italian hospitals and the LHAs to

which they belong, and the LHAs-municipalities correspondence. Following the correspondence

among any single hospital and its LHA over the years, we were able to precisely identify the

LHAs mergers since our data-driven method showed a perfect aggregation of all hospitals be-

longing to separated LHAs to only one LHA. In other words, the available administrative data

assure the absence of a chaotic amalgamation process where, for instance, only a share of hospi-

tals belonging to a LHA ended up under the responsibility of the bigger one resulting after the

merger. The consolidation was instead much simpler and could be summed up as the aggrega-

tion of all the hospital belonging to two or more LHAs into a bigger one, as table 2.10 details

in the appendix. Once we gained a clear picture of the consolidation process, distinguishing

between treated and untreated municipalities, namely municipalities belonging or not belonging

to a merged LHA, was straightforward given the correspondence LHAs-Municipalities issued by

the Ministry of Health.

4.2 Control Variables

To control for confounder factors which may be correlated to mortality rate, we collect data on

population size, population aged 55 and older, per capita income, regions under Recovery Plan
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(RP) and natural disasters.

Population size may be a key component of health needs in an area (Leone, 2010). Population

density is also significantly positively associated with trends in life expectancy. Indeed, the most

densely populated municipalities may have public policies that improve health (e.g., smoking

bans) or greater funding for public services (Chetty et al., 2016).

Population aged 55 and older aims at controlling for the frailer share of people living in a mu-

nicipality. Although the aging process is only imperfectly captured by chronological age, it may

be defined as “the intrinsic, cumulative, progressive, and deleterious loss of function that even-

tually culminates in death” (Dalgaard and Strulik, 2014 p.675). Following a similar approach

as in Lichtenberg and Waldfogel (2009), we adopt the 55 age cutoff to control for the share of

population that reasonably faces a higher risk of poor health but we also compute the shares

with 65 and 75 cutoffs and use them as further robustness checks.

The association between per capita income and health conditions is the focus of a voluminous

literature. Even though the evidence on the sign and direction of the association is mixed,

many studies are suggestive of a key role of income in determining health outcomes (see e.g.,

Ettner 1996, Ruhm 2000, Frijters et al. 2005). We collected data on municipality per capita

income thanks to the data “Open Data Dichiarazioni” issued by the MEF on a yearly basis,

which include the pre-tax income at the municipality level.

Recovery Plan regimes are intended to control for peculiar financial constraints that may have

interfered with the quality of health care provided. Indeed, starting from 2007, ten Italian

regions had to implement the reorganization plans of the local health system, commonly called

Recovery Plans, due to excessive financial deficits. Six of the ten regions (Abruzzo, Calabria,

Campania, Lazio, Molise and Sicily) have been continuously under RP since the period 2007-09,

two (Piedmont and Puglia) have started their RP regime in 2010, while two others (Liguria and

Sardinia) were subject to a Plan only in the three-year period 2007-2009. From 2017 Piedmont

is no longer under RP (Aimone Gigio et al., 2018). Recovery Plan is thus a dummy variable

with value 1 for the municipalities belonging to a region under RP in a given year, 0 otherwise.

Natural disaster refers to earthquakes, flooding and any other meteorological event that caused

deaths. Data are available only at province level. We then constructed a dummy variable taking

value 1 for all the municipalities whose province experienced a natural calamity in a given year,

0 otherwise.
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4.3 Geographical Classification

Throughout the empirical analysis, we distinguish between mountain and non-mountain munici-

palities, following the ISTAT municipality classification of relevance, to detect possible heteroge-

neous effects. The motivation of this choice relies on the following two aspects. The distinction

of the national territory between mountain and non-mountain municipalities dates back to the

post-World War II years. In fact, the adopted ISTAT classification is based on the law n. 991

of 1952, with which the mountain areas were introduced for the first time. The indication of

the criteria for the classification of mountain municipalities was intended to establish the pos-

sibility to access specific benefits as territories subject to development delay. Moreover, health

differences are observed by urban, rural and mountain areas in the Italian case (Bertoncello et

al., 2007).

4.4 Summary Statistics

Table 2.1 recaps a brief description of the data, the sources and the main descriptive statistics

for all municipalities during the entire observation period.
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Table 2.1: Summary statistics - all municipalities

Variable Mean Std. Dev. Min. Max. N Source

Mortality rate (%) 1.115 0.491 0 9.090 101311 ISTAT
Total deaths 74.711 308.606 0 26873 102701 ISTAT
Population aged 55 and older(%) 34.154 6.761 9.492 81.818 101576 ISTAT
Per capita income (thousands) 10.216 3.284 1.562 52.904 100989 MEF
Natural disasters 0.009 0.092 0 1 103187 European Union and Italian Civil Protection
Population (thousands) 7.636 28.084 0.031 1345.851 101576 ISTAT
Recovery Plan 0.24 0.427 0 1 101590 Our elaboration on MH data
9 plus years before the policy 0.143 0.35 0 1 103187 Our elaboration on MH data
7 and 8 years before the policy 0.056 0.23 0 1 103187 Our elaboration on MH data
5 and 6 years before the policy 0.07 0.255 0 1 103187 Our elaboration on MH data
3 and 4 years before the policy (the baseline) 0.08 0.271 0 1 103187 Our elaboration on MH data
1 and 2 years before the policy 0.081 0.272 0 1 103187 Our elaboration on MH data
1 and 2 years after the policy 0.05 0.219 0 1 103187 Our elaboration on MH data
3 and 4 years after the policy 0.037 0.189 0 1 103187 Our elaboration on MH data
5 and 6 years after the policy 0.035 0.183 0 1 103187 Our elaboration on MH data
7 and 8 years after the policy 0.033 0.177 0 1 103187 Our elaboration on MH data
9 plus years after the policy 0.034 0.182 0 1 103187 Our elaboration on MH data

Source: The author
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Table 2.2 gives an insight on the difference between never treated municipalities and those

treated before the reform. This allows us to identify pre-existing differences. The descriptive

statistics show a higher mortality rate and exposure to Recovery Plan in the never treated

municipalities.

Table 2.2: Summary statistics: Never treated vs treated

Variable Mean Std. Dev. Min. Max. N

Never treated

Mortality rate (%) 1.159 0.523 0 9.090 39089
Total deaths 77.109 322.94 0 10767 39144
Population aged 55 and older(%) 34.713 7.133 9.492 81.818 39169
Per capita income (thousands) 10.431 3.129 2.222 52.904 38976
Recovery Plan 0.289 0.454 0 1 39030
Natural disasters 0.012 0.11 0 1 39318
Population (thousands) 7.650 30.486 0.062 1008.419 39169

Treated pre-reform

Mortality rate (%) 1.053 0.446 0 7.761 44047
Total deaths 73.622 301.698 0 14417 44073
Population aged 55 and older(%) 33.284 6.248 12.382 78.832 44214
Per capita income (thousands) 10.303 3.427 1.562 45.608 43973
Recovery Plan 0.066 0.249 0 1 44367
Natural disaster 0.009 0.095 0 1 44367
Population (thousands) 7.659 28.442 0.031 1337.155 44214

Source: The author

Table 2.3 provides the main descriptive statistics for mountain municipalities while table 2.4

distinguishes between never treated and treated before the reform. Sources are unchanged.

Again the mortality rate and the exposure to Recovery Plan are higher in the never treated

municipalities, that also show a higher per-capita income and a minor population density.

Table 2.5 and 2.6 focus on non-mountain municipalities and confirm the previous custom about

higher mortality rate and exposure to Recovery Plan for never treated municipalities.
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Table 2.3: Summary statistics - Mountain municipalities

Variable Mean Std. Dev. Min. Max. N

Mortality rate (%) 1.262 0.586 0 9.090 42829
Total deaths 30.574 49.407 0 1077 42870
Population (thousands) 2.818 5.199 0.031 117.317 42903
Population aged 55 and older(%) 36.669 7.387 12.382 81.818 42903
Per capita income (thousands) 9.681 3.074 1.562 52.904 42877
Natural disasters 0.01 0.099 0 1 43068
Recovery Plan 0.255 0.436 0 1 42966
9 plus years before the policy 0.114 0.318 0 1 43068
7 and 8 years before the policy 0.051 0.22 0 1 43068
5 and 6 years before the policy 0.068 0.251 0 1 43068
3 and 4 years before the policy 0.08 0.272 0 1 43068
1 and 2 years before the policy 0.081 0.273 0 1 43068
1 and 2 years after the policy 0.057 0.232 0 1 43068
3 and 4 years after the policy 0.047 0.212 0 1 43068
5 and 6 years after the policy 0.044 0.204 0 1 43068
7 and 8 years after the policy 0.04 0.196 0 1 43068
9 plus years after the policy 0.026 0.159 0 1 43068

Source: The author

Table 2.4: Mountain municipalities: Never treated vs treated

Variable Mean Std. Dev. Min. Max. N

Never treated

Mortality rate (%) 1.301 0.629 0 9.090 16811
Total deaths 28.491 47.598 0 1077 16845
Population aged 55 and older(%) 37.462 7.832 16.05 81.818 16812
Per capita income (thousands) 10.486 2.873 2.362 52.904 16812
Recovery Plan 0.256 0.436 0 1 16791
Natural disaster 0.01 0.099 0 1 16893
Population (thousands) 2.545 4.948 0.062 117.317 16812

Treated pre-reform

Mortality rate (%) 1.197 0.526 0 7.761 16812
Total deaths 31.992 48.362 0 998 16819
Population aged 55 and older(%) 35.576 6.762 12.382 78.832 16885
Per capita income (thousands 8.991 3.043 1.562 24.027 16871
Recovery Plan 0.094 0.292 0 1 16969
Natural disaster 0.015 0.123 0 1 16969
Population (thousands) 3.051 5.279 0.031 98.657 16885

Source: The author
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Table 2.5: Summary statistics - Non mountain municipalities

Variable Mean Std. Dev. Min. Max. N

Mortality rate (%) 0.978 0.354 0 5.536 46826
Total deaths 106.865 394.85 0 14417 46854
Population (thousands) 11.313 37.077 0.056 1345.851 46865
Population aged 55 and older(%) 31.902 5.434 9.492 58.261 46865
Per capita income (thousands) 10.854 3.396 2.222 45.608 46667
Natural disasters 0.007 0.086 0 1 46961
Recovery Plan 0.207 0.405 0 1 46896
9 plus years before the policy 0.182 0.386 0 1 46961
7 and 8 years before the policy 0.064 0.245 0 1 46961
5 and 6 years before the policy 0.075 0.263 0 1 46961
3 and 4 years before the policy 0.083 0.276 0 1 46961
1 and 2 years before the policy 0.084 0.278 0 1 46961
1 and 2 years after the policy 0.046 0.209 0 1 46961
3 and 4 years after the policy 0.027 0.163 0 1 46961
5 and 6 years after the policy 0.026 0.16 0 1 46961
7 and 8 years after the policy 0.026 0.158 0 1 46961
9 plus years after the policy 0.018 0.133 0 1 46961

Source: The author

Table 2.6: Non mountain municipalities: Never treated vs treated

Variable Mean Std. Dev. Min. Max. N

Never treated

Mortality rate (%) 1.032 0.386 0 5.536 17286
Total deaths 114.638 424.631 0 10767 17301
Population aged 55 and older(%) 32.278 5.672 9.492 55.895 17286
Per capita income (thousands) 10.605 3.334 2.222 39.523 17266
Recovery Plan 0.293 0.455 0 1 17264
Natural disasters 0.014 0.118 0 1 17329
Population (thousands) 11703.406 39151.767 68 1008419 17286

Treated pre-reform

Mortality rate (%) 0.935 0.337 0 4.918 22821
Total deaths 98.869 403.277 0 14417 22834
Population aged 55 and older(%) 31.467 5.235 12.516 58.261 22860
Per capita income (thousands) 11.358 3.385 2.989 45.608 22750
Recovery Plan 0.045 0.207 0 1 22913
Natural disasters 0.005 0.068 0 1 22913
Population (thousands) 10667.395 37993.362 56 1337155 22860

Source: The author
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5 Identification Strategy

We apply a quasi-experimental research design using an event study framework that enables us

to examine anticipation and phase-in policy effects. Indeed, since each region set up the policy

in different years, we use a staggered two-way Difference in Differences (DID) as identification

strategy to asses the policy impact. DID framework is one of the workhorse models used in

public health policy research to learn about causal relationships when randomized controlled

trials are not suitable in practice. The identifying assumption in the two-way fixed effects

models is that there were no other variables - such as other public policies – that also affected

the outcome of interest, that were coincident with the policy evaluated (Bitler and Carpenter,

2016). Recovery Plan regimes do not arise concern with this regard because they where not

coincident in time and space with the adoption of the LHAs consolidation policy, as pointed

out in section 2. Moreover, since we have panel data, we control for unobservable factors by

including municipality fixed effect and time fixed effect. Municipality fixed effects eliminate any

confounding factor, observed or unobserved, that is constant over time within each municipality.

Year fixed effects eliminate any confounding factor, observed or unobserved, that is constant

across all municipalities within each year, namely they trace out the common trend.

To properly identify a DID model, a control group able to act as a valid comparison for the

treated group is needed. With this regard, the major concern is the policy endogeneity (Bellou

and Bhatt, 2013). In fact, unobserved characteristics of municipalities belonging to specific

LHAs may drive the decision to make the policy switch and they may be correlated to quality

of care provided that affects eventually population mortality. Descriptive statistics provided in

section 4 suggest the occurrence of pre-existing differences between the never treated and treated

municipalities. Hence, following Raifman et al. (2017), we ran a “Granger-Type” causality test,

examining if the current mortality rate is associated to the probability of adopting the consol-

idation policy in the future 3-4 years. We select this period to take into account the closest

period to the policy shift which is reasonably not contaminated by potential anticipation effects.

Results are reported in tables 2.14 and 2.15 in the appendix and the coefficients estimated do

not reject the null hypothesis of no association. If the lead variable for implementing the con-

solidation policy in the future was associated with mortality rate, it would have indicated that

our results may be owing to time trends in treated municipalities being systematically different
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from time trends in control municipalities.

Figure 2.6 in the appendix depicts the mortality trend by treated and never treated municipal-

ities, suggestive of no violation of the common trend assumption typical of the standard DID

approach.2 We employ OLS to estimate the following baseline standard two-way fixed effect

DID model for the general treatment effect with :3

yit = αi + δt + γDit + φX ′it + εit, (2.1)

where yit is the mortality rate for municipality i at time t, αi are the municipalities fixed effects

and δt the year fixed effects, Dit is the treatment dummy assuming value 1 in any year after the

reform for the treated municipality i, 0 otherwise, and X ′it is a set of the controls. We further

extend the model to better fit the complexity of the consolidation reform. More precisely, given

the availability of data, we standardized the time dimension as m = −15 periods before and

n = +12 periods after the treatment. We then have a certain time window around the adop-

tion of the policy (−15,−14, ..., 0, ..., 11, 12), where 0 is the year of policy switch, that allows

us to capture either the immediate effect of the policy, potential pre-existing trends, possible

anticipation effects, and any additional effects that occur n periods after adoption. This event

study design is similar to the approach undertaken by Stevenson and Wolfer (2006), Gippet et

al., (2015), Bellou & Bhatt (2013), Anderson et al. (2015), Bitler & Carpenter (2016), Simon

(2016), Marcus & Siedler (2015) and Paik et al. (2013). Likewise, Brot-Goldberg et al. (2017)

and Alpert (2016), specifically look for anticipatory effects while Kolstad & Kowalski (2012)

consider periods before, during, and after treatment. That is, following Bellou and Bhatt (2013)

we are able to capture and disentangle the full dynamic response of the mortality rate to the

institutional change by evaluating the effect for each year following the adoption of the consoli-

dation reform. Additionally, the dummies leading up to the policy shift test if there is evidence

of pre-existing trends after controlling for other covariates. We combine the years (1-2, 3-4, etc.)

instead of using one year increment because we expect the policy to affect the health outcomes

2More formally, the parallel trends assumption in DID frameworks means that the difference between the
treatment and comparison group means remains constant in the absence of treatment (Alpert, 2016).

3Following many studies that deal with limited dependent variables (see e.g. Chen and Jin 2012, Bellou and
Bhatt 2013, Carpenter et al. 2017, Stevenson and Wolfer, 2006) we prefer the specification of a linear model
for the ease of interpretation and to avoid the incidental parameter problem that arises in the estimations of
nonlinear panel models including individual specific fixed effects (first noted by Neyman and Scott 1948 for static
models, and by Nickell 1981 for dynamic models). However, We ran fixed effect Poisson regression for the death
count as well. Results are similar and are not reported here.
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gradually. We set the baseline period as 4 and 3 year before. The terminal point is fixed at 9

plus year, both in the before and after periods, to avoid having a small number of observation

in later years.

This approach not only gives us a deeper insight on the time-varying policy effects and their

persistence over time, but also allows for potential anticipation effects by looking at the munic-

ipality mortality one and two years before the reform approval. In general, anticipation effects

are possible whenever a policy includes a time gap between announcement and effective date

(Wing et al., 2018). This is actually the case of LHAs mergers where the decision is made by

the regional government after long and lively political debates.

We estimate the following equation:

yit = αi + δt +
n∑

k=m

γkDi,t + φX ′it + εit, (2.2)

where yit is the mortality rate for municipality i at time t, αi are the municipalities fixed effects

and δt the year fixed effects, Dit is a vector of time effects relative to time from m = −15 to

n = +12 and X ′it is a set of the controls.

The standard errors are clustered by municipality in any specification as our observations

are non-independent and serial correlation may lead to serious overestimation of t-statistics

(Bertrand et al., 2004).4

6 Results

Table 2.7 reports the coefficients for the aggregated treatment effect for three different sample of

municipalities. Columns 1 refers to the population mortality for all municipalities, regardless of

their geographical characteristics. Columns 2 and 3 distinguish between mountain municipalities

and non-mountain municipalities, respectively. The results are suggestive of an increase of

mortality rate due to the policy shift. More specifically, the implementation of mergers yields

4The cluster-robust standard error estimator (CRSE) converges to the true standard error as the number of
clusters approaches infinity. Kézdi (2004) shows that 50 clusters, with roughly equal cluster sizes, is close to
infinity for accurate inference, and even in the absence of clustering, there is little to no cost of using the CRSE
estimator, as long as the number of clusters is not less than 50. The number of municipalities included in this
analysis is large enough to restrain concerns on the appropriateness of CRSE in this setting.
We also tried cluster-robust standard errors at the LHAs level. Results do not change.
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to a higher mortality rate by 0.0263 percentage points. Given that the mortality rate may range

between 0 and 100, with a sample pre-reform average of 1.053, the estimated coefficient can be

readily interpreted in terms of increased mortality rate. It implies that, being in the post-reform

years (a unit increase in the associated indicator), would increase the population mortality by

approximately 2.5%.5 Mountain municipalities register a roughly three times higher increase

compared to non-mountain municipalities.

The aging of population seems to be positively correlated to mortality, as expected, likewise the

recovery plan regime for all municipalities. The negative sign of the per capita income confirms

the positive association between health and income suggested by the literature. Population

density is also significant and negatively associated with mortality, confirming the positive

association between population size and better health outcomes reported in section 4. The

coefficient associated to Natural Disaster never turns out associated to mortality. This might

be due to the weakness of the variable deputed to capture the increased level of mortality risk

since the only available data is the province where the calamity occurred.

51.84 more deaths in absolute terms (0.0263 ∗ (73.622/1.053)).
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Table 2.7: Estimation results: Two-way fixed effect DID

(1) (2) (3)

VARIABLES All municipalities Mountain Non-mountain

Treatment 0.0263*** 0.0393*** 0.0117**

(0.00450) (0.00824) (0.00472)

Controls

Per capita income -0.0156*** -0.0233*** -0.00961***

(0.00263) (0.00466) (0.00284)

Population aged 55 and older 0.0352*** 0.0348*** 0.0366***

(0.00163) (0.00249) (0.00214)

Natural Disaster -0.00678 -0.0155 0.0146

(0.0121) (0.0211) (0.0129)

Recovery Plan 0.0293*** 0.0426*** 0.0157***

(0.00455) (0.00874) (0.00498)

Population -0.00313*** -0.0243*** -0.000616

(0.00114) (0.00711) (0.000675)

Municipality fixed effects Yes Yes Yes

Year fixed effects Yes Yes Yes

Observations 100,721 42,777 46,606

R-squared 0.600 0.540 0.640

Notes: Robust standard errors in parentheses, clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1.

Dependent variable is the municipality population mortality rate by year.
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Table 2.8: Estimation results: Two-way fixed effect DID

(1) (2) (3)
VARIABLES All municipalities Mountain Non-mountain
9 plus years before the polic 0.00397 0.00676 0.00345

(0.00659) (0.0126) (0.00750)
7 and 8 years before the policy 0.000506 -0.000131 -0.00287

(0.00676) (0.0135) (0.00619)
5 and 6 years before the policy -0.00499 -0.00743 -3.09e-05

(0.00509) (0.00978) (0.00507)
3 and 4 years before the policy - OMITTED -
1 and 2 years before the policy 0.00675 0.0126 0.00104

(0.00507) (0.00967) (0.00516)
1 and 2 years after the policy 0.0172*** 0.0289** 0.00989

(0.00619) (0.0114) (0.00651)
3 and 4 years after the policy 0.0178** 0.0260** 0.00648

(0.00711) (0.0124) (0.00745)
5 and 6 years after the policy 0.0370*** 0.0512*** 0.0108

(0.00769) (0.0137) (0.00782)
7 and 8 years after the policy 0.0629*** 0.102*** 0.0168*

(0.00862) (0.0153) (0.00905)
9 plus years after the policy 0.0720*** 0.100*** 0.0438***

(0.0110) (0.0192) (0.0109)
Controls
Per capita income -0.0170*** -0.0259*** -0.00978***

(0.00269) (0.00495) (0.00284)
Population aged 55 and older 0.0352*** 0.0349*** 0.0367***

(0.00165) (0.00252) (0.00220)
Natural Disaster -0.00611 -0.0116 0.0140

(0.0121) (0.0213) (0.0129)
Recovery Plan 0.0221*** 0.0323*** 0.0125**

(0.00512) (0.00948) (0.00592)
Population -0.00291*** -0.0239*** -0.000556

(0.00110) (0.00693) (0.000675)
Municipality fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Observations 100,721 42,777 46,606
R-squared 0.600 0.540 0.640

Notes: Robust standard errors in parentheses, clustered at municipality level.*** p < 0.01, ** p < 0.05, * p < 0.1.
Dependent variable is the municipality population mortality rate by year. The baseline pre-reform dummy, obtained by
aggregating the third and the fourth and year preceding the consolidation policy, is omitted and represents the reference
category.
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Table 2.8 records the estimation results of equation 2. Findings are coherent with the

previous general specification. No evidence of pre-existing trends in mortality rates is found

and there is statistically significant increase in municipality mortality in all samples after the

policy change. The effect grows over time with respect to the baseline pre-reform years (3 and 4

years before). In fact, the coefficients for the post-reform dummies are positive and significant

in any year following the reform. The effect for non-mountain municipalities turns on only

after 7 years and remains quite small. Interestingly, the effect is always higher in mountain

municipalities, whose coefficients are reported in column 2, shedding light on the fact that

those municipalities may tow the average treatment effect on the treated.6 The insignificance

of the coefficient associated to the time dummy 2-1 years before the policy suggests that no

anticipation effect ever occurred.

7 Robustness Checks

We conducted several robustness checks. Even though the “Granger-type” causality test and

figure 2.6 are suggestive of strict policy exogeneity and parallel trends in mortality rates between

treated and control groups, we test the model for the presence of municipality-specific linear

trend. In other words, we test our model for the presence of unobserved factors that trend over

time within a municipality and are correlated to population mortality. We augmented equation

2 with a municipality-specific linear trend by estimating the following DID regression:

yit = αi + δt + βi(αi ∗ t) +
n∑

k=m

γkDi,t + φX ′it + εit, (2.3)

where the only difference from equation 2 is the term αi ∗ t that indicates the municipality-

specific linear trends. We believe that in an analysis based on population mortality as outcome

of interest, time dummies and time trends are not redundant. Indeed, there is a potential

long-term linear trend of the outcome, due for instance to the changes in the population age

composition over time, and it could be also subject to periodic macroeconomic shocks that are

large enough to affect mortality.

6Indeed, according to Ryan et al. (2015), “DID estimates are typically considered to be average treatment
effects on the treated, rather than average treatment effects. This is because DID estimates are generally thought
of as applying to a particular group that was treated (rather than to a population that could have been treated).”
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Results are reported in table 2.9. Findings show that the inclusion of individual linear trends

cause the standard errors to increase while point estimates are roughly similar to, but slightly

smaller than, those shown in table 2.8 for all municipalities and mountain mountain munic-

ipalities. Only for non-mountain municipalities even the point estimates increase along with

the standard errors. However, the increase in standard errors produces results that are not

precisely estimated enough to reject a null that the pattern of coefficients is the one recorded

in table 2.8. In fact, underlying trends are better identified when the population size is big

enough to bear random shocks in the deaths count. On the contrary, as pointed out by Jarner

and Kryger (2011), the mortality evolution of small populations exhibits substantial variability

and irregular patterns. The comparison between the descriptive statistics reported in table

2.3 and 2.5 for mountain and non-mountain municipalities indicates how the latter are mostly

characterized by a small population size with a sample mean of less than 3 thousands people.

Further, we examine the sensitivity of our results to the sample chosen by omitting in turn

individual regions. Findings - which are not reported here for the sake of brevity - suggest that

particular regions do not influence our main results.

Additionally, we substituted the variable Population aged 55 and older trying 65 and 75 age

cutoffs without obtaining substantially different results. Finally we conduct falsification exer-

cises by simulating the policy change in a numerous of various subsamples - balanced to being

representative of all the NUTS 1 macroareas - of never treated municipalities and different years.

The fake policy shift does not turn out significant.7

7Results are not reported here for the sake of briefness.
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Table 2.9: Two-way fixed effect DID with municipality-specific linear trend

(1) (2) (3)
VARIABLES All municipalities Mountain Non-mountain
9 plus years before the policy 0.00152 -0.0175 0.00476

(0.0124) (0.0259) (0.0130)
7 and 8 years before the policy 0.00551 0.00328 -0.00404

(0.00874) (0.0174) (0.00890)
5 and 6 years before the policy -0.00361 -0.00826 -0.00166

(0.00588) (0.0115) (0.00603)
3 and 4 years before the policy - OMITTED -
1 and 2 years before the policy 0.00605 0.0140 0.00232

(0.00632) (0.0122) (0.00636)
1 and 2 years after the policy 0.0107 0.0240 0.0145

(0.00976) (0.0191) (0.00979)
3 and 4 years after the policy 0.0283 0.00878 0.0183

(0.0152) (0.0287) (0.0147)
5 and 6 years after the policy 0.0222 0.0244 0.0360*

(0.0202) (0.0384) (0.0195)
7 and 8 years after the policy 0.0489* 0.0702 0.0534**

(0.0264) (0.0502) (0.0249)
9 plus years after the policy 0.0514 0.0632 0.0746**

(0.0329) (0.0614) (0.0321)
Controls
Per capita income -0.0313*** -0.0422*** -0.0216***

(0.00437) (0.00874) (0.00492)
Population aged 55 and older 0.0699*** 0.0757*** 0.0654***

(0.00333) (0.00495) (0.00442)
Natural Disaster -0.0100 -0.0216 0.0146

(0.0128) (0.0224) (0.0138)
Recovery Plan -0.00107 -0.00172 0.00693

(0.00708) (0.0131) (0.00791)
Population 0.00271* 0.131*** 0.00123

(0.00145) (0.0236) (0.000837)
Municipality fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Municipality-specific linear trend Yes Yes Yes
Observations 100,721 42,777 46,606
R-squared 0.640 0.583 0.682

Notes: Robust standard errors in parentheses, clustered at municipality level.*** p < 0.01, ** p < 0.05, * p < 0.1.
Dependent variable is the municipality population mortality rate by year. The baseline pre-reform dummy, obtained by
aggregating the third and the fourth and year preceding the consolidation policy, is omitted and represents the reference
category.
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7.1 Age-Adjusted Mortality Rate

The direct comparison of crude mortality rates may suffer from distortion caused by the differ-

ent population age distributions among municipalities. In fact, an higher mortality rate in some

municipalities may be a result of an older population rather than the exposure the policy change

focus of this analysis. The coefficient associated with the variable Population aged 55 and older

in the previous estimation results suggests, as expected, the role of an aging population in the

crude mortality rates. We address this issue by calculating the age-adjusted mortality rates for

any municipality included in our sample.8

The age-adjusted rates are those rates that would have existed if the observed population had

the same age distribution as the population taken as “standard”. Therefore, they are summary

measures adjusted for differences in age distributions.

Following the example applied to the Italian LHAs provided by Consonni et al. (2012), we first

calculated the age-standardized rates for any municipality using the Segi’s world population as

standard.9 More specifically, the adjusted rate is defined as the weighted sum by age groups

of the crude rates, where the weights are given by the standard population distribution (Roth-

man, 1986).10 Table 2.10 reports the summary statistics for the resulting adjusted measure of

mortality.

Table 2.10: Summary statistics

Variable Mean Std. Dev. Min. Max. N

Age-adjusted mortality rate (%) 0.329 0.183 0 13 91310

Source: The author.
Notes: The number of observation is now smaller because the age-specific mortality data are available only until
2015.

We reestimated equation 2.1, 2.2 and 2.3 with the age-adjusted mortality rate as dependent

variable. Results from equation 2.1 estimation are reported in table 2.11. The treatment es-

8We are very grateful to Antonella Ciccarese from ISTAT that kindly provide us with the necessary databases
“Decessi comunali per classi di età”, which include the age-specific death count by municipality.

9The standard world Segi’s population includes 18 age categories with decreasing weights for older categories.
Table 2.14 in appendix provides the relevant details.

10Algebraically is defined by

Age Adj Rate =

∑18
i=1 WiRi∑18
i=1 Wi

(2.4)

where Ri is the stratum specific rate in age group i and wi is the weight for stratum i given by the standard
population.
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timates confirm the previous results but are smaller in magnitude. In fact, being in the years

following the reform is associated with a mortality increase of 0.00441 percentage points (1.34%

at means).11 Again, the effect is higher in mountain municipalities than in non-mountain ones

but the difference between them is now smaller, suggesting that the previous results may have

been driven by differences in the population age distribution by geographical municipality char-

acteristics.

The new estimation results of equation 2.2 and 2.3 are reported in table 2.12 (columns 2, 4 and

6 include the municipality-specific linear trend). Overall, estimates are suggestive of an increase

in the age-adjusted mortality rate after the policy switch. Therefore key findings are robust

after adjusting for the age structure of the population in any given period. Interestingly, while

a significance level of 0.10 indicates a weak evidence of some anticipation effects and preexisting

trends on the two subsamples of municipalities and on the overall sample, respectively, estimates

show a robust pattern of statistically different from zero policy effects in the years following

the reform. More specifically, the effect appears always positive and increasing over time, and

the differences between mountain and non-mountain municipalities have been smoothed out,

although the mortality still remain slightly higher in mountain municipalities five years after

the reform.

Table 2.11: Two-way fixed effect DID with age-adjusted mortality rate

(1) (2) (3)
VARIABLES All municipalities Mountain Non-mountain
Treatment 0.00441** 0.00755** 0.00585***

(0.00207) (0.00372) (0.00195)
Controls
Per capita income -0.00582*** -0.00723*** -0.00327**

(0.00124) (0.00201) (0.00162)
Natural Disaster -0.000342 -0.00472 -0.00274

(0.00563) (0.00689) (0.00503)
Recovery Plan 0.0136*** 0.0145*** 0.0102***

(0.00202) (0.00413) (0.00223)
Population 0.000190 0.00285 -8.69e-05

(0.000261) (0.00184) (0.000196)
Municipality fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Observations 91,310 39,887 43,280
R-squared 0.192 0.172 0.256

Notes: Robust standard errors in parentheses, clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1.
Dependent variable is the municipality population age-adjusted mortality rate by year.

11(0.00441/0.329) ∗ 100
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Table 2.12: Two-way fixed effect DID with age-adjusted mortality rate

(1) (2) (3) (4) (5) (6)
VARIABLES All municipalities All municipalities Mountain Mountain Non mountain Non mountain

9 plus years before the policy -0.00157 -0.00124 -0.00290 -0.0109 0.000663 0.00197
(0.00307) (0.00551) (0.00640) (0.0113) (0.00300) (0.00588)

7 and 8 years before the policy 0.00730* 0.00676 0.0141 0.0127 0.00158 -0.000447
(0.00418) (0.00499) (0.00965) (0.0116) (0.00272) (0.00391)

5 and 6 years before the policy 0.00243 0.00139 0.00323 0.00223 0.00176 -0.000367
(0.00213) (0.00261) (0.00387) (0.00495) (0.00245) (0.00295)

3 and 4 years before the policy - - OMITTED - -
1 and 2 years before the policy 0.00133 0.00268 0.00748* 0.00701 -0.00420* 0.000176

(0.00219) (0.00275) (0.00408) (0.00540) (0.00232) (0.00285)
1 and 2 years after the policy 0.00409 0.00242 0.00852* 0.00268 0.00333 0.00912*

(0.00279) (0.00490) (0.00479) (0.00929) (0.00283) (0.00487)
3 and 4 years after the policy 0.00336 0.000620 0.00954* -0.00118 0.00357 0.0137*

(0.00300) (0.00718) (0.00526) (0.0137) (0.00290) (0.00717)
5 and 6 years after the policy 0.00916*** 0.00511 0.0195*** 0.00306 0.00192 0.0163*

(0.00327) (0.00967) (0.00571) (0.0183) (0.00311) (0.00963)
7 and 8 years after the policy 0.0144*** 0.00936 0.0273*** 0.00640 0.00859** 0.0263**

(0.00361) (0.0123) (0.00635) (0.0235) (0.00395) (0.0121)
9 plus years after the policy 0.0198*** 0.0104 0.0391*** 0.00935 0.00865* 0.0280*

(0.00498) (0.0156) (0.00878) (0.0293) (0.00470) (0.0153)
Controls
Per capita income -0.00629*** -0.00537*** -0.00802*** -0.00593** -0.00349** -0.00397

(0.00124) (0.00202) (0.00199) (0.00280) (0.00163) (0.00303)
Natural Disaster 0.000802 0.00107 -0.00110 -0.00181 -0.00236 -0.00271

(0.00558) (0.00581) (0.00690) (0.00780) (0.00504) (0.00590)
Recovery Plan 0.0145*** 0.00560 0.0151*** 0.00860 0.0105*** 0.000180

(0.00223) (0.00346) (0.00419) (0.00684) (0.00249) (0.00403)
Population 0.000171 -0.000507* 0.00287 0.0146** -9.02e-05 -0.000428*

(0.000263) (0.000259) (0.00186) (0.00704) (0.000197) (0.000239)
Municipality fixed effect Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Municipality-specific linear trend No Yes No Yes No Yes
Observations 91,310 91,310 39,887 39,887 43,280 43,280
R-squared 0.192 0.272 0.173 0.254 0.256 0.331

Notes: Robust standard errors in parentheses, clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1. Dependent variable is the municipality population age-adjusted
mortality rate by year. The baseline pre-reform dummy, obtained by aggregating the third and the fourth and year preceding the consolidation policy, is omitted and represents the
reference category.
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8 Final Remarks and Discussion

The merging processes in health care, documented in the literature, started in the 1990s in

the United States and the United Kingdom, leading to a radical change in the structures of

their Health Systems. Other countries as well, as Germany, the Netherlands, and Canada, are

moving in the same direction, such that this new rage can be defined as “merger mania”. Italy

is not an exception since mergers in health structures are still an ongoing process.

This chapter investigated the impact of LHAs consolidation process on population mortality

within Italian municipalities from 2002 to 2016, aiming at providing some evidence on potential

indirect effects produced by this recent “merging mania” that has characterized the Italian and

international institutional dynamics. Since each Italian region set up the policy in different

years, we used a staggered two-way fixed effect DID method as identification strategy to es-

timate the treatment effect, disentangling the full dynamics both in the short run and in the

medium-long run. We estimated the impact of these policy shifts on population mortality ad-

justing for the population age structure and using the within municipality variation over time.

We also distinguished between the geographical characteristics of municipalities (mountain Vs.

non-mountain) and controlled for individual municipality linear trends. Key findings show that

population mortality generally increased by roughly 1.34% (at means). The effect is persistent

and increase over time. Mountain municipalities register a higher increase compared to non-

mountain municipalities. We therefore conclude that policy makers, both in Italy and in the

other countries where the mergers have been implemented, should carefully consider the impact

on health care quality and effectiveness before allowing more mergers.

This analysis has some limitations. First, albeit we control for the age structure of the popu-

lation, mortality rate is not risk adjusted for the presence of comorbidities, since data on the

incidence of specific health conditions at municipality level are not available. Thus, the possi-

bility of some municipalities having riskier patients was minimized but could not be completely

ruled out.

Second, there is the possibility of uncontrolled geographical variation of some conditions that

may ultimately lead to bad health and death such as pollution. In fact, they may vary over time

and by municipality, without showing entirely some sort of time trend. As a result, municipality

fixed effects, time fixed effects and municipality-specific linear trends are not able to pick up
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these potential confounders. To the best of our knowledge, data on pollution (for instance, the

widely used levels of Particulate Matter 2.5 and 10) are available only for a few cities, specifi-

cally where the detection stations are located, and do not allow us to have a robust sample size.

Third, given the availability of data, we were able to evaluate the consolidation policy only

from 2002 to 2016. Previous mergers took place, as depicted in figure 2.3. However, most of the

policy changes were implemented before 1995 and the total number of LHAs remained constant

for many years preceding the wave of consolidation process analyzed here. Hence, our results

can be interpreted as the effect of additional centralization in health care management.

Finally, our analysis does not allow to understand the mechanisms through which implementa-

tion of mergers increased population mortality.

Further research and more detailed data are needed to understand the association between

centralization of health management and health status in the Italian case.
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Appendix

Table 2.13: LHAs amalgamation from 2000 to 2017

Region Year of Policy Shift LHAs codes before and after the mergers
Piedmont 2008 101+102=201;

103+104=202;
105+106+110=203;
107+109=204;
115+116+117=210;
120+121+122=213

A. P. of Bolzano 2007 101 + 102 + 103 + 104 = 201
Emilia Romagna 2004 107+108+105=105

Marche 2006 101+102+103+104+105+106+
+107+108+109+110+111+112+113=201

Abruzzo 2010 101+104=201;
102+103=202

Molise 2006 101+102+103+104=201
Campania 2009 101+102=201;

104+105=203;
107+108=205;
109+110=206;
111+112+113=207

Apulia 2007 102+103+104+105=114;
107+108+109=115;
110+111=116

Basilicata 2009 101+102+103=201;
104+105=202

Calabria 2008 101+102+103+104=201;
106+107=203;
110+111=205

Calabria 2011 109+205=205
Umbria 2013 101+102=201;

103+204=202
Emilia Romagna 2014 110+111+112+113=114
Friuli V. Giulia 2015 102+105=202

Lombardy 2016 308+309+310+306=321;
314+303=322;
303+313+315=323;
324=305+311;
327=304+307

Tuscany 2016 201=103+104+110+111;
202=101+102+105+106+112;
203=108+107+109

Lazio 2016 201=105+101;
202=102+103

Sardinia 2017 101+102+103+104+105+106+107+108=201

Notes: The size of those not included remained unchanged. Some LHAs in Veneto and Piedmont experienced a merger

in 2017 but, due to the lack of an up-to-date list of Italian hospitals by Ministry of Health for 2017, we are not able to

reconstruct the merging design. Sardinia 2017 mergers are instead clear even without detailed information about single

hospitals because all LHAs have been merged into only one.

Source: the author, on Ministry of Health data.
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Table 2.14: “Granger-Type” Causality test

(1) (2) (3) (4) (5) (6)
VARIABLES All municipalities All municipalities Mountain Mountain Non-mountain Non-mountain

Policy shift in 3-4 years 0.00502 0.00482 0.00378 0.00216 0.00709 0.00700
(0.00479) (0.00525) (0.00888) (0.0100) (0.00479) (0.00519)

Controls Yes Yes Yes Yes Yes Yes
Municipality fixed effects Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Municipality-specific linear trend No Yes No Yes No Yes

Observations 43,846 43,846 16,794 16,794 22,711 22,711
R-squared 0.612 0.664 0.551 0.614 0.631 0.681
Adjusted R-squared 0.571 0.585 0.498 0.512 0.595 0.613
F test 72.91 32.66 23.07 19.09 50.79 24.29
Within R-squared 0.0193 0.0239 0.0173 0.0271 0.0273 0.0282
Adjusted Within R-squared 0.0191 0.0237 0.0169 0.0267 0.0270 0.0279

Notes: Robust standard errors in parentheses, clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1.
Dependent variable is the current municipality population mortality rate by year. The sample is restricted to treated
municipalities before the reform.

Table 2.15: “Granger-Type” Causality test with age-adjusted mortality rate

(1) (2) (3) (4) (5) (6)
VARIABLES All municipalities All municipalities Mountain Mountain Non-mountain Non-mountain

Policy shift in 3-4 years 0.00179 0.00157 0.00155 0.00332 0.00328 0.00224
(0.00247) (0.00261) (0.00475) (0.00524) (0.00274) (0.00275)

Controls Yes Yes Yes Yes Yes Yes
Municipality fixed effects Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Municipality-specific linear trend No Yes No Yes No Yes

Observations 41,710 41,710 16,529 16,529 22,071 22,071
R-squared 0.231 0.335 0.212 0.316 0.273 0.358
Adjusted R-squared 0.148 0.174 0.118 0.132 0.201 0.218
F test 2.222 0.107 1.724 0.720 1.709 0.546
Within R-squared 0.000138 1.13e-05 0.000125 6.04e-05 0.000319 9.54e-05
Adjusted Within R-squared 3.18e-05 -0.000108 -0.000146 -0.000247 0.000120 -0.000125

Notes: Robust standard errors in parentheses, clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1.
Dependent variable is the current municipality population age-adjusted mortality rate by year. The sample is restricted to
treated municipalities before the reform.

87



1
1

.0
5

1
.1

1
.1

5
1

.2
1

.2
5

M
o

rt
a

lit
y
 r

a
te

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Year

Treated Never treated

Figure 2.6: Mortality trends by treated and controls.
Source: Author elaboration on ISTAT data

Table 2.16: Segi’s world standard population

Age group (years) Population

0-4 12.00
5-9 10.00
10-14 9.00
15-19 9.00
20-24 8.00
25-29 8.00
30-34 6.00
35-39 6.00
40-44 6.00
45-49 6.00
50-54 5.00
55-59 4.00
60-64 4.00
65-69 3.00
70-74 2.00
75-79 1.00
80-84 0.50
85+ 0.50
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Chapter 3

Does a Part-Time School Principal Harm Students? Italian School
Consolidation Process and Student Outcomes

Abstract

Schools are the main producers of human capital, which plays a key role in the process of

economic growth. In this chapter we aim to assess the impact of the Italian secondary schools

consolidation process on student outcomes. We exploit the fuzzy discontinuity in treatment

regime and apply a continuity-based local polynomial approximation Fuzzy RDD. Estimation

results show that the program exposure has had detrimental heterogeneous effects in upper

secondary schools, especially for treated schools far away from the directional school, where the

school principal is based. As a result, the isolation of the merged schools appears as a causality

channel that makes the principals’ responsibilities substantially aggravated. We conclude that

the school consolidation process appears as a cost-saving policy that may fail to consider the

indirect costs arising in term of poorer school performance, which may subsequently produce

labor market inequalities due to losses in human capital accumulation.
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1 Introduction

Human capital plays a crucial role in the process of economic growth (Lucas 1988, Barro 2001,

Romer 1990), which has been shown to be closely related to the quality of schooling (Hanushek

and Kimko, 2000). The underlying mechanism sees economies with more human capital inno-

vating at a higher rate than those with less human capital, implying that societies with larger

human capital in their workforce register more productivity gains and, as a result, a path of

continued economic growth.

Since schools are the main “producers” of human capital, understanding the factors linked to

variations in school performance becomes a key point to forward-thinking policy makers in-

terested to trace economic development far into the future. In fact, many countries around

the world seek to improve their schools aiming to enhance the skills and employability of their

youth or to reduce inequalities in economic outcomes within their population (Hanushek and

Woessmann, 2010).

Since 1990s, Italian institutional settings have changed and policies mostly oriented at con-

taining costs have been the new rage. The school consolidation process (Dimensionamento

Scolastico) belongs to this framework (Fontana, 2008). Indeed, new centralized criteria for the

optimal schools size (both primary and secondary schools) have been introduced with the D.P.R.

233/1998, aiming at ensuring the optimal use of professional and instrumental resources. More

specifically, to acquire or maintain legal personality, educational institutions must normally have

a population between 500 and 900 students. Some exceptions are provided. In small islands,

mountain municipalities, as well as in geographic areas characterized by ethnic or linguistic

specificity, the school population can be reduced to 300 pupils. If schools do not reach the

above mentioned thresholds, horizontal unification is planned, with other schools of the same

grade included in the same territorial area, or vertical in comprehensive schools, according to

the educational needs of the local area. Moreover, in some specific situations, a school where

the position of the School Principal (SP hereafter) is left vacant, the Regional School Office

can appoint a regent. What, in any case, the two schemes - unification and regency - have

in common is the absence of a SP who is constantly based in the school. For this reason we

adopted in this analysis the definition of “Part-Time School Principal”, namely a SP that is

in charge to guarantee simultaneously the functioning of more schools: the “directional school”
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where he or she was already based, plus one or more merged complexes. Hence, from a single

merged school point of view, this policy design results in having a SP “borrowed” from the

directional school that has to share his working time and effort among more than one schools.

During the school year 2010/2011, 57.6% of total Italian schools were involved in the consoli-

dation process, having then a shared SP.

The administrative cost reduction arising from the consolidation appear as a trivial result, meet-

ing at least one of the policy change objectives related to ensure the optimal use of instrumental

resources. What is neither trivial in this picture nor already assessed in the existing literature,

is a clear understanding whether the use of professional resources is also optimal. More specif-

ically, is the centralization of school management a win-win policy?

Since there is a growing attention regarding the role played by the SP in running the school

(Bloom et al., 2015), which is increasingly considered crucial, this study is aimed at investigat-

ing the impact of school consolidation process on student dropout behaviour.

In fact, Hanushek et al. (2008) investigated the underlying causes of dropping out of school and

found that a student is much less likely to remain in school if attending a low quality school

rather than a high quality school. Yet, mass-media and involved actor groups have voiced con-

cerns that these mergers substantially aggravate the SP responsibilities and may have negative

implications for the school performance, resulting in poorer student outcomes and, ultimately,

less economic growth.

Due to the availability of data, we focus on Lower Secondary Schools (LSS henceforth) and

Upper Secondary Schools (USS in what follows) during the school year 2010/2011. The student

outcomes of interest are two different measures of dropout behaviour. They include voluntary

dropouts, namely students that spontaneously stop attending classes during the year, and grade

retention, measured by those students that are not admitted to the next class. They represent

the “two sides of the same coin” since both of them hinder the expected school completion levels

and give reason to concern about.

The analysis is performed both at school and cohort level.

The chapter is structured as follows. Section 2 provides details on the consolidation policy. Sec-

tion 3 reviews the literature framework to which this analysis belongs. In section 4 we discuss

the data. In section 5 the methodology. Section 6 presents the results and some robustness

checks, section 7 concludes.
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2 Institutional Settings

During the school year 2010/2011, the optimal size of educational institutions was governed

by the D.P.R. 233/1998. Article 2 states: “The administrative, organizational, didactic and

educational research and planning autonomy is recognized to the educational institutions of

every order, including those already endowed with juridical personality, that reach dimensions

suitable to guarantee the optimal balance between the demand and the organization of the

education supply.”

Further, the parameters are specified: “[...] To acquire or maintain legal personality, educa-

tional institutions must normally have a population, consolidated and predictably stable for at

least five years, between 500 and 900 students; these indexes are taken as terms of reference to

ensure the optimal use of professional and instrumental resources.” Some exceptions are also

provided. In small islands, mountain municipalities, as well as in geographic areas characterized

by ethnic or linguistic specificities, the reference “[...] indexes can be reduced to 300 pupils for

institutions including pre-school, primary and secondary schools, or upper secondary education

which include courses or sections of different order or type [...]; in the above mentioned loca-

tions that are in conditions of particular isolation can also be constituted institutions inclusive

of schools of every order and degree. The maximum index - 900 pupils - can be exceeded in

areas of high population density, with particular regard to secondary educational institutions

for training purposes that require structural assets, laboratories and workshops of high artistic

or technological value.” Moreover, in order to preserve the peculiarity of some North-Est local

areas, schools with Slovenian teaching language will maintain the autonomy even in the absence

of the minimum parameters of 300 pupils.

If schools do not reach the aforementioned reference indexes, horizontal unification is planned,

with schools of the same grade included in the same territorial area, or vertical in comprehensive

schools, according to the educational needs of the territory and local area planning.

To ensure the permanence in the territorial areas of schools that do not reach, alone or com-

bined with schools of the same grade, optimal dimensions, educational institutions including

kindergarten, primary and secondary schools are constituted, assuming the name of Istituti

Omnicomprensivi. With the same purpose and to ensure the necessary variety of educational

programs proposed by each institute and to meet the demand for education expressed by the
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school population, the unification of institutions of different order or type that do not reach,

separately, the optimal dimensions is practicable. These institutions assume the name of Istituti

di Istruzione Superiore.

The educational institutions merger plans are defined in provincial conferences for the organi-

zation of the school network, in compliance with the planning guidelines and general criteria

previously adopted by the regions. The regions approve the regional merger plan, based on the

provincial plans, by December 31 of the school year preceding the one to which the plan refers.

2.1 Regencies and Unifications

In some specific situations, a school where the position of the SP is left vacant, the Regional

School Office can appoint a regent, that is a SP of another educational institution who is in

charge to guarantee simultaneously the functioning of two or more schools.

The SP position may be vacant for several reasons:

• prolonged illness, leave or acceptance of other positions by the previous SP.

• Merger: if the number of students does not reach the thresholds set by the D.P.R. 233/98

and it is not possible to proceed to unification with other plexuses (e.g. because the total

number of students after the unification would exceed the maximum threshold).1

• Retirement of the previous SP without the appointment of the new SP, regardless the

number of students enrolled in the school.

The regency of the SP differs from the horizontal and vertical unifications for various reasons

and concern the collaborators of the SP and the administrative apparatus. The regent SP may

have a vicar both in the school where he is effective and in the school where he is a regent, the

SP of an unified school has only one vicar.

A SP can however appoint collaborators up to 10% of the teaching staff, and often, in the

unified plexuses, there is the figure of the ”Director of Plexus”.

The schools under regent maintain their own administrative apparatus, the unified schools do

1Only in this case, the Director of General and Administrative Services (DGAS) will be a regent as well.
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not but, as already specified, only in case of regency for merger, the DGAS will also be a regent

”borrowed” from another school. In all other cases of regency, the school will have its own

secretarial offices.

Conversely, in the case of unification, a single administrative apparatus is envisaged with com-

petence both on directional school and on unified plexuses. What, in any case, the two schemes

- unification and regency - have in common is the absence of a SP who is constantly based in

the directional school. For this reason we adopted in this analysis the definition of “part-time

School Principal”.

3 Literature Review

Our analysis contributes to two strands on the existing literature, one linked to the role of

SP on school performance and pupils’ outcomes and one related to the debate regarding the

centralized versus decentralized provision of public services.

A large number of studies link high-quality leadership with positive school outcomes, such as

student achievement (see Hallinger and Heck, 1998).

SPs may affect pupils outcomes through a variety of channels. In the Italian context, as school

leaders, they are in charge to set up the school-level policy decisions. Although they have little

influence on the composition of the school workforce, they still maintain considerable power

on teacher supervision and retention, student discipline and student allocation to teachers and

classes. They can also potentially have an impact on introducing new curricula and teaching

techniques (Coelli and Green, 2012) and are responsible for monitoring the quality of instruction

delivered by teachers (Clark et al., 2009). Moreover, since teachers quality matters to student

achievements, as pointed out by a voluminous literature (see, among others, Rivkin et al. 2005,

Aaronson et al.2007, Konstantanopoulos 2007, Kane et al. 2008, Koedel 2008 and Leigh 2010),

the role of SP becomes crucial as long as he or she can have an impact on teachers composition

and performance.

Further, Grissom (2011) finds that SP effectiveness is associated with greater teacher satisfac-

tion and a lower probability that the teacher leaves the school within a year. The impact of

principal skills on retaining teachers is significant since high rates of teacher turnover negatively
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impact school performance through several channels: high turnover means greater school insta-

bility, disruption of curricular cohesiveness and a continual need to hire inexperienced teachers,

who typically are less effective, as replacements for teachers who leave. Moreover, the positive

impacts of principal effectiveness on teacher satisfaction and lower turnover is even greater in

disadvantaged schools. These findings support those policies focused on getting the best prin-

cipals into the most challenging school environments.

Bloom et al. (2015) answer the question whether the managerial practices are related to mean-

ingful educational outcomes by means of a cross-sectional analysis and survey methodology

over 1,800 schools randomly sampled across eight countries. They constructed a management

quality index starting from information on management practices adoption collected by double-

blind telephone interviews with school principals. More in details, the survey investigated the

adoption of 20 basic management practices, where the level of adoption was evaluated through

a scoring grid that ranged from one, indicating a “worst practice”, to five, signaling a “best

practice”.The index was then a result of an average across those 20 management practice mea-

sures in four areas of management: operations, monitoring, target setting and people. They

find that one standard deviation increase in the abovementioned managerial index is associated

with a 0.232 to 0.425 standard deviation increase in students’ outcomes, namely educational

achievements involving standardize and non-standardize examination results.

Moreover, higher principal turnover is also found to occur in low achieving schools and the

switching SP are more likely to move to higher performing schools (Cullen and Mazzeo, 2008,

Branch et al., 2012 and Miller, 2009).

Further, Clark et al. (2009), present evidence on the relationship between principal character-

istics and school performance using data from New York City Department of Education. They

find that schools perform better when they are led by experienced principals, particularly for

math test scores and student absences. Thus they confirm the well known learning by doing

principle: workers performing more tasks will become more productive with experience at the

task, especially when the task is as demanding as running a school. They also warn about the

high potential cost in term of policy implications of having experienced principals leave their

jobs, and provide evidence on the benefits associated with retaining experienced principals. As

a result, their findings alert district administrators to the distributional consequences arising

from higher rates of principal turnover in disadvantaged schools.
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Grissom and Loeb (2011) try to add a step forward on the literature that recognizes that SPs

affect school outcomes, by shedding light on how principals influence these outcomes, namely

the specific skills that principals need to achieve school success. They use principals’ self-

assessments on 42 tasks to distinguish five effectiveness dimensions (Instruction Management,

Internal Relations, Organization Management, Administration, and External Relations).2 In

their findings, only the principals’ Organization Management skills, consistently predicts stu-

dents’ math and reading achievement gains.3

Further, Coelli and Green (2012), using the method that Rivkin et al. (2005) used to analyze

teacher impacts, estimated the effect of individual SPs on student high school graduation prob-

abilities and grades from the Canadian province of British Columbia. More specifically, they

are able to isolate the effect of principals from the effect of schools thanks to the SP rotation

across schools occurred by districts. They find that a principal who is one standard devia-

tion better in the principal effects distribution is associated with higher graduation rates by

2.6 percentage points. The authors also hypothesize that the effect of principals may not be

immediately evident but it may take numerous years for them to exert a significant impact on

student outcomes. In particular, in a school where the principal turns over every year, he or

she may not be able to have a full sizable effect on the school, finding that English exam scores

will be higher by 2.5 percentage points if principals are given time to fully “ leave their mark”

on the school.

Being a school principal is a stressful job, and many school districts find difficult to attract

quality applicants and to keep successful principals in their jobs. Coelli and Green results con-

firm that public policies should make an effort to retain good school principals.

Furthermore, the longstanding problem in public finance regarding the trade-off between cen-

tralized and decentralized provision of public services has been of interest to public economists

(see e.g., Boffa et al. 2015, Besley and Coate 2003), and it has been applied to the educational

field as well (Galiani et al., 2008). Since it has already been the focus of a deep review in the

second chapter of thesis, we refer the reader to section 3 of chapter 2 for a broader analysis.

2Instruction Management is related to the set of tasks principals conduct to support and improve the imple-
mentation of curricular programs. Internal Relations is linked to the capability of principals to building strong
interpersonal relationships within the school. Organization Management refers to the set of tasks principals exert
to oversee the functioning of the school and to pursue the school’s medium and long-term goals. Administra-
tion regards more routine administrative duties and tasks executed to comply with state or federal regulations.
External Relations addresses the capability to work with stakeholders outside the school.

3Math and reading scores from the Florida Comprehensive Assessment Test (FCAT) during the years 2007
and 2008 at the student-level.
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However, to facilitate a clear reading of the present analysis, we provide here a brief recap.

The standard approach, formalized by Oates (1972), assumes that the main drawback with a

centralized system is that it produces a “one size fits all” provision of public goods and services

which does not reflect, and eventually satisfy, local needs. While centralization can exploit

economies of scale and scope better, and profit from policy coordination - which becomes very

important in presence of spillovers - local bureaucrats are believed to have more information

on the local specific needs than the upper-tier governments and many of the public goods and

services needed by citizens are often community- and site-specific. This argument can be easily

translated into educational environment where, on one hand, the needs of students may be

school-specific and educational strategies require to be tailored accordingly; on the other hand,

an upper-tier school management can have economies of scale in designing curricula and in

prescribing and enforcing minimum quality standards (Bardhan, 2002).

4 Data

We focus on Italian Secondary Schools, both lower and higher order. We link multiple sources

of administrative micro-data at the school level mainly issued by the Ministry of Education and

available for the school year 2010/2011, through the project “Scuola in Chiaro”. Our dependent

variables are proxies for student failure and include student dropouts, namely students that

voluntarily stop attending classes during the year, and students that are not admitted to the

next class.4 The analysis is made at school level with regard to both dependent variables.

Additionally, student dropouts data are available at cohort level as well, and we therefore

conduct the analysis with this greater level of disaggregation only for dropouts. We also allow for

heterogeneous effects by distinguishing between the geographical characteristics of the schools,

driving distance from the directional school (where the SP is based), and USS typology. The

available data on the Register of Italian Schools contain the unique national identification code

(Codice Meccanografico) and the address for all school complexes with also the indication of

4Eurostat uses the definition of “early school leavers” to indicate “[...]the population aged 18 to 24 having
attained at most lower secondary education and not being involved in further education or training”. Likewise, a
piece of American literature employs the term “dropouts” to designate “young people who leave school without
gaining a high school diploma” (Lamb and Markussen, 2011).
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their directional school address. By comparing the addressed of the plexus and the directional

school, we are able to identify treated (different address, SP not in place) to controls (directional

schools, SP in place). Further, we bring together the information regarding the regencies by

means of Regional decrees of Regency Assignment. 5

Moreover, given the availability of the addresses for both the directional schools and their merged

complexes, we requested Google Maps Platform, through its Directions API, to calculate the

shortest driving distance in Kilometers between each pair of directional schools and any of their

merged complexes.

Our dataset includes a number of schools characteristics for 11,402 Italian secondary schools.

We do not include in the sample those located in the regions of Valle d’Aosta and Molise, and

provinces Trento and Bolzano.6 We also exclude 489 schools that have been exposed to the

policy change in the school year after (2011/2012) to the one observed (2010/2011) and knew

about their next policy change by December 2010, as pointed out in section 2. This allows us

to get rid of potential anticipation effects that may occur when there is a time gap between

the policy announcement and the actual policy implementation. Table 3.1 details the variables

with a brief description and the data sources.

4.1 Descriptive Statistics

The following figures aim at depicting the students dropouts phenomenon in the observed school

year. Figure 3.1 and 3.2 give an overview on the dropouts, at the national average, per grade

on lower and upper secondary schools. As expected, dropouts are higher in USS, which show a

wider variability by grade. Indeed, while in the LSS the educational offers are homogeneous and

the choice of school mostly depends on the geographical proximity to the school buildings, a

numerous of different choices of USS is instead available to students. A poor orientation system

may lead students to enroll in a school not suitable for their preferences or capabilities and then

change school type during the first or second year, corresponding to the 9th and 10th grade.

The higher level of dropouts during the 4th year of USS, corresponding to the 12th grade, may

5The detailed list of normative references is not reported here for the sake of brevity but is available from the
author.

6Valle d’Aosta, Trento and Bolzano share a status of autonomous provinces and their data were not included
in the national database. We were not able to find the Regional Decrees of Regency Assignment for the region
Molise and, due to the impossibility to distinguish between under regent and not under regent schools, it is
excluded from the sample.
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Table 3.1: Data Description

Dependent Variables Brief description Source

Dropouts grade 6 Percentage of early leavers in the 6 grade Miur- Scuola in Chiaro

(lower secondary school)

Dropouts grade 7 Percentage of early leavers in the 7 grade Miur- Scuola in Chiaro

(lower secondary school)

Dropouts grade 8 Percentage of early leavers in the 8 grade Miur- Scuola in Chiaro

(lower secondary school)

Dropouts grade 9 Percentage of early leavers in the 9 grade Miur- Scuola in Chiaro

(upper secondary school)

Dropouts grade 10 Percentage of early leavers in the 10 grade Miur- Scuola in Chiaro

(upper secondary school)

Dropouts grade 11 Percentage of early leavers in the 11 grade Miur- Scuola in Chiaro

(upper secondary school)

Dropouts grade 12 Percentage of early leavers in the 12 grade Miur- Scuola in Chiaro

(upper secondary school)

Dropouts grade 13 Percentage of early leavers in the 13 grade Miur- Scuola in Chiaro

(upper secondary school)

Total dropouts per school Sum of overall early leavers Our elaboration on MIUR data

over total number of students

Not admitted to the next class Percentage of students not admitted MIUR - Scuola in Chiaro

to the next class per school

Treatment indicator

Part - time SP 1 if merged and/or under regent, Our elaboration on various sources

(merged and/or under regent) 0 othewise

Running variable

Total students per school Sum of overall students per school MIUR - Scuola in Chiaro

in the school year 2010/2011

Other schools characteristics

Number of complexes Number of merged complexes per school Our elaboration on MIUR data

School level 1 if upper secondary school, MIUR - Scuola in Chiaro

0 if lower secondary school

Driving distance Driving distance in Km Google Direction API

of the shortest road linking merged schools

USS School typology 1 if Lyceum, 2 if Technical Institute, Our elaboration on MIUR data

3 if Professional Institute

Mountain municipality 1 if the school is placed in mountain Our elaboration on MIUR data

or small island municipalities or small islands,

0 otherwise

Source: The author
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depends on the fact that, in Italy, school attendance is compulsory until the age of 16 years

old. As a result, since students on the 12th grade should be at least 17 years old, no law obliges

them to stay in the classroom any longer.

Figure 3.1: Dropouts (average) per grade in LSS.
Source: Author graph on MIUR - “Scuola in Chiaro”
data

Figure 3.2: Dropouts (average) per grade in USS.
Source: Author graph on MIUR - “Scuola in Chiaro”
data

Figure 3.3 plots the level of dropouts by treatment status. At a first glance, dropouts appear

higher in treated schools.

Figure 3.4 details the level of dropouts by treatment status, taking into account the intensity

of treatment. More specifically, the dropouts levels are plotted against the number of school

merged complexes. In fact, we expect the more the school complexes that one single SP has

to manage, the higher the complexity of his responsibilities. The picture actually shows higher

levels of dropouts as the number of complexes increases but this does not apply on the right tale

of the complexes distribution, where, however, we observe only a small number of observations

that are characterized by such high number of merged complexes.

Figure 3.5 and 3.6 give information of the relationship between three variables: the level of

dropouts, the treatment status and the forcing variable, namely the number of overall students

enrolled in the given school. Both of them suggest that dropouts look higher in small and

treated schools.

Table 3.2 reports the main descriptives for the LSS. Table 3.3 outlines the summary statistics for

the USS. Both of them distinguish between treated and untreated (control) schools. We perform

t tests on the equality of means for each dependent variable by treatment status. Results are
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Figure 3.3: School dropouts Vs treatment (merged and/or under regent). Source: Author graph

Figure 3.4: School dropouts Vs number of merged school complexes. Source: Author graph
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Figure 3.5: School dropouts Vs. number of students and treatment. Source: Author graph

Figure 3.6: School dropouts Vs. number of students and treatment: 3D scatterplot. Source:
Author graph
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never statistically significant and do not allow to reject the null hypothesis of equality.

Table 3.2: Summary statistics: Untreated vs treated LSS

Variable Mean Std. Dev. Min. Max. N

Untreated

Dropouts grade 6th 0.084 0.421 0 6.100 1710

Dropouts grade 7th 0.083 0.5 0 13.6 1710

Dropouts grade 8th 0.093 0.438 0 6 1712

Total dropouts per school 0.086 0.281 0 4.603 1707

Not admitted to the next class per school 4.799 4.357 0 68.3 1714

Treatment: part-time SP 0 0 0 0 1714

Total number of students enrolled 412.579 236.343 12 1149 1714

Driving distance from directional school 0 0 0 0 1714

Mountain municipality or small island 0.153 0.361 0 1 1714

Treated

Dropouts grade 6th 0.078 0.735 0 27.3 4916

Dropouts grade 7th 0.069 0.598 0 25 4900

Dropouts grade 8th 0.108 0.727 0 18.2 4927

Total dropouts per school 0.087 0.453 0 12.903 4862

Not admitted to the next class per school 4.538 4.313 0 40 4952

Treatment: part-time SP 1 0 1 1 4952

Total number of students enrolled 175.203 137.492 2 910 4951

Driving distance from directional school 7.456 48.844 0 1233.191 4491

Mountain municipality or small island 0.299 0.458 0 1 4952

Source: Author elaboration
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Table 3.3: Summary statistics: untreated vs treated USS

Variable Mean Std. Dev. Min. Max. N

Untreated

Dropouts grade 9th 1.18 4.052 0 47.4 2376

Dropouts grade 10th 0.701 2.529 0 43.3 2382

Dropouts grade 11th 0.675 2.494 0 41.2 2380

Dropouts grade 12th 0.773 2.924 0 53.8 2373

Dropouts grade 13th 0.31 1.313 0 17.6 2364

Total dropouts per school 0.776 2.379 0 27.262 2329

Not admitted to the next class per school 10.915 7.76 0 60 2406

Treatment: part-time SP 0 0 0 0 2407

Total number of students enrolled 653.129 355.433 10 2648 2407

Driving distance to directional school 0 0 0 0 2407

Mountain municipality or small island 0.128 0.334 0 1 2407

Treated

Dropouts grade 9th 1.463 5.266 0 59.1 2230

Dropouts grade 10th 0.909 3.727 0 52 2208

Dropouts grade 11th 0.818 3.32 0 68.8 2204

Dropouts grade 12th 1.102 4.418 0 56.3 2163

Dropouts grade 13th 0.35 1.961 0 36.8 2146

Total dropouts per school 0.985 3.106 0 35.419 2009

Not admitted to the next class per school 12.743 9.004 0 73.7 2328

Treatment: part-time SP 1 0 1 1 2329

Total number of students enrolled 281.445 214.854 9 1679 2328

Driving distance to directional school 8.041 44.491 0 1016.51 2059

Mountain municipality or small island 0.216 0.412 0 1 2329

Source: Author elaboration.
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4.2 Graphical Analysis at the Cutoff

The following figures provide a graphical analysis aimed at showing intuitively and transparently

any jumps across the threshold in the running variable.
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Figure 3.7: Dropouts and Not Admitted to the Next Class. Source: Author graph

Figure 3.7 explores the discontinuity around the threshold for the two outcomes of interest, both

at the aggregate level for all schools and by school level. Figure 3.8 disentangles the volumes

of dropouts by grade. Figure 3.9 studies the compliance of the treatment to the merging rule,

showing a clear discontinuity at the cutoff. Although the level of compliance to the rule look

high, the figure provide evidence of the occurrence of some fuzziness in the treatment compliance.

Figure 3.10 studies the discontinuity with respect to the driving distance in kilometers from

the directional school to the merged complexes, confirming the evidence on the great level of

compliance to the merging rule.
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Figure 3.8: Dropouts per Grade. Source: Author graph
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Figure 3.9: Treatment Compliance. Source: Author graph
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Figure 3.10: Driving Distance (Km) from the Directional School to the Merged Complexes.
Source: Author graph
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5 Identification Strategy

To assess the consolidation policy impact on student outcomes, we implement a continuity-based

local polynomial approximation Fuzzy Regression Discontinuity Design (fuzzy RDD hereafter).

In the general RDD framework, all units in the sample receive a score, also known as running

or forcing variable, and a treatment is assigned to those units whose score is above a known

cutoff, while those units whose score is below the cutoff are used as the counterfactual (Hahn

et al., 2001).

Fuzzy RDD is a quasi-experimental method in which the probability of receiving treatment

changes discontinuously across the threshold as a function of a running variable (Dai et al.

2018), and the compliance with treatment assignment is no longer perfect, as in the Sharp

design. 7

Since the eligibility rules were not perfectly enforced in the Italian school case, and some ineli-

gible schools received the program while some eligible schools failed to receive it, the program

eligibility assigned discontinuously based on a score and a cutoff, and the imperfect compliance

with eligibility status, makes this policy evaluation design suitable for a Fuzzy RDD where the

running variable is the number of students enrolled in a given school, and the treatment is being

a merged and/or under regent complex.

Treated and control schools may be different. As suggested by Cattaneo et al. (2017), if some

of the characteristics on which they differ are correlated with the outcomes of interest, a simple

comparison of the two groups will be misleading. For example, it seems reasonable to assume

the occurrence of a selection process into the treated group: the ”worst schools” may not be

chosen by new students and therefore experience a decrease in the number of enrolled, reaching

ultimately the merger program. The ”worst schools” therefore have a greater risk of ending up

in the treated group and a possible increase in their dropouts levels would not only depend on

the policy implementation but on the pre-existing limited quality of the schools.

In such situations, a Regression Discontinuity (RD) strategy can be used to isolate a treatment

effect of interest from all other systematic differences between treated and control groups. In

other words, the observations just above and just below the cutoff will tend to be comparable in

7In contrast to Sharp RD, in a Fuzzy RD design, the change in the probability of being treated at the cutoff
is always less than one.
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terms of all characteristics, and point estimates get rid of systematic observed and unobserved

differences between the groups.

As suggested by Calonico et al. (2018), modern RD application employ a low-order polynomial

approximation (usually linear or quadratic) only around the cutoff, ruling out all other obser-

vations further away.8

Local polynomial methods estimate the chosen polynomials using only observations near the

cutoff, separately for control and treatment observations. More formally, this approach uses

only observations in the neighborhood of the threshold, essentially between x̄− h and x̄+ h,

where h is the given bandwidth. Moreover, within this bandwidth, a kernel function k(.) as-

signs a positive increasing weight to the observations depending on their proximity to the cutoff

x̄.9

Following Calonico et al. (2014, 2017), we choose the p-th order local polynomial estimator

with the q-th order local polynomial bias correction, with triangular kernel function that as-

signs a proportionally higher weight to the observations closer to the cutoff. We also compute

the optimal fuzzy RDD data-driven bandwidth for our sample.10

Yet, this approach can be viewed formally as a nonparametic local polynomial method, in which

the fit is taken as an approximation of the unknown underlying regression functions within the

bandwidth used, with a potential misspecification of the functional form of the regression func-

tion.

In the policy change focus of this chapter, as common in practice, the treatment is assigned

using different cutoff values for different subgroups of observations. In fact, as pointed out in

section 2, while the cutoff is normally 500, it is reduced at 300 students in schools located in

mountain areas and small islands. Given this multi-cutoff RD design, we follow the commonly

8Gelman and Imbens (2018) give some cautionary advices against using higher-order polynomial in RD designs
since they might inappropriately put large weights on observations further away from the cutoff. Higher-order
polynomials tend to produce over-fitting of the data and thus unreliable results near boundary points. Local
constant fits (p = 0) exhibit some undesirable theoretical features and usually under-fit the data. In practice, the
recommended choices are usually p = 1 or p = 2, though theory and practice considers other polynomial orders
as well (Cattaneo et al., 2017).

9A kernel function may be triangular (assigning a positive weight to all observation within the bandwidth
h but declining symmetrically and linearly as the value of the forcing variable gets farther from the cutoff,
becoming zero outside h), uniform (which gives zero weight to all observations with score outside the bandwidth
but equal weight to all the observations within h) and Epanechnikov (which gives a quadratic decaying weighting
to observations within h and zero weight to the rest)(Cattaneo et al., 2017).

10We implement this two-step procedure with the the Stata routine rdrobust which reports the correct standard
errors. We run bandwidth selection with the Stata command rdbwselect, with the option msetwo for MSE -
optimal point estimation using a different bandwidth on the two sides of the cutoff.
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used approach and normalize (or center) the running variable at zero, such that all schools

face the same common cutoff value, and then apply the standard Fuzzy RDD routines to the

normalized score. However, we also consider the two different group of schools, and then each

cutoff, separately, to detect potential heterogeneous effects.

In practice we estimate the following two equations. In the first-stage equation the outcome

variable is a dummy that equals value 1 if the school is actually treated, 0 otherwise:

ActualTreatmenti = δ0 + δ1PredictedTreatmenti + δ2(a) + εi, (3.1)

where Predicted Treatment denotes the treatment eligibility established by the D.P.R. 233/1998

and reviewed in section 2 (PredictedTreatment = 1(a < 0)). δ2(a) is a polynomial of the

running variable in the continuous measure of number of students enrolled in a given school.11

In the second equation we estimate:

yji = γ0 + γ1ActualTreatmenti + γ2(a) + ui, (3.2)

where yji are the set of j dependent variables outlined in section 4 for the school i, γ2(a) is

again a continuous function of the running variable and the ActualTreatmenti is the treatment

status. Estimation results follow in the next session.

One potential concern on the validity of the chosen method is the continuity of the forcing

variable at the cutoff. In our setting, where the running variable is the number of students in a

given school, this means that schools cannot systematically manipulate the number of students

enrolled. Following Cattaneo et al. (2017), we test the continuity of the normalized forcing

variable by means of a number density tests that are reported in table 3.11 in appendix, along

with the estimated density plots and histograms. The value of the statistic used to test is

0.04913 and the associated p-value is 0.6232, for all schools of the sample. This suggests that,

under the continuity-based approach, we fail to reject the null hypothesis of no difference in the

density of treated and control schools at the cutoff, consistent with the identification assumption

11We do not include covariates because the available data on other schools characteristics would lead to a
decrease in the sample size. However, despite the inclusion of covariates is intended to increase the precision
of the RD estimates, Calonico et al. (2018) note that there is no existing justification for using additional
covariates for identification, estimation, or inference purposes, employing only continuity/smoothness conditions
at the cutoff. They also highlight the fact that this has led, in empirical practice, to the proliferation of ad hoc
covariate adjustments that may reduce the transparency of the estimation and result in noncomparable, or even
inconsistent, estimators.
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that treatment assignment around the discontinuity was “as good as random” (Amarante et

al., 2016). Figure 3.11 and 3.12 provide a graphical representation of the continuity in density

tests, exhibiting both the estimated density (fig. 3.11) and the histogram of the data (fig. 3.12).

We run the same tests distinguishing between the school levels. We find no discontinuity in the

density of treated and control USS at the cutoff, while results for the subsample of LSS provide

evidence of a sort of manipulation at 10% level of confidence.

6 Results

Obtained estimation results show that the treatment status hardly affected students outcomes.

In fact, table 3.4 and 3.5 suggest that program exposure is scarcely associated to statistically

significant variation in students dropouts and students that fail to pass to the next class. In fact,

only the percentage of students not admitted to the next class looks higher by 24.94 percentage

points in the treated USS schools, although this results is not robust to different choices of local

polynomial order.12

Table 3.6 and 3.7 explore the impact of the treatment exposure on student dropouts by cohort

and school type. Only in the 8th grade the merger policy seems to play a role in diminishing the

dropouts phenomenon. However, this result is not robust to different choice of local polynomial

order and may be biased by the evidence of manipulation given by the density test of the

running variable for the LSS reported in table 3.11 in appendix.

6.1 Heterogeneous Treatment Effects

A common question of interest in a policy evaluation exercise is “which groups are the most

affected by the treatment exposure?” A standard way to address this inquiry is to look at

heterogeneity in treatment effects with respect to the baseline sample characteristics.

We first look at potential differences with regard to geographical school characteristics, which

imply different cutoffs on the running variable as well. We therefore conduct the estimation

exercise only for schools in mountain municipalities and small islands, whose cutoff determining

12Even though results are not reported here, uniform and epanechnikov kernel functions have been tried too.
Results do not change.
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Table 3.4: Student dropouts by school type: LSS and USS. Fuzzy RD estimates.

(1) (2) (3)

VARIABLES Dropouts LSS Dropouts LSS Dropouts LSS

RD Estimate -0.0642 -0.547 -0.499

Robust 95% CI [-.538 -.192] [-3.439 -1.483] [-2.911 - 1.99]
Kernel Type Triangular Triangular Triangular
Observations 6569 6569 6569
Conventional Std. Error 0.142 1.133 1.147
Conventional p-value 0.650 0.629 0.663
Robust p-value 0.353 0.436 0.712
Order Loc. Poly. (p) 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000

(1) (2) (3)

VARIABLES Dropouts USS Dropouts USS Dropouts USS

RD Estimate 1.532 7.942 33.79

Robust 95% CI [-2.1 - 6.541] [-20.234 - 47.991] [-494.97 - 636.006]
Kernel Type Triangular Triangular Triangular
Observations 4338 4338 4338
Conventional Std. Error 1.759 15.225 259.022
Conventional p-value 0.384 0.602 0.896
Robust p-value 0.314 0.425 0.807
Order Loc. Poly. (p) 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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Table 3.5: Non admitted to the next class by school type: LSS and USS. Fuzzy RD estimates.

(1) (2) (3)

VARIABLES Not-admitted LSS Not-admitted LSS Not-admitted LSS

RD Estimate 1.738 10.77 -4.789

Robust 95% CI [-4.782 - 11.273] [-36.254 - 78.236] [-37.693 - 20.125]
Kernel Type Triangular Triangular Triangular
Observations 6665 6665 6665
Conventional Std. Error 3.526 26.433 13.554
Conventional p-value 0.622 0.684 0.724
Robust p-value 0.428 0.472 0.551
Order Loc. Poly. (p) 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000

(1) (2) (3)

VARIABLES Not-admitted USS Not-admitted USS Not-admitted USS

RD Estimate 24.94** 84.06 164.9

Robust 95% CI [4.358 - 80.545] [-238.347 - 451.248] [-1174.776 - 1429.352]
Kernel Type Triangular Triangular Triangular
Observations 4733 4733 4733
Conventional Std. Error 17.416 153.117 596.655
Conventional p-value 0.152 0.583 0.782
Robust p-value 0.029 0.545 0.848
Order Loc. Poly. (p) 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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Table 3.6: Student dropouts by cohort: LSS

(1) (2) (3)

VARIABLES Dropouts 6th grade Dropouts 6th grade Dropouts 6th grade

RD Estimate 0.146 0.788 0.756

Robust 95% CI [-.248 - .798] [-1.706 - 4.114] [-1.715 - 3.131]
Observations 6625 6625 6625
Conventional Std. Error 0.219 1.404 1.156
Conventional p-value 0.505 0.574 0.513
Robust p-value 0.302 0.417 0.567

VARIABLES Dropouts 7th grade Dropouts 7th grade Dropouts 7th grade

RD Estimate 0.0630 -0.0189 0.130

Robust 95% CI [-.335 - .475] [-2.313 - 2.001] [-3.808 - 3.943]
Observations 6609 6609 6609
Conventional Std. Error 0.158 0.933 1.764
Conventional p-value 0.690 0.984 0.941
Robust p-value 0.736 0.888 0.973

VARIABLES Dropouts grade 8th Dropouts grade 8th Dropouts grade 8th

RD Estimate -0.501** -2.527 -2.327

Robust 95% CI [-1.846 - -.054] [-17.147 - 8.71] [-9.94 - 4.819]

Observations 6638 6638 6638
Conventional Std. Error 0.352 6.025 3.537
Conventional p-value 0.154 0.675 0.511
Robust p-value 0.038 0.523 0.496

Kernel Type Triangular Triangular Triangular
Order Loc. Poly. (p) 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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Table 3.7: Student dropouts by cohort: USS

(1) (2) (3)

VARIABLES Dropouts grade 9th Dropouts grade 9th Dropouts grade 9th

RD Estimate 1.776 9.453 32.13

Robust 95% CI [-4.591 - 9.532] [-19.058 - 49.953] [-212.83 - 300.722]

Observations 4605 4605 4605

Conventional Std. Error 2.824 15.657 117.212

Conventional p-value 0.529 0.546 0.784

Robust p-value 0.493 0.380 0.737

VARIABLES Dropouts grade 10th Dropouts grade 10th Dropouts grade 10th

RD Estimate 0.843 0.643 14.70

Robust 95% CI [-3.219 - 4.61] [-13.575 - 15.95] [-216.493 - 287.126]

Observations 4589 4589 4589

Conventional Std. Error 1.523 6.337 114.043

Conventional p-value 0.580 0.919 0.897

Robust p-value 0.728 0.875 0.783

VARIABLES Dropouts grade 11th Dropouts grade 11th Dropouts grade 11th

RD Estimate 1.420 11.95 43.51

Robust 95% CI [-1.982 - 6.242] [-21.952 - 59.04] [-327.06 - 483.219]

Observations 4583 4583 4583

Conventional Std. Error 1.665 18.196 184.557

Conventional p-value 0.394 0.511 0.814

Robust p-value 0.310 0.369 0.706

VARIABLES Dropouts grade 12th Dropouts grade 12th Dropouts grade 12th

RD Estimate 1.192 -0.113 1.109

Robust 95% CI [-3.957 - 6.074] [-23.68 - 19.393] [-64.4 - 65.42]

Observations 4535 4535 4535

Conventional Std. Error 1.958 9.148 28.783

Conventional p-value 0.543 0.990 0.969

Robust p-value 0.679 0.845 0.988

VARIABLES Dropouts grade 13th Dropouts grade 13th Dropouts grade 13th

RD Estimate 0.0821 -0.823 -2.498

Robust 95% CI [-2.07 - 1.701] [-7.997 - 4.778] [-37.862 - 28.769]

Observations 4509 4509 4509

Conventional Std. Error 0.720 2.645 14.745

Conventional p-value 0.909 0.756 0.865

Robust p-value 0.848 0.621 0.789

Kernel Type Triangular Triangular Triangular

Order Loc. Poly. (p) 0.000 1.000 2.000

Order Bias (q) 1.000 2.000 3.000

Note: *** p¡0.01, ** p¡0.05, * p¡0.10. Standard errors clustered at the province level.
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the treatment status is set at 300 students. Table 3.8 shows the results for the two dependent

variables of interest and by school level, which are suggestive of a statistically insignificant effect

of the program on student outcomes.

Furthermore, we restrict the sample of treated school to those far away from the directional

school at least 10 kilometers. Results are presented in table 3.9. Even though findings are not

robust to the chosen local polynomial order, the local estimates show a negative impact of the

program exposure on both dependent variables: student dropouts and students that fail to pass

to the next class seem higher in treated and far away schools.13

Finally, we focus on the different categories of USS. In fact in the Italian system, after the

LSS path, a student faces different school choices, which vary from Lyceums to Technical and

Professional Institutes, Music Conservatory, Academy of Arts and National Dance Academy.

Given the available data, a robust sample size is possible only for Lyceums, Technical and

Professional Institutes. Results reported in table 3.10 are not suggestive of any significant

heterogeneous effect with respect to the USS school typology.

13We conducted the estimation disentangling by school level and the USS seem the ones that tow the overall
effect.
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Table 3.8: Treatment effect in mountain municipalities and small islands

Lower Secondary Schools
(1) (2) (3) (4) (5) (6)

VARIABLES Dropouts Dropouts Dropouts Not admitted Not admitted Not admitted
RD Estimate -0.645 -0.266 -0.262 -5.815 -6.331 -2.298

Robust 95% CI [-2.179 - .526] [-.654 - .18] [-.661 - .166] [-34.033 - 10.188] [-20.788 - 5.436] [-8.948 - 5.027]
Kernel Type Triangular Triangular Triangular Triangular Triangular Triangular
Observations 1697 1697 1697 1744 1744 1744
Conventional Std. Error 0.548 0.194 0.195 9.013 5.740 3.321
Conventional p-value 0.239 0.170 0.178 0.519 0.270 0.489
Robust p-value 0.231 0.265 0.240 0.291 0.251 0.582
Order Loc. Poly. (p) 0.000 1.000 2.000 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000 1.000 2.000 3.000
Upper Secondary Schools

(1) (2) (3) (4) (5) (6)
VARIABLES Dropouts Dropouts Dropouts Not admitted Not admitted Not admitted
RD Estimate 5.169 -1.323 -1.568 -110.9 -15.99 -10.20

Robust 95% CI [-7.313 - 39.221] [-12.357 - 11.221] [-12.204 - 9.831] [-1477.815 - 2583.697] [-70.381 - 51.669] [-46.377 - 27.578]
Kernel Type Triangular Triangular Triangular Triangular Triangular Triangular
Observations 707 707 707 810 810 810
Conventional Std. Error 9.526 5.115 5.015 867.551 26.681 16.278
Conventional p-value 0.587 0.796 0.754 0.898 0.549 0.531
Robust p-value 0.179 0.925 0.833 0.594 0.764 0.618
Order Loc. Poly. (p) 0.000 1.000 2.000 0.000 1.000 2.000
Order Bias (q) 1.000 2.000 3.000 1.000 2.000 3.000

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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Table 3.9: Treated school far away from the directional school at least 10 Km

(1) (2) (3)
VARIABLES Dropouts Dropouts Dropouts

RD Estimate 2.305* 7.921 28.92

Robust 95% CI [-.416 - 8.628] [-16.61 - 46.485] [-251.717 - 316.137]
Observations 7412 7412 7412
Conventional Std. Error 1.952 14.203 129.387
Conventional p-value 0.238 0.577 0.823
Robust p-value 0.075 0.353 0.824

VARIABLES Not admitted Not admitted Not admitted

RD Estimate 27.36** 212.0 255.4

Robust 95% CI [3.647 - 97.288] [-2342.111 - 3216.67] [-3753.949 - 4080.582]
Observations 7722 7722 7722
Conventional Std. Error 21.343 1237.5 1776.4
Conventional p-value 0.200 0.864 0.886
Robust p-value 0.035 0.758 0.935

Kernel Type Triangular Triangular Triangular
Order Loc. Poly. (p) 0 1 2
Order Bias (q) 1 2 3

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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Table 3.10: Estimation results by USS typology

Lyceums
(1) (2) (3) (4) (5) (6)

VARIABLES Dropouts Dropouts Dropouts Not admitted Not admitted Not admitted

RD Estimate 0.163 5.026 3.090 5.376 15.95 24.5

Robust 95% CI [-2.015 - 2.022] [-60.614 - 80.449] [-64.082 - 87.624] [-2.044 - 22.458] [-26.849 - 80.272] [-110.395 - 163.75]
Observations 1539 1539 1539 1635 1635 1635
Conventional Std. Error 0.744 31.062 33.759 5.46 24.05 62.098
Conventional p-value 0.827 0.871 0.927 0.325 0.507 0.693
Robust p-value 0.997 0.783 0.761 0.102 0.328 0.703

Professional Institutes

RD Estimate 0.407 15.43 5.997 16.3 -22.22 -8.891

Robust 95% CI [-21.314 - 20.425] [-325.557 - 315.894] [-69.996 - 88.214] [-57.932 - 159.23] [-297.223 - 268.948] [-99.509 - 90.06]
Observations 1079 1079 1079 1227 1227 1227
Conventional Std. Error 8.224 140.143 36.166 47.08 124.721 42.584
Conventional p-value 0.96 0.912 0.868 0.729 0.859 0.835
Robust p-value 0.967 0.976 0.821 0.361 0.922 0.922

Technical Institutes

RD Estimate -0.157 0.453 2.481 6.882 32.12 10.05

Robust 95% CI [-4.256 - 2.948] [-9.95 - 14.033] [-15.224 - 22.854] [-6.599 - 34.134] [-122.505 - 219.794] [-62.35 - 75.618]
Observation 1516 1516 1516 1635 1635 1635
Conventional Std. Error 1.441 5.247 8.639 9.035 72.763 31.203
Conventional p-value 0.913 0.931 0.774 0.446 0.659 0.747
Robust p-value 0.722 0.739 0.695 0.185 0.577 0.851

Kernel Type Triangular Triangular Triangular Triangular Triangular Triangular
Order Loc. Poly. (p) 0 1 2 0 1 2
Order Bias (q) 1 2 3 1 2 3

Note: *** p < 0.01, ** p < 0.05, * p < 0.10. Standard errors clustered at the province level.
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7 Final Remarks and Discussion

Starting from the crucial role of the human capital in the process of economic growth, we aimed

to assess the impact of the consolidation process that involved the Italian Secondary Schools

- the main “producers” of human capital. We exploited the fuzzy discontinuity in treatment

regime induced by the number of students enrolled in a given school to evaluate the impact of

mergers on two categories of student dropout behaviour: voluntary dropouts and grade reten-

tion.

Estimation results of a continuity-based local polynomial approximation Fuzzy RDD show that

the program exposure is scarcely associated to statistically significant variation in students

dropouts and failure to progress. In fact, only the percentage of students not admitted to the

next class looks higher by 24.94 percentage points in the treated USS schools. We also find

evidence of heterogeneous effects with respect to the driving distance from directional schools

to merged complexes. Indeed, the student dropout behaviour seems higher in treated schools

far away at least 10 Km from the directional schools. This provides an insight on the potential

causality channels that may drive the treatment effect. Indeed, the SP responsibilities appear

substantially aggravated with the program exposure and the geographical distance from the

merged schools he or she is in charge to run appears as an additional cost for the SP that

contribute to isolate the merged school complexes, whose school-specific needs are not satisfied.

Thus, the school consolidation process seems as a cost-saving policies from a public finance

point of view that may fail in considering the indirect costs arising in term of poorer school

performance, which may later produce labor market inequalities due to losses in human capital

accumulation.

School merger programs are not limited to the Italian case but have been embraced by many

other countries, such as China (Mo et al., 2012), United States (Logan, 2018), Denmark

(Beuchert et al., 2018), and Netherlands (De Haan et al., 2016). Thus, we added to the relevant

literature by providing some evidence on the impact of such consolidation policies on student

achievement in an additional educational framework.

The analysis presents some limitations. First, the effect of these policy changes on student

performance may depend on the years of exposure to the consolidation program. Since we do

not observe multiple periods, we are not able to explore this possibility. In addition, we do not

122



have any information on SP characteristics, such as tenure or management skills, and student

cognitive and non-cognitive skills, that the existing literature claims as a determinant of school

performance.

Finally, the applied methodology produces estimations of treatment effect that are very local

in nature and tend to have a little external validity. However, compared to more conventional

quasi-experimental methods, such as the Differences in Differences approach, the Local Average

Treatment Effect, also known as LATE, resulting from the RDD estimation, has substantially

a higher internal validity and is less sensitive to boundary-related problems and outliers.
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Appendix

Table 3.11: Density tests of the running variable

Sample T-statistic p-value Obs

All schools 0.4913 0.6232 11400
LSS 1.7581 0.0787 6665
USS 1.3421 0.1796 4735

Source: Author elaboration
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Figure 3.11: Estimated Density - All schools.
Source: The author
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Figure 3.12: Histogram - All schools. Source:
The author

128



0
2
0
0

4
0
0

6
0
0

8
0
0

F
re

q
u
e
n
c
y

−400 −200 0 200 400 600
Normalized Number of Students Enrolled

Figure 3.13: Histogram - LSS. Source: The author
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Figure 3.14: Estimated Density - LSS. Source: The author
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Figure 3.15: Histogram - USS. Source: The author
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Figure 3.16: Estimated Density - USS. Source: The author
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