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Abstract

The widest employment of electromagnetic (EM) waves is probably in the telecom-
munication area. Nevertheless, the potential of electromagnetism goes beyond
telecommunication and can find application in a variety of fields. Structures such
as antennas and resonant cavities allow the generation of well-known EM fields that
is possible to use in a controlled way. In this thesis, different uses of EM field are
proposed, involving different areas. As a high power application, in the agriculture
sector, a model to evaluate the feasibility of using EM waves to disinfect the su-
perficial layer of the soil is presented. The variation of the dielectric constant due
to the raise in temperature is taken into account and power and time of irradiation
to obtain the desired profile of temperature of the soil is determined. A medium
power application uses a resonant cavity as a (temperature) controlled environment
in which an enzymatic reaction takes place in an aqueous solution. The yield of
the reaction is compared with the yield obtained using conventional heating. As a
low power application, healthcare sector is considered, and the design of an array
of coil on a flexible substrate for magnetic resonance is presented. Furthermore,
a numerical evaluation of the EM field, inside a full blood bag, is carried out, to
compare it with the EM field generated by an RFID reader intended to be used for
identification of blood bags.
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1. Introduction

In these days electromagnetics is present in most aspects of our life. Electro-
magnetic waves have been studied since the XIX century and in the past century,
the advances in different technological fields has brought to a widespread use of
electromagnetics. Besides, electromagnetic waves have different characteristics and
behavior and interact differently with the matter depending on their frequency (or
wavelength). Therefore, for their nature, they can be used in very different ways
and applications [1].
In figure 1.1 it is shown that the electromagnetic spectrum includes radio and

microwaves, as far as infrared, visible light, ultraviolet and high energy waves such
as X-rays and gamma rays, each of which can have application in various fields [2].
In the visible spectrum for example, sources of light, such as incandescent or

fluorescent bulbs, have been used for over a hundred years for lighting homes,
buildings and streets while today the more energy efficient LEDs (Light Emitting
Diodes) are replacing them. The same principles on which are based LEDs can be
used to build LASERs (Light Amplification by Stimulated Emission of Radiation),
a coherent source of light that can be used in telecomunication (as signal source
for optical fibers), or for mechanical manufacturing (cut, soldering, etc...) or even
in medical field such as for laser eye surgery. X-ray radiations also have medical
application and can be used for radiography, which is a 2D mapping of the absorpion
of a part of the body, or the more sophisticated Computer Tomography (also know
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1. Introduction

Figure 1.1 Electromagnetic spectrum

as CT scan) which allows to obtain a 3D mapping of the body. Infrared application
have mainly military application, such as search and target acquisition, localization
and tracking, identification and recoinnance, weapon guidance or self-guidance.
Outside of the military applications, infrared technology are used to the detection
of tumors, to inspection functionality in industrial production such as temperature
control and measurements, or in the field of security and environment protection
such as detection of intruders or measurement and monitoring of pollution.
Microwave spectrum has been used mainly for telecommunication purposes [2].

The propagating characteristics of the electromagnetic waves at these frequencies
allows to transmit information over long distances. A point-to-point transmission
in line-of-sight has very good performances. To overcome the roundness of the earth
for very long distances, a number of repeaters can be used, installed approximately
every 50 km, and a radio link is obtained. Exploiting the propagation in the tro-
posphere, it is possible to create a radio link without the use of repeaters beyond
the optical horizon, but the reception is weak and fluctuating. To get through this
problem, satellite have been used as repeater to achieve longer distances with a
reduced number of repeaters.
Another important application of microwaves is a RADAR system (RAdio Detection

And Ranging ), which is a system that transmits electromagnetic waves in a given
part of space and receives the waves reflected by the various targets, with the aim
to obtain information about them, such as horizontal position, their height, their
speed and possibly their shape. Radar systems were born for detecting aircrafts and
had a development for military purposes. Over the years the increasing processing

2



power allowed to obtain better performance and new features such as automatic
target tracking. Even if a radar, to be capable of detecting targets at very long
distances, needs to use very high power, it is more a telecommunication application
due to the importance of the processing of received signals to obtain information
on the target.
Another field of application is in the study of signals coming from the universe

which is the aim of radioastronomy. Radio emission due to remote celestial object
are as weak as 10´12 µW. The cosmic radiation extends from the γ-rays, X-rays
and ultraviolet rays through the optical and infrared domain, to radio waves. most
of the cosmic radiation in the electromagnetic spectrum is absorbed by the water
vapour and carbon dioxide in the atmospheric layers or reflected back in space by
the ionosphere, surrounding the earth. Only a few narrow windows in the visible,
infrared and radio wavelengths allow us to peer at the sky from the earth. The radio
astronomical bands range from 10 MHz to 300 GHz and can be detected by large
modern radio telescopes which provide both high angular resolution and sensitivity.
Other important applications of microwaves goes under the name of Industrial,

Scientific and Medical (ISM) applications. The International Telecommunication
Union’s (ITU) Radio Regulations (RR) [3] defines

ISM Applications: Operation of equipment or appliances designed to
generate and use locally radio frequency energy for industrial, scientific, medi-
cal, domestic or similar purposes, excluding applications in the field of telecom-
munications

Industrial applications are typically related to microwave heating [4]. When a
material containing water is exposed to microwaves, the water molecules (which
have an electric dipole) rotate so as to align their own dipole along the oscillating
field direction so that the energy of the field is converted into thermal energy. To
evaluate the increase of temperature, a good knowledge of the field distribution and
the heat parameters are required to solve the heat transfer equation. Microwave
heating leads to a quicker heating than with conventional processes (the penetration
is much greater than in infrared so the heating process is more advantageous than
with hot air).
Medical applications are mainly related to hypertermia therapy, for the treatment

of cancer. In this process, the aim is to bring the tumors tissues to a temperature
of 43 ˝C. To avoid superficial burns and to allows the heat to go deep up to several
centimeters a suitable cooling system for the superficial part of the body (water
bolus is used.
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1. Introduction

Scientific application can be very different from each other. An example is in the
high energy applications, in which the electromagnetic field is used to supply energy
to the system. In a thermonuclear fusion for example, where the plasma needs to
be heated up, an electric current is used to induce a magnetic field to confine the
plasma and to heat it exploiting Joule effect. In a similar way, particle accelerators
uses electromagnetic field of high intensity but low voltage (respect to that required
by a Van de Graaf accelerator) to let the particles to achieve high energies.
Finally, different kind of sensor uses electromagnetic waves for various applica-

tions. Using active sensors that exploit the doppler effect, volumetric detection
(industrial tank gauging), velocity sensor or in general, detection of moving object
are possible. On the other hand passive sensor are used in radiometry application,
which are mainly used for temperature control such as in hypertermia or industrial
processes, or again in medical diagnosis and imaging.
The next of this thesis works presents four different uses of microwaves in fields

such as agricultural, industrial chemical processes and medical applications. The
agricultural applications is for the disinfection of soils and provides the tools to
design a disinfection procedure suitable for a given terrain of known characteristics,
for the elimination of a specific bacteria, keeping the temperature to the critical
value for the required amount of time.
As industrial application, a resonant cavity is used as a controlled environment,

to irradiate a solution in which an enzymatic reaction occurs. The presented design
procedure allows to obtain the parameters to set up the system to work at the
required temperature, and has as objective to provide an apparatus which allows to
relate the electromagnetic field to the kinetic parameters of the reaction considered.
Finally, in the second part, two medical-related applications are presented. In

the first one, a flexible (easily adaptable to any body part) array of coils to be used
as receiver coils for magnetic resonance imaging is designed and a prototype has
been measured to verify its performances. In the second application, the influence
of an RFId system, used for blood bag traceability, is examined and a numerical
estimation of the field in the blood due to the typical electromagnetic fields produced
by the RFId reader has been carried out, considering the raise in temperature due
to a continuous exposition (worst case) of the field.
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Part I.

Industrial and Scientific
Applications
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2. Soil Disinfection

Nowadays the scientific community’s interest in biological and sustainable agri-
culture is widespread. “Bio-Agriculture” identifies precise cultivation methods,
which allow the exclusive use of natural substances excluding chemical products,
namely herbicides and pesticides. The health state of soil is a major concern in
bio-agriculture. As a matter of fact, in this dynamic and complex system, many
potentially harmful organisms are present. Well-known pathogens are bacteria, ne-
matodes, Streptomycetes and fungi, such as Micrococcus agilis, Pseudomonas flu-
orescens, Bacillus licheniformis, Radopholus citrophilus, Verticillium dahliae, and
Fusarium oxysporum. These biological populations damage the soil equilibrium,
consuming nutrients and altering the chemical micro-environment conditions [1–4].
To control, or completely eliminate, the presence of risky and noxious agents, pes-
ticides, e.g., Toxaphene [5], have been traditionally used for a long time. However,
chemicals can exert harmful effects on plants, agricultural products, and humans
[6] and therefore the current trend is to avoid their use. Different strategies and
techniques have been investigated to reach such goal. The most popular is biore-
mediation, i.e., the pest management using other antagonist biological organisms,
e.g., Lumbricus terrestris and Coccinellidae [7–9].
The main alternative to bioremediation is the use of electromagnetic energy, in

particular at microwave frequencies, to increase the soil and pathogens temperature,
maintaining a high enough temperature for a sufficient time in order to inhibit

7



2. Soil Disinfection

Clay Silt Sand Gravel

ă 0.002 0.002˜ 0.05 0.05˜ 2.0 2.0˜ 50.0

Table 2.1 Classification of soil granulometric classes (diameter size in mm) (Soil Conser-
vation Service, 1987)

and/or eliminate the soil pathogens without affecting the soil organic properties [1,
10, 11].
The main studies on soil response to microwave irradiation were conducted using

radar remote sensing [12–16] and free-space techniques [17, 18] or driving structures,
such as rectangular waveguides[19]. Furthermore, the studies on soil irradiation
focused on the frequency response of the soil (on the determination of the electric
parameters), i.e. the quantification of electric permittivity of several soil layers
taking into account the content of water or moisture, [17, 20, 21] but also on the
prediction and prevention of possible hydrological phenomena in areas with risk
through satellite and geo-radar detection [22].
Regarding agricultural soils, nowadays the issue of the elimination of pathological

agents is perceived as fundamental, especially when considering the quality of the
cultivated products. In fact, soils are inhabited by very active populations, namely
algae, fungi, and fungine roots, but also viruses, nematodes, and, finally, protozoa.
Most of them find nutrients within the superficial layers of soil, mainly containing
decomposing organic matter and humus. Since many biological species which are
present in the soil can be pathogenic, the agricultural soil must be disinfected with-
out affecting the organic nutrients, preserving good flora and fauna and eliminating
the aforementioned harmful agents.
The present work provide a procedure to devise the disinfection of a terrain, aimed

to the elimination of a known agent, by the knowledge of the physical characteristics
of the soil and its moisture.

2.1. Soil Characterization

2.1.1. Physical Soil Properties

Soil is defined as a mixture of fragmented and eroded minerals, of decomposing
organic matter and a certain amount of water and air. The main soil components
are four and they are listed in Table 2.1. These features, i.e. its composition, in-
fluence the soil texture, which is an important characteristic identifying how the
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2.1. Soil Characterization

studied ground retains water or moisture, which is a relevant, if not critical, pa-
rameter strongly influencing the value of the dielectric constant. Therefore, water
and moisture amounts are fundamental quantities in the comprehension of the phe-
nomenon here considered, i.e. soil disinfection. Since soil is a porous medium, it is
possible to recognize in its texture macro-pores, which have a diameter greater than
60 µm, and micro-pores, with a diameter less than 10 µm. Typically, for farmland,
porosity is around 70%. Such pores can be filled with water or air. If they mainly
contain air, the soil can be classified as dry or sandy ; on the other hand, if they are
mainly filled in by water, the soil is called clayey, i.e. saturated soil. In pores, wa-
ter can be found in different states: vapor, free and bound water, depending on the
soil composition, which influences the affinity between water molecules and solid
surfaces, leading to a different response of its electric dipoles to the applied MW
energy. Therefore, it is necessary to define the hydrological field capacity (FC) as a
function of the water content (humidity) in the soil, which varies depending on the
ground porosity [20]

FC “ 25.1´ 0.21 ¨ S ` 0.22 ¨ C (2.1.1)

where S and C are the percentages of sand and clay, respectively. From FC it is
possible to obtain the volumetric amount of water (mv), simply dividing the water
fractional volume by the soil bulk density.

2.1.2. Soil Dielectric Constant

In order to establish the soil behavior under microwave exposition, it is necessary
to determine the value of its relative dielectric constant (εsoil) for humidity ranging
from 0 ÷ 10% (dry soil) to 30 ÷ 40% (wet soil), and also 50 ÷ 90% (peat). Usually,
the soil behavior under radiation can also be measured using frequency domain or
time domain reflectometry. But, since these techniques are expensive, in this work
we actually exploited the empirical model developed by Hallikainen [17] and Dobson
[23], i.e. equation (2.1.2), to quantify such physical parameter (both the real and
the imaginary parts, ε1s and ε2s, respectively):

εsoil “ pa0 ` a1 ¨ S ` a2 ¨ Cq ` pb0 ` b1 ¨ S ` b2 ¨ Cqmv ` pc0 ` c1 ¨ S ` c2 ¨ Cqm
2
v

(2.1.2)
in which aj , bj , and cj are fitting parameters, reported in Table 2.2, which depend
on the working frequency, and j refers to the soil component, i.e. 0 for none, 1 for
sand, 2 for clay.
For the purpose of this work the temperature dependency, mainly due to the

water, needs to be kept into account. To introduce the temperature in the dielectric

9



2. Soil Disinfection

Frequency ε “ pa0 ` a1 ¨ S ` a2 ¨ Cq ` pb0 ` b1 ¨ S ` b2 ¨ Cq ` pc0 ` c1 ¨ S ` c2 ¨ Cq
[GHz] a0 a1 a2 b0 b1 b2 c0 c1 c2

ε1
1.4 2.862 -0.012 0.001 3.803 0.462 -0.341 119.006 -0.500 0.633
4 2.927 -0.012 -0.001 5.505 0.371 0.062 114.826 -0.389 -0.547

ε2
1.4 0.356 -0.003 -0.008 5.507 0.044 -0.002 17.753 -0.313 0.206
4 0.004 0.001 0.002 0.951 0.005 -0.010 16.759 0.192 0.290

Table 2.2 Hallikainen coefficients to evaluate real and imaginary part of dielectric constant

constant of soil, a weighted mean of the permittivity of the soil components (air,
solid particles and water) has been calculated. For the dielectric constant εp of
the particles, it can be used equation (2.1.2) with null mv. Unfortunately the
coefficients aj , bj , and cj , are not given at the working frequency of 2.45 GHz, so a
mean between the values of εp evaluated at the two frequencies, 1 GHz and 4 GHz,
is used. For the dielectric constant of water εw, the complex model of Ray [24] is
used, so that the dependency of the temperature in now introduced. Finally, having
the three dielectric constants, a weighted mean is calculated, using as weights the
corresponding volume fraction for every component. Let be θa, θw and θp the volume
fraction of air, water and particles respectively, and using the same subscripts, be
εa, εw and εs the permittivities of the components. Then dielectric constant of the
mixture is obtained as

ε1soilpT q “ θwε
1
w ` θsε

1
p ` θaε

1
a

ε2soilpT q “ θwε
2
w ` θsε

2
p

(2.1.3)

where, by definition, θw “ mv. To determine the volumetric fraction of the solid
particles it can be used the porosity P [23], defined as

P “ 1´
ρb
ρp

(2.1.4)

which represents the empty space inside the mixture, where ρb is the density of the
bulk soil (i.e. dry soil, without water) and ρp is the density of the solid particles
(i.e. soil without air and water). Knowing the volumetric fractional content of
water θw “ mv, the space filled by the air is then θa “ P ´mv while for the solids
θp “ 1´ P .

10



2.2. Heat Transfer

2.1.3. Soil Biological Environment

Soil is a living medium, in fact, thanks to water and air circulating in pores,
and also to nutrients, it represents a favorable environment for microbial life. Bac-
teria, fungi, plants, and animals, e.g. invertebrates and small vertebrates, find
suitable conditions to survive and reproduce, creating a fragile interacting dynamic
system.[3, 25] Each of them has a specific role, function, and position in the soil
matrix, but it is necessary to distinguish between pathological and risky agents
[26] (nematodes, fungi, and parasites) and favorable organisms, e.g. earthworms.
These biological entities are mainly composed by water, ranging from 80 to 90%,
and hence represent a target to MW energy. The studies performed by Komarova
[1] underlined that microwaves exert a lethal influence on bacteria, thanks to the
remarkable increase in temperature and to the bio-effects of non-ionizing radiations,
the explanation of which remains, in part, still unclear [10, 11, 27].
Actually, some harmful agents are able to withstand high temperatures, keeping

alive several colonies, even for long times of exposition. Experimental findings show
that the treatment efficiency is strictly related to the exposure time, therefore, to
reach the lethal temperature, such information should be related to power levels and
soil properties, so that future in situ actions can be designed and undertaken[18].
In this study, we assume that the temperature of 60 °C must be reached for about 7
min of exposition within a layer about 3-cm thick, this value was chosen according
to the information from Soil Survey Division Staff (1993). Since the temperature
would rise with time for a constant microwave applied power, i.e. the heat source
within the soil volume, the exposure time has to be carefully regulated for a few
minutes by a suitable reduction of the horn power or turning off the generator. But
more insight in the critical parameters for the performance of soil disinfection has
to be provided.

2.2. Heat Transfer

The main parameter to guarantee the efficiency of the disinfection is the temper-
ature. In this application the temperature is indirectly controlled by means of the
electromagnetic field, which is used to supply energy to the soil.
To determine the temperature it is necessary to evaluate how the heat distribute

within the soil. Due to the high losses of the soil caused by the presence of water, the
field is more intense close to the surface and it vanishes as the depth increases. This
leads to a higher heat generation in proximity of the surface and a lower heating
deep in the soil. Similarly, the temperature resulting from this heating will follow

11



2. Soil Disinfection

the same trend. Intuitively, the gradient of temperature brings to an exchange of
heat from the hot zones to the cold deeper zones. The heat flux that occurs in
presence of a difference in temperature is due to a phenomenon called conduction
and it is one of the three ways of heat transfer.
While the heating of the soil is underway, there is a difference of temperature

between soil and air. If the air is stationary, e.g. no macroscopic motion take place
in the fluid, an heat flux would exists through the interface, due to conduction
phenomenon. But in general a bulk fluid motion exists. If we assume a motion
along the interface, a slowed-down layer of the fluid close to the surface, called
boundary layer, absorbs heat from the soil, sweeps it downstream and then the heat
is mixed on the stream. This carry of heat due to the motion of a fluid is the second
mode a heat transfer can occur and is known as convection .
For the sake of completeness, the third mechanism of heat transfer, called ra-

diation , is briefly explained. Every body at a nonzero temperature constantly
emits thermal radiation. The energy of this radiation is transported by electro-
magnetic waves and the intensity of the radiation depends upon the temperature
of the body and the nature of its surface. Contrary to conduction and convection,
radiation heat transfer doesn’t require the presence of a material medium. Actually
it is more efficient in vacuum, in which conduction and convection are suppressed.
Since the thermal radiation varies as the fourth power of the absolute temperature,
this phenomenon can be neglected at low temperatures.
The next sections are devoted to present the formalism to quantify the heat fluxes

due to the mechanisms of conduction and convection of heat.

2.2.1. Conduction

It is well known from the thermodynamics that temperature is related to micro-
scopic quantities such as kinetic energy of molecules. Naturally, higher temperature
are associated to higher molecular energies and conduction can be seen as the energy
transfer from the more energetic to the less energetic particles.
As a straightforward example let’s analyze what happens within a gas in which

a temperature gradient exists. Consider an imaginary plane orthogonal to the
direction of temperature increase, so that on one side of the plane the particles are
more energetic than on the other side. Even assuming absence of collisions between
the particles, they continuously cross the plane, so that the hottest particles goes
to the cooler region and the colder ones goes toward the hotter region. In this
situation a net transfer of energy take place and the heat goes from the high to the
low temperatures. If any collision arises the process is heightened. The tranfer of

12



2.2. Heat Transfer

energy due to the random motion of the particles is a process of diffusion of energy
and is governed by the diffusion equation [28], which is used to describe a number
of physical problems.
The same reasoning is valid for fluids in which molecules are closer to each other

and interaction between them are more frequent. In solids, it can still be considered
the same effect but in this case the molecules are bounded together and energy
exchange is due to lattice vibrations.
For a quantitative analysis of heat flux due to conduction in a medium, from

a macroscopic point of view, two experimentally observed behaviors need to be
noticed, which where stated by Joseph Fourier in his book Théorie Analitique de la
Chaleur in 1822, in the empirical law that now bears his name:

Fourier Law: the heat flux, q (W{m2), resulting from a thermal conduc-
tion is proportional to the magnitude of the temperature gradient and opposite
to it in sign.

which, if we call k the coefficient of proportionality, can be written as

qx “ ´k
dT

dx
(2.2.1)

where k is called thermal conductivity. A simple dimensional analysis of (2.2.1)
reveals that k have to be measured in W m´1 K´1.
Clearly, equation (2.2.1) refers to a 1D stationary case. In the more general case,

the temperature depends on position and time, i.e. T “ T px, y, z, tq “ T p~r, tq, and
for a fixed time ti and a constant value of temperature Tj , the equation T p~r, tiq “ Tj

defines an instantaneous isothermal surface.
To complete the problem in the 3D space, two other equations analogous to

(2.2.1) are introduced, for both directions y and z, leading to the system

qx “ ´k
BT p~r, tq

Bx

qy “ ´k
BT p~r, tq

By

qz “ ´k
BT p~r, tq

Bz

(2.2.2)

Now, if we recognize in the heat flux a vector quantity, ~q “ pqx, qy.qzq, and using the
gradient definition ∇ “

´

B
Bx ,

B
By ,

B
Bz

¯

, the previous equation (2.2.2) can be rewritten
as

~q “ ´kp~r, T q ∇T p~r, tq (2.2.3)

13



2. Soil Disinfection

where the thermal conductivity coefficient, k, has been considered in the most gen-
eral case in which can be function of both position and temperature k “ kp~r, T p~r, tqq.

Thermal conductivity is a property of the matter that quantify the rate at which
energy is transferred by the diffusion process. It is strongly influenced by the
structure of the matter and then by its physical state. In general the thermal
conductivity of a solid is larger than that of a liquid, which is larger than that of a
gas. In the equations (2.2.2), the implicit assumption of isotropic material has been
done, which means that thermal conductivity has been considered the same in every
direction, kx “ ky “ kz “ k. Another common property of most materials is that
they are nearly homogeneous, so that k “ kpT q, is independent of the position.
Unfortunately, the temperature dependency is strong, unless to consider a very
restricted range of temperature. Usually, thermal conductivity of gases increase
with temperature at low pressures, while it may raise or fall for liquids and solids.
In any case, k needs to be determined to solve (2.2.3).
The three dimensional expression of Fourier Law alone (2.2.3) is not enough to

solve heating problems and require some additional considerations. In particular,
since heat flux and temperature depend on each other, a method to eliminate heat
flux from the equation is required.
To solve this situation, the First Law of Thermodynamics comes to help, that

states:

First Law of Thermodynamics : Energy cannot be created or de-
stroyed in an isolated system.

where an isolated system is a system that can’t exchange matter or energy (work
or heat) with the outside. Of course an isolated system is very restrictive, and in
practice we find closed systems, which can’t exchange matter with the outside but
energy is allowed, or open systems, which can exchange matter and energy. If the
former is considered, the first law can be written [29], in a rate basis (i.e. over the
time), as

Q “W `
dU

dt
(2.2.4)

where Q is the heat exchanged, W is the work done by (or on) the system and U
is the internal energy of the system. Both Q and W are measured in J{ s or W,
while U is measured in J. The term dU{dt is the rate of change of internal thermal
energy over time.
In the (2.2.4), work can assume different expressions. For example, if the only

work considered is due to compression or expansion of a gas, it assumes the well
known form p dV , where p is the pressure and dV is the change in volume. In the
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2.2. Heat Transfer

special case in which no work is done (i.e. constant volume), equation (2.2.4) says
that the heat transfer is due only to the change in internal energy.
As stated previously in the chapter, temperature is related to the energies of

molecules, the sum of which yields the internal energy of the system. That said,
it is possible to express the internal energy in function of the temperature of the
system. Actually, the internal energy of a complex system can’t be measured, but
using the definition of a closed system (wtih no work), it can be said that to an
amount of heat given to the system, corresponds an increase of internal energy so
that a raise of temperature is observed. Even if we can’t measure the internal energy,
its variation can be quantified as the amount of heat given to the system. The ratio
between the heat supplied to the system and the reciprocal raise in temperature,
for a given amount of matter, m, is a property of the matter [30]

C “
Q

∆T
rJ{Ks (2.2.5)

and is called heat capacity or thermal capacity. This quantity is an extensive prop-
erty, which means that it depends on the amount of matter considered, but it can be
expressed per unit of mass, making it an intensive property, which is called specific
heat capacity

c “
Q

m∆T
rJ kg´1 K´1s (2.2.6)

With this definition in mind, and taking into account equation (2.2.4) with zero
work, we can relate the internal energy of the system to the change in temperature

Q “
dU

dt
“ mc

dT

dt
(2.2.7)

which is the relation being sought.
Now considering a finite volume R, delimited by its surface S, with outward unit

normal vector ~n, the heat flux leaving the region through an infinitesimal element
of surface dS can be written as

p´k∇T q ¨ p~ndSq (2.2.8)

Inside the volume, a generation (or consumption) of heat can take place. For
example, if an external electromagnetic field is applied, it causes an heating of the
volume, which has to be considered in the heat balance. Referring to this term as
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2. Soil Disinfection

P p~rq [W{m3] the heat collected in the region R is

Q “ ´

¿

S

p´k∇T q ¨ p~ndSq `
ż

R
P dR (2.2.9)

Using equation (2.2.7), referred to an infinitesimal element of volume dR, and in-
troducing the density of the matter ρ [kg{m3]

dQ “

ˆ

dm

dR

˙

c
dT

dt
dR “ ρc

dT

dt
dR (2.2.10)

the rate of energy increase in the whole volume becomes

Q “

ż

R
ρc
BT

Bt
dR (2.2.11)

where the partial derivative is used because T is function of both~r and t. Combining
(2.2.11) with (2.2.9) we obtain

ż

R
ρc
BT

Bt
dR “

¿

S

pk∇T q ¨ p~ndSq `
ż

R
P dR (2.2.12)

Now using the divergence theorem which states that for any continuous function of
position ~A the following equivalence stands

¿

S

~A ¨ ~n dS “

ż

R
∇ ¨ ~A dR (2.2.13)

equation (2.2.12) becomes, after rearranging [29]

ż

R

ˆ

∇ ¨ k∇T ´ ρcBT
Bt
` P

˙

dR “ 0 (2.2.14)

The final step is to notice that equation (2.2.14) to be true in any arbitrary region
R needs its integrand to vanish, so that

ρc
BT

Bt
“ ∇ ¨ pk∇T q ` P (2.2.15)

which is the heat conduction equation in a three dimensional space. It is worth to
remember that (2.2.15) holds under the assumption of

• incompressible medium, which means that no work due to expansion/compression
have to exist
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2.2. Heat Transfer

• no convection, meaning that the medium can be a liquid or a gas but it needs
to still, no bulk motion exists.

If k is independent or has very little variation with the position, then it can be
factored out of the divergence and the heat equation becomes

ρc
BT

Bt
“ k∇2T ` P (2.2.16)

where the Laplacian operator ∇2T “ ∇ ¨∇T has been used.

2.2.2. Convection

In presence of a fluid (liquid or gas) flowing on a surface, in addition to the
conductive heat transfer due to random motion of molecules, a further exchange
of heat between the surface and the fluid occurs, due to the bulk motion and to
the difference of temperature between them. The cumulative effects due to random
motion and bulk motion is called convective heat transfer, while the only effect due
to the bulk motion is called advection.
When the fluid is in motion respect to a bounding surface, close to the surface the

velocity of the fluid needs to be zero, which means that in this region conductive
heating exists and is dominant. Moving away from the surface a gradual increase
of the velocity is observed, up to a value u8 characterizing the fluid motion. This
region of variable velocity is referred as velocity boundary layer. Furthermore, if a
difference of temperature exists between the surface temperature Ts and the tem-
perature of the fluid stream T8, then a region, called thermal boundary layer, in
which the temperature varies between Ts and T8 is present, that can be of differ-
ent size as that through which the velocity varies. If Ts ą T8, a convective heat
transfer arise from the surface to the outer flow. It is clear that what happens in
the velocity boundary layer depends on the surface properties as well as on the flow
characteristics which strongly influences the heat transfer, and that’s the reason
why fluid dynamics needs to be used to define the behavior of the fluid.
There are different ways how convective heat transfer can occurs, depending on

how the flux is generated, and can be classified as forced convection, free or natural
convection, and the last mixed convection which is a combination of the other
two. Forced convection is obtained using external means such as fans or pumps.
On the other hand, free convection is not externally generated, but it arises as
a consequence of the body forces due to the density changes as a result of the
changes in temperature in the flow. These forces are actually generated by the
pressure gradients enforced on the whole fluid. The main player of these imposed
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2. Soil Disinfection

forces, called buoyancy forces, is the gravity and so the pressure gradient is the
normal hydostatic pressure gradient existing in every bulk fluid. The term forced
convection refer to the convective heating that take place when the bouyancy forces
can be neglected. If these forces are comparable to other applied forced velocities
in the fluid, then it’s called a mixed free and forced convection. The types of
convection considered this far doesn’t take into account phase changes, such as
boiling or condensation, which can increase or decrease the amount of heat involved.
Regardless of the nature of the convection process, the following rate equation [28]
describes the heat flux exchange

q “ h pTs ´ T8q (2.2.17)

which is knonw as Newton’s law of cooling and states that the heat flux q (W{m2) is
proportional to the difference of temperature of the surface Ts and the temperature
of the fluid T8, being h (W m´2 K´1) the coefficient of proportionaly which is called
convection heat transfer coefficient.
To evaluate the h coefficient, the knowledge of the surface and the characteristics

of the fluid are required. Among the others, transport properties, such as thermal
conductivity k and kinematic viscosity ν and thermodynamic properties such as
the density ρ and the specific heat capacity c of the fluid are required. Besides,
the velocity u and the nature of the fluid motion relative to the surface has to be
known, whether it is a laminar or a turbulent flow.
The determination of the convective coefficient is the main problem in the study

of convective heat transfer, so that analytical and numerical methods have been
developed to calculate it. Despite everything, to assess the h coefficient is a complex
task and many situations still remain in which the prediction of the coefficient
requires to use experimental data.
Equation (2.2.17) is a local equations, and h and the temperatures varies with

the position. Usually, it is useful to define an overall convection coefficient h̄, such
that, if Q is the total heat transfer rate from the surface A, then

Q “ h̄A
`

T̄s ´ T̄8
˘

(2.2.18)

where T̄s and T̄8 are the mean temperature of the surface and the fluid respectively.
When the convection coefficient is known, the equation (2.2.17) can be used as

a boundary condition for the conduction problem. In Table 2.3, typical ranges of
values for the different types of convection are given.
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Process h
(W m´2 K´1)

Free convection
Gases 2–25
Liquids 50–100

Forced convection
Gases 25–250
Liquids 100–20000

Convection with phase change
Boiling or condensation 2500–100000

Table 2.3 Tipical values of convective heat transfer coefficient

2.2.3. Electromagnetic Heating

While deriving equation (2.2.15), the effect of energy generation inside the volume
V has taken into account including the term P . In the general case, this term is
variable with position so an expression is required to solve the equation.
If the region is subjected to an external electromagnetic field, the term P is

strictly connected with the electric field ~E. To determine the relationship between
the two quantities, the following entity [31] is used

~S “
1

2
~Eˆ ~H˚ rW{m2s (2.2.19)

which is known as Poynting vector, expressed in the frequency domain. As the
measure unit suggests, being a power density, it is related somehow to the energy
supplied by the electromagnetic field. Considering the same region R used in section
2.2.1, delimited by the surface S, the flux of ~S through the surface can be calculated
using the divergence theorem

¿

S

~S ¨ ~n dS “

ż

R
∇ ¨ ~S dR (2.2.20)

and developing the divergence

∇ ¨ ~S “ 1

2
∇ ¨

´

~Eˆ ~H˚
¯

“
1

2

”´

∇ˆ ~E
¯

¨ ~H˚ ´

´

∇ˆ ~H˚
¯

¨ ~E
ı

(2.2.21)
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2. Soil Disinfection

Substituting Maxwell’s equations in the form

∇ˆ ~E “ ´jωµ~H

∇ˆ ~H “ jωε~E` σ~E
(2.2.22)

and separating ε in its real and imaginary part, ε “ ε1 ´ jε2, equation (2.2.21)
becomes

∇ ¨ ~S “ 1

2

´

´jωµ~H ¨ ~H˚ ` jωε0 pε1 ` jε2q ~E
˚ ¨ ~E´ σ~E˚ ¨ ~E

¯

“

“
1

2

ˆ

´jωµ
ˇ

ˇ

ˇ

~H
ˇ

ˇ

ˇ

2
` jωε1

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
´ ωε2

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
´ σ

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
˙ (2.2.23)

that integrating on R and taking into account equation (2.2.20) yields

¿

S

~S ¨ ~n dS “´ j 2ω

ż

R

ˆ

1

4
µ
ˇ

ˇ

ˇ

~H
ˇ

ˇ

ˇ

2
´

1

4
ε1

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
˙

dR ` . . .

. . . ´
1

2

ż

R
ωε2

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
dR´

1

2

ż

R
σ
ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
dR

(2.2.24)

The previous equation can be interpreted as a power balance equation. The left-
hand side is the integral of a flux of power density, that flow outward the volume.
In the first term of the right-hand side instead, we can recognize inside the brackets
the difference between magnetic and electric energies stored, while the remaining
terms are the energies dissipated due to joule effect. In fact, if we call ~Sr the real
part of the poynting vector, the real part of equation (2.2.24), rewritten as

´

¿

S

~Sr ¨ ~n dS “

ż

R

1

2
ω ε2,eff

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
dR “

ż

R

1

2
σeff

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

2
dR

ε2,eff “ ε2 `
σ

ω

σeff “ ωε2 ` σ

(2.2.25)

stats that the active power entering the volume R is dissipated in the same region.
The two effects of losses in the dielectric and conductivity are put together as an
effective imaginary part of the dielectric constant ε2,eff, or an equivalent conductivity
σeff.
Going back to the heat equation (2.2.15), the effect of volumetric heat generation

owed to the electromagnetic field can be expressed as the integrand of one of the

20



2.3. Electromagnetic Background

two integrals in equation (2.2.25), so that

P p~r, T q “
1

2
ω ε2,eff pT q

ˇ

ˇ

ˇ

~Ep~rq
ˇ

ˇ

ˇ

2
“

1

2
σeffpT q

ˇ

ˇ

ˇ

~E p~rq
ˇ

ˇ

ˇ

2
(2.2.26)

which reveals that to solve the heat equation, besides the expression of the effective
conductivity, the knowledge of the electric field is also required.

2.3. Electromagnetic Background

Irradiation of the terrain requires the generation of an electromagnetic field. The
most effective devices able to generate electromagnetic fields are guided structures,
resonant cavities and antennas. The first two are closed structure, and would require
to place the soil sample within the equipment, which is unacceptable. Antennas,
on the other hand can be used to generate an electromagnetic field in an open
environment, can be directed toward the soil we want to irradiate and, if the physical
dimensions allows it, can be easily moved.
The field generated by an antenna is a complicated function, and usually to obtain

an analytical expression, different approximations have to be used. Depending on
these approximationd the field is classified in two main categories, the near-field
and the far-field . The former is the field around the antenna where the energy
is stored statically in the spatial region surrounding the antenna. Conversely, the
latter take places away from the antenna and it has propagative behavior, travels
away from the antenna and it will keep to exist even if the antenna is turned off.
The far field region, called Fraunhofer zone, is defined as the spatial region where
the distance of a point from the antenna respects the following conditions

r ą
2D2

λ

r " D

r " λ

(2.3.1)

where D is the diameter of the smaller sphere that can contain the antenna while
λ is the wavelength. Obviously the transition between near-field and far-field is
not abruptly, so a region exists where the far-field gradually predominates on the
near-field.
In the Fraunhofer zone, the field propagates as a spherical wave, which locally

(i.e. in any point of a wavefront) behaves like a plane wave. So, if the hypothetical
receiver is far enough from the antenna such that from any point of its body it sees
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2. Soil Disinfection

a plane wavefront, the problem can be simplified so that the spherical wave can be
treated as a plane wave.

2.3.1. Plane Waves

A plane wave is a solution of the Maxwell’s equations in the case of absence of
sources and characterized by the wavefront to be a plane orthogonal to the direction
of propagation. Under the following assumption

• isotropic medium, which means that ε and µ are scalars (instead of matrices)
• homogeneous and non-dispersive medium in space, that brings ε and µ to be

independent on position
• homoeous medium in time, which allows to express ε and µ as the Fourier

transform of the Green function of the medium

the Maxwell’s equations in the frequency domain becomes

∇ˆ ~E “ ´jωµ~H ε∇ ¨ ~E “ 0 (2.3.2)

∇ˆ ~H “ jωε~E µ∇ ¨ ~H “ 0 (2.3.3)

where ε and µ are intended to be evaluated at frequency f0, so are constants.
Looking for a solution of the electric field that is constant on every plane orthog-

onal to a generic direction identified by the vector ~k, and remembering that in a
3D space the equation of a plane is

ξ p~rq “ ~k ¨~r “ const (2.3.4)

the electric field solution ~E is a function of ξ, such that

~Ep~rq “ ~E`e´jξ ` ~E´ejξ “ ~E`e´j
~k ~̈r ` ~E´e´jp´

~kq ~̈r (2.3.5)

where ~E˘ are two complex constant vectors. The solution (2.3.5) is the sum of
two terms, each being a plane wave, of amplitude ~E˘ and direction of propagation
defined by the so called propagation vector ˘~k, where the sign ` is referred to a
wave propagating forward, along ~k, and the sign ´ is for the wave propagating
backward in the direction of ´~k. The propagation vector verifies the condition

~k ¨ ~k “ ω2εµ (2.3.6)

The corresponding ~H field of a plane wave can be determined by the knowledge
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of ~E
~H “

1

ωµ
~kˆ ~E (2.3.7)

All the equation of this section hold in the case of ~k being complex. From equation
(2.3.6) it can be seen that if ε is complex, than the propagation vector is complex
too. In this situation it can be expressed as

~k “ ~β ´ j~α (2.3.8)

where ~β is a real vector that plays the role of the vector defining the direction of
propagation, while ~α is also a real vector but identifies the direction on which the
wave attenuates, as can be seen by the following

~E “ ~E` e´j
~k ~̈r “

´

~E` e´~α ~̈r
¯

e´j
~β ~̈r (2.3.9)

where the term within the brackets is the amplitude of the wave and is now at-
tenuated by the exponential term. If the two vectors are parallel, then the wave
is called homogeneous, and it propagates and attenuates along the same direction.
If the direction of ~k is explicited by a unit vector ~uk, so that ~k “ k~uk, equation
(2.3.7) can be written as

~H “
1

ζ
~uk ˆ ~E

ζ “
ωµ

k
“

k

ωε
“

c

µ

ε
rΩs

(2.3.10)

where ζ, the characteristic impedance of the medium, has been introduced. It is
easy to see that it is the ratio between the magnitude of electric and magnetic field

ζ “

ˇ

ˇ

ˇ

~E
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

~H
ˇ

ˇ

ˇ

(2.3.11)

The definition (2.2.19) can be used to obtain information on how the flux of power
of a plane wave behaves. Substituting the expression of electric and magnetic field,
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the Poynting vector is

~S “
1

2

”

~E0 e
´j~k ~̈r

ı

ˆ

„

1

ωµ
~kˆ ~E0 e

´j~k ~̈r

˚

“

“

ˇ

ˇ

ˇ
e´j

~k ~̈r
ˇ

ˇ

ˇ

2

2ωµ
~E0 ˆ ~k

˚ ˆ ~E˚0 “

“

ˇ

ˇ

ˇ
e´j

~β ~̈r
ˇ

ˇ

ˇ

2 ˇ
ˇe´~α ~̈r

ˇ

ˇ

2

2ωµ

„

ˇ

ˇ

ˇ

~E0

ˇ

ˇ

ˇ

2
~k˚ ´ p~k˚ ¨ ~E0q ~E

˚
0



(2.3.12)

For an homogeneous wave ~k “ k~uk, where ~uk is a real unit vector, and ~k˚ ¨~E0 “ 0.
So for an homogeneous plane wave the Poynting vector assume the form

~S “
k˚

2ωµ

ˇ

ˇ

ˇ

~E0

ˇ

ˇ

ˇ

2
e´2~α ~̈r ~uk “

ˇ

ˇ

ˇ

~E0

ˇ

ˇ

ˇ

2

2ζ˚
e´2α~uk ~̈r ~uk (2.3.13)

where, in absence of losses, ζ˚ is a real quantity, so that ~S is a real vector too,
meaning that only a flux of active power is associated to the plane wave and its
direction of propagation is inherited by ~k.

2.4. Model Description

Despite the use of microwaves for soil disinfection has been presented in other
scientific works, the problem is kept just as experimental work and there is a lack
of a model that allows to foresee the temperature response of the soil subjected to a
known electromagnetic field. The present section is devoted to develop a numerical
model that tries fill this void. The model solves the heat equation for the soil in
the presence of an irradiating electromagnetic field. The coupling between heat
equation and electromagnetic phenomena makes the problem a complex one. To
keep it simple (and then more usable), an approach that separates the dynamics of
the heat and the electromagnetic field is proposed.
The study of electromagnetic soil heating can be carried out solving the heat

equation inside the soil. The problem can be modeled assuming the soil to be on
the half-space z ą 0, and an incident plane wave with angular frequency ω and
amplitude ~Ei “ Ei ~uy, propagating along the positive z-direction, orthogonal to the
surface of the soil.
The input impedance of the soil is different from the free space one, therefore, to

avoid a high reflected power, a suitable matching network is necessary. It can be
obtained using a grid made of metallic rods disposed parallel to each others at an
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appropriate distance. The grid is then placed parallel to the soil at a given distance.
This structure acts as a series reactance, and for a suitable distance between the
bars and from the soil allows to maximize the absorbed power from the soil.
In addition, to avoid dispersion of power due to the side lobes of the antenna,

a conical or piramidal structure needs to be used, equipped on the wall, with ab-
sorbent material, which delimits the volume where the irradiation occurs and avoid
the power due to the side lobes to harm people or plants in the surrounding.
Under these conditions the irradiated power from the antenna (from the main

lobe) can be assumed to be absorbed by the soil (thanks to the matching structure)
and the problem can then be lead to a one dimensional problem dependent only
on the z coordinate. Clearly the assumption of an infinite soil and a plane wave
is not realistic but it allows the evaluation of the heating phenomenon in an easily
manageable way, and the solution is still valid in the (real) portion of the terrain
illuminated by the antenna.
As in the most electromagnetic problems, the characterization of the materials

used is essential. In this case, the following electromagnetic properties of the soil
are assumed to be known

• εpz, T q and σpz, T q, dielectric constant and conductivity of the soil, assumed
to be independent of z (but not of T) for z ą Z8, being ε8pT q and σ8pT q

• εrcpz, T q “
εpz, T q

ε0
´ j

σpz, T q

ωε0
, relative complex dielectric constant

• κEpz, T q “ βEpz, T q ´ jαEpz, T q, complex propagation constant in the layer

Besides the electromagnetic parameters, the soil needs to be characterize by its
thermophysical properties

• κpz, T q and cpz, T q, thermal conductivity and specific heat capacity
• hc, mean convection coefficient on the surface of the soil
• ρpz, T q, density of the soil
• T0, initial temperature of the soil

Furthermore, the dynamics of the thermal processes is assumed to be slower
than that of the electromagnetic field. Assuming a suited temporal discretization
for the former, the thermal properties, along with the temperature, can be consid-
ered constant in every time step during the evaluation of the electromagnetic field.
This allows to evaluate the electromagnetic field at fixed temperature and then the
thermal dynamics with the determined field, alternatively.
Let then T pzq be the temperature at a given instant, remembering that in the

deepest part of the soil (z Ñ8) it assumes the unperturbed value T0. A normalized
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(to the characteristic impedance of the vacuum ζ) local impedance of the medium
can be defined as

Zpzq “
1

ζ

Epzq

Hpzq
(2.4.1)

and deriving
dZ

dz
“

1

ζH2

ˆ

dE

dz
H ´ E

dH

dz

˙

(2.4.2)

Using (2.3.5) and (2.3.7) to calculate the derivatives within the brackets, it follows
that

dEpzq

dz
“ ´jωµ0r´Hpzqs

dr´Hpzqs

dz
“ ´jωε0εrcrz, T pzqsEpzq

(2.4.3)

and substituting in equation (2.4.2)

dZ

dz
“ j

ωµ0
ζ
´ j

ωε0
ζ

εrcrz, T pzqs
E2

H2
“

“ jβ0 ´ jβ0εrcrz, T pzqsZ
2pzq “ jβ0

 

1´ εrc rz, T pzqs Z
2pzq

(

(2.4.4)

The equation (2.4.4) is in the form of a Riccati equation and can be solved numer-
ically, given the boundary condition

lim
xÑ8

Zpzq “
1

a

ε8pT0q
(2.4.5)

Actually, from a practical point of view, this condition can be imposed at the
depth Z8, choosing Z8 such that

exp

"

´

ż Z8

0
αErz, T pzqsdz

*

! 1 (2.4.6)

The knowledge of the impedance allows to calculate the reflection coefficient Γ

at the interface air-soil and, using the incident wave, the fields on the surface Ep0q
and Hp0q. These values can now be used to determine the field inside the soil.
From the first equation of (2.4.3), substituting the magnetic field as in (2.4.1), the
electric field can be estimated as a solution of

dEpzq

dz
“
jωµ0
ζ

Epzq

Zpzq
(2.4.7)
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which was the missing source in (2.2.26), here reported

P p~r, T q “
1

2
ω ε2,eff pT q

ˇ

ˇ

ˇ

~Ep~rq
ˇ

ˇ

ˇ

2
“

1

2
σeffpT q

ˇ

ˇ

ˇ

~E p~rq
ˇ

ˇ

ˇ

2
(2.2.26)

necessary to solve the heat transfer equation.
When the volumetric power production is evaluated for a given time, the solution

of the thermal aspect of the problem can be carried out. The one-dimensional heat
transfer equation, in the form (2.2.16),

ρc
BT pz, tq

Bt
“ k

B2T pz, tq

Bz2
` P pzq (2.4.8)

can be discretized in time and space. Given a spatial step ∆z and a time step
∆t, let the discretized temperature function be Tq,n “ T pq∆z, n∆tq so that the
discretized equation becomes

Tq,n`1 “ Tq,n `
∆t

ρrq∆z, Tq,nscrq∆z, Tq,ns
ˆ ¨ ¨ ¨

¨ ¨ ¨ ˆ

"

krq∆z, Tq,ns
Tq`1,n ´ 2Tq,n ` Tq´1,n

p∆zq2
` P pq∆zq

*

q ą 0 (2.4.9)

where P(z) is obtained from (2.2.26) considering the temperature distribution at
the n-th time step (i.e. t “ n∆t).
The equation (2.4.9) is valid for 1 ď q ď Q ´ 1. Defining Z8 “ Q∆z, we have

TQ,n “ T0 that stands @n. On the other side, in z “ 0, the boundary condition
is obtained matching the heat flux due to conduction to the heat flux due to con-
vection. Using Fourier Law (2.2.1) and (2.2.17) the boundary condition becomes

kp0, tq

„

BT p0, tq

Bz



“ hc pT p0, tq ´ TAq (2.4.10)

where TA is the temperature of the air above the soil. Following the same reasoning
as before, the previous equation can be discretized as

T1,n “ T0,n`
hc∆z

kr0, T0,ns
pT0,n´TAq “

ˆ

1`
hc∆z

kr0, T0,ns

˙

T0,n´
hc∆z

kr0, T0,ns
TA (2.4.11)

and inverted to obtain T0,n

T0,n “

ˆ

1`
hc∆z

kr0, T0,ns

˙´1 "

T1,n `
hc∆z

kr0, T0,ns
TA

*

» ¨ ¨ ¨

¨ ¨ ¨ »

ˆ

1`
hc∆z

kr0, T1,ns

˙´1 "

T1,n `
hc∆z

kr0, T1,ns
TA

*

(2.4.12)
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2. Soil Disinfection

where the approximation kr0, T0,ns » kr0, T1,ns has been used.
Summarizing the procedure, equation (2.4.4) is solved numerically to obtain the

function Zpzq. The knowledge of the impedance allows to solve (2.4.7) for the
electric field Epzq in the soil, which in turn can be used to evaluate the power density
in (2.2.26), such that every term in the heat equation is defined. The analysis of the
thermal process can now be carried out. At the time t “ 0, the system is assumed
to be at the temperature T0, such that T pz, 0q “ T0, or in a discrete form Tq,0 “ T0.
Using equation (2.4.9) is then possible to determine Tq,1 for all the Q ´ 1 spatial
point for 0 ă q ă Q. Then only two points remain to evalueate at time n “ 1,
T0,1 and TQ,1. The latter is simply defined by the boundary condition TQ,n “ T0

which is true for every n (consequence of the choise of Z8). The former is find out
using the convective boundary condition at z “ 0, from the (approximated) finite
difference equation (2.4.11). The spatial distribution of temperature at the instant
t “ ∆z is now fully determined. Using this knowledge the cycle can start again, the
volumetric power density can be calculated for n “ 1, and repeating all the steps,
the temperature distribution at n “ 2 can be determined, and so on for all the time
steps.
The time step need to be chosen to avoid instability. If the maximum stable time

step is too small, an implicit method [32] can be used. In such cases (2.4.9) can be
rewritten as

´ Tq,n´1 “ ´Tq,n `
∆t

ρrq∆z, Tq,nscrq∆z, Tq,ns
ˆ ¨ ¨ ¨

¨ ¨ ¨ ˆ

"

krq∆z, Tq,ns
Tq`1,n ´ 2Tq,n ` Tq´1,n

p∆zq2
` P pq∆zq

*

(2.4.13)

valid for 1 ă q ă Q´ 2, while for q “ Q´ 1 the term Tq`1,n is known and equal to
T0. Also, for q “ 0, equation (2.4.11) is used in the form

T1,n “

ˆ

1`
hc∆z

kr0, T0,n´1s

˙

T0,n ´
hc∆z

kr0, T0,n´1s
TA (2.4.14)

which leads to a system in Q equations and Q unknowns where without any con-
straint on ∆t.
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Fields
Coordinates (WGS84 GD) Soil Texture (%)
Longitude Latitude Sand Slit Clay

A 9.166919204 39.70296945 29 50.1 20.9
E 9.221810497 39.68763253 22.4 50.6 27
F 9.223684117 39.69001663 29.3 45.5 22.2
G 9.217435689 39.73173653 5.9 90.8 3.3
H 9.159000279 39.68831217 17.7 52 30.3

Table 2.4 Physical parameters of different types of terrain

2.5. Simulations and Results

2.5.1. Linear Model

To evaluate the feasibility of the method proposed for the disinfection, and to
acquire a better understanding of how the heat distributes without considering sec-
ond order effects, an initial test has been performed considering the characteristics
of the soil as constant with temperature.
The soil used for this test is defined from a thermophysical point of view by a den-

sity of ρ “ 1200 kg m´3, specific heat c “ 1200 J kg´1 K´1 and thermal conductivity
k “ 0.5 W m´1 K´1, while the convection coefficient used is hc “ 2.0 W m´2 K´1.
The value of soil moisture used for the simulation were acquired from a measure-

ment campaign performed on Sardinia farmland using TDR (time domain reflec-
tometry) and gravimetric measures. Hence, data on the superficial layer of soil were
directly exploited. The texture of analyzed soils is reported in Table 2.4 [33, 34].
By the knowledge of these values the dielectric constant can be determined using
Hallikainen model.
To obtain an appropriate disinfection of the soil, a critical temperature needs

to be reached. Experimental evidence has shown that the treatment efficiency
improves for prolonged exposure time. Nevertheless, too high temperatures needs
to be avoided because could be harmful for organic nutrients. Since the temperature
would increase if a constant microwave power is continuously provided to the soil,
than the electromagnetic radiation needs to be accurately controlled. Therefore the
critical temperature can be reached using a high power while can be maintained
lowering the power or switching on and off the generator.
For the purpose of this test, the critical temperature considered is 60 ˝C, to be

kept for 30 min in the first layer of 2.5 cm. The air and the soil are initially at
the temperature of 20 ˝C. The soil is assumed to be illuminated by an antenna,
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Figure 2.1 Linear model results

such as a horn antenna [17, 18], with a gain of 10 dB at the working frequency of
f “ 2.4 GHz, placed at a distance of 0.95 m from the soil and directed such that an
orthogonal incidence occurs. Under these conditions, an incident Poynting vector
(i.e. power density) is obtained over an illuminated area of Ai “ 0.72 m2. After
a few attempts, it can be found that a power of 8 kW (corresponding to a power
density of 11 kW{m2 on the surface of the soil) supplied to the antenna for a time
period of 7.2 min allows to achieve the required heating for the required amount of
time, as shown in figure 2.1a, which are referred to the characteristics of field A in
table 2.4. The figure also shows that the soil heating is a process significantly faster
than heat transmission, which is the reason why the soil keeps an almost constant
temperature profile for a long time after a short heating time.
The water content is a critical parameter in soil disinfection, in fact the higher

the amount of water, the better the heating. Unfortunately a too fast heating can
easily lead to an overheating on the terrain close to the surface, as shown in figure
2.1b, which is dangerous for organic nutrients. It means that a previous knowledge
of the soil moisture is required for a good planning of the disinfection. On the other
hand, for a very dry soil, were the heating would be harder to obtain, the addition
of a controlled amount of water to the soil (i.e. irrigation) can be very useful before
the treatment to achieve the desired heating.

2.5.2. Nonlinear model

The linear model is useful for a preliminary analysis of the problem but it is
based on the assumption that all the parameters describing the soil are constant
with temperature (and position), which is a rough approximation, so as a further
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(b) Field A – mv “ 20% – Nonlinear model

Figure 2.2 Comparison of linear and non linear model in the same situation

step to improve the model, temperature dependency is now introduced and different
profile of soil moisture are used.
First of all, it could be interesting to compare the linear and nonlinear model in

the same situation. For the comparison, let the aim of the disinfection be to get rid
of the fungus F. oxysporum, whose fractional survivor expression in function of time
and temperature is presented in [35]. If the survival fraction desired after the treat-
ment is 1ˆ 10´9, it can be reached after 55 min at 70 ˝C, 6.5 min at 75 ˝C or 1.3 min

at 80 ˝C. Using as a reference the central value of temperature and assuming, as in
the previous section, an incident power density of 11 kW{m2, the prediction of the
linear model is that 13 min of irradiation are necessary to obtain a temperature of
(at least) 75 ˝C in the first 5 cm of depth as shown in 2.2a. Instead using the non-
linear model, i.e. thermal parameters dependent on temperature, all other things
being equal, the temperature of 75 ˝C isn’t even reached and the temperature of
70 ˝C is kept for 6.5 min only in a layer of 1.7 cm as can be seen in figure 2.2b.
Moreover, the two figures show that the nonlinear model predict a lower tempera-
ture on the surface of the soil, in fact, after about 6 min the temperature is already
75 ˝C on the linear model, while 70 ˝C are reached only after 13 min using the non-
linear model. This is mainly due to the lowering of the electric conductivity as the
temperature increases. Indeed a lower conductivity leads into a deeper penetration
of the electromagnetic field which in turn leads to a more uniform distribution of
the energy given to the soil, that is the reason why the surface temperature isn’t
able to raise up as fast and as high as in the linear model (less energy is absorbed
by the superficial layer).
The results presented up to now are all referred to a soil characterized by a
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Figure 2.3 Comparison of nonlinear model for different moisture profiles

constant value of mv, but in a real situation the humidity can be variable with
depth, especially if an irrigation has been done to supply the soil with an amount
of water suitable for the treatment. In these cases, the humidity profile needs to
be taken into account in the model. In the figure 2.3a, two different profiles are
reported, where the variation of humidity occurs in the first 3 cm of the soil. Beyond
this depth, the last value is kept for every z. As can be seen in the figures 2.3b and
2.3c, profile B leads to higher superficial temperature because of its higher humidity
close to the surface, while in deep, the differences between the two cases are very
small. The comparison of the two graphs confirms what previously stated, that an
appropriate irrigation can be exploited to obtain the desired temperature profile in
the upper layer which is the layer of interest.
It is worth investigating the response of the model to different terrain. For this

purpose an analysis has been carried out to see the temperature profile in the soil
A, G and H, while using the moisture distribution B. In figure 2.4 the temperature
profiles of the terrains have been plotted on the same axis. It is clear that every
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Figure 2.5 Geometry for the linear and nonlinear model

distribution is very close to each other, being different at the highest temperature
(but only for the field labeled as H). The very similar behavior of the soils suggests
that their thermal parameters have little variation with the composition and with
temperature. This is in agreement with the (implicit) assumption done when the
equation (2.2.16) has been used, in place of (2.2.15), where k is factored out of the
divergence operator for the assumption of little variation respect of the position.

2.5.3. Modified Nonlinear Model for Raised Beds

The previous model has been developed using the geometry pictured in figure
2.5, which describes cultivations on farmland. However, in all the situations where
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a controlled environment is required, often the choice goes to the cultivation on
greenhouses. In fact, despite its high costs, it presents a number of advantages
such as the control of air parameters (temperature, humidity, speed, CO2) and soil
(temperature, pH, electrical conductivity, moisture, nutrients and even radiation to
which is subjected) in addition to foster the growth of plants and protect them from
elements. With the purpose to create the best environment possible for a specific
cultivation, greenhouses are often equipped with structures such as raised beds. As
shown in figure 2.6, they are essentially a framework with walls typically made of
wood and the bottom made of wood or metal metal, that can be filled with the
desired soil. In some cases it is desirable to have a thermal insulation layer on the
bottom of the box, that can be made of polymers such as polystirene.
It is clear that these different materials change the problem to be solved. In par-

ticular the presence of the polystirene and the metallic object on the bottom causes
the boundary condition of the electromagnetic problem to be changed. Specifically,
the electromagnetic field now propagates along a layer of polystirene of thickness
d, and reaches the metal which, as a first approximation (i.e perfect electric con-
ductor), imposes the tangential electromagnetic field, which is the only component
of the field, to be null. Moreover, from a thermal point of view, the presence of the
insulation layer causes the thermal boundary condition to change as well.
Since the geometry of the problem isn’t changed, a planar incidence is still in

act on layers orthogonal to its direction of propagation. This allows to easily adapt
the model to the raised beds. Technically, to take into account the presence of the
polystirene put on the metal, it is sufficient to modify the impedance in (2.4.5) with
the impedance of a transmission line closed on a short circuit [36]. If we call βp and
Zp the secondary constant of the line related to the polystirene layer, then the new
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Field

Soil Texture (%) Soil Parameters
Sand Slit Clay ρb cr@20 ˝Cs kr@20 ˝Cs hcr@20 ˝Cs

kg m´3 J kg´1 K´1 W{m{K W m´2 K´1

A 29 50.1 20.9 1400 893 2.47 2.0
B 95 1.5 3.5 1320 1069.4 5.18 2.0

Table 2.5 Physical parameters of different types of terrain

boundary condition becomes

ZpHq “
1

ζ

”

jZp ¨ tanpβph2q
ı

(2.5.1)

where, the term inside the brackets is the input impedance of the polystirene posed
on the metallic bottom.
The thermal problem also require a modification, in particular, the previous

condition T pZ8, tq “ 20 ˝C, needs to be changed with a null heat flux condition,
namely

BT pz, tq

Bz

ˇ

ˇ

ˇ

ˇ

z“H

“ 0 (2.5.2)

The adjusted model is then used to compare two different soils (Table 2.5), one of
each with its own moisture profile shown in figure 2.7a. This time the disinfection
aims to the elimination of the fungi S. rolsfii, which requires to maintain a temper-
ature of 70 ˝C for about 7 min, or 80 ˝C for 4 min, to obtain a survival fraction of
1ˆ 10´8. It can be seen from figures 2.7b and 2.7c, how the soil B requires a long
irradiation time to reach the required temperature for disinfection, due mainly to
the very low moisture of 10% for almost all the soil depth, but when the temper-
ature is reached on the surface, it goes down faster respect to what happens for
soil A. In fact, field B requires about 25 kW m´2 for 30 min for the disinfection,
or 11 kW for almost 40 min. For a faster heating of this soil, irrigation is strongly
recommended.
Also a comparison between farmland and raised beds can be interesting. As the

figure 2.7b and figure 2.3c show, in a raised bed the temperature is reached faster
than in farmland. This effect can be attributed to the different reflection the wave
is subjected to at the bottom of the box causing a different distribution of the field
in the soil.
Finally, Zp0q, i.e. the input impedance of the soil, can be compared between

the two cases of figure 2.7. It can be seen in figure 2.8 that in case A, the input
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(a) Different profiles of mv

(b) Field A with moisture profile A (c) Field B with moisture profile B (Si “

25 kW{m2)

Figure 2.7 Temperature profile of high moisture soil (A) versus dry soil (B)
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(a) (b)

Figure 2.8

impedance over time is quite constant and keeps low values both in the real and
imaginary part, while for the case B the impedance strongly varies with time,
basically due to the temperature increase in the whole bulk (while for case A, high
temperature are reached only close to the surface). Besides, case B presents high
values of impedance, while the time varying behavior leads to a variation over time
of the absorbed power, making difficult the design of the optimal setup for the
treatment. Again, it suggest that the irrigation of the soil is required.

2.5.4. Robustness and Convergence Test

From the discussion carried out up to now, it results that while solving the
problem of the electromagnetic heating of the soil, the temperature is strongly
influenced by the dielectric constant which, in turn, it has a strong dependency
on the moisture. On the countrary, the thermal parameters present just a slightly
dependency on temperature, so even an overheat of the soil doesn’t lead to a change
in the thermal processes of the system (how the heat flows in the soil).
It is then mandatory an analysis of the robustness of the model to a variation of

the humidity. To evaluate this effect, the case A in the previous section has been
repeated using humidity distribution equals to 90% and 110% of the initially value
used. As figure 2.9a shows, there is no substantial variation to temperature profiles
between the three situation. Even the surface temperature reported in figure 2.9b
supports this statement, showing that the critical temperature is reached in each
case in an interval of 40 s.
Besides the robustness of the algorithm, some convergence tests has been carried
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(a) (b)

(a) (b)

out, to evaluate the best ∆t and ∆z. It is worth noting that the convergence of ∆t

and ∆z can be examined in an independent way thanks to the use of an implicit
scheme described in section 2.4. To evaluate the best ∆t, first the distribution is
calculated using a small time step ∆t “ 0.5. The resulting temperature profile
is assumed as exact. Then, different ∆t are used to evaluate the temperature,
assuming the same ∆z “ 0.15 for every run. The maximum temperature error
between the runs and the correct one is reported in 2.9a where it can be seen that
for a time step of 3 s to 5 s a smaller error of 1 ˝C is obtained, a value well inside
the need of the application.
In the same way, the spatial step is evaluated using as reference value∆z “ 0.15.

All the simulation has been carried out using ∆t “ 1 s. Figure 2.9b shows that
errors due to large ∆z are very small. However a too large ∆z could affect the
results of the electromagnetic part of the solution, so that ∆z “ 0.12 mm has been
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used, together with ∆t “ 0.5 s for the simulations.
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3. Resonant Cavity as a Bioreactor

Electromagnetic fields exert forces over all charged particles and therefore can
be a factor [1] for the development of chemical and biochemical reactions. As a
matter of fact, such reactions involve interaction between the charged part of the
molecules involved and such interaction can be modified by an external electromag-
netic field. And the highest field level, the strongest the effect. In the last decades,
a huge member of researches on such effects has been completed, pushed by the
widespread use of electromagnetic sources close and very close to the population
(cellular phones, wireless local area network, and so on). As a consequence, many
results have been found on the electromagnetic effects on the biochemical reactions
in the human body [2]. However, the most significant effect is due to the increase of
temperature, which has a strong effect on the kinetic of the biochemical reactions.
Therefore, the same increase can be obtained in industrial biochemical reaction
using eletromagnetic field as heating source [3].
Actually, electromagnetic heating is more effective [4–6] and faster than tradi-

tional heating since the heat is produced directly into the reactive solution [7]. Fur-
thermore, reaction enhancement due to electromagnetic heating is stronger than the
traditional one (at the same temperature). This can be due to both thermal and
nonthermal effects [8–11]. Among the former, electromagnetic field can selectively
heat the reagents or lead to hot spots and local overheating [12]. The latter would
derive from the electromagnetic interaction mechanism. The electromagnetic field
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acts directly on the molecules modifying their internal dipoles, which are usually
responsible for the interaction. Therefore, it has a direct and specific effect on
some specific molecules in the reaction medium, leading to apparent variations in
the kinetic frequency factor and in the activation energy [13]. However, no widely
accepted reason to explain why microwave radiation sometimes enhances chemical
and biochemical processes have been reached, despite the significant research activ-
ity on this point. This is one of the reasons which have prevented a full exploitation
of the electromagnetic technology at microwave frequencies in biochemistry. But
an equally strong reason is the need for a precise temperature control.
In effect, the interactions between radio frequency electromagnetic fields and

kinetics, particularly in the case of biochemical reactions, probably have not yet
been properly investigated. Most of the studies in the scientific literature about
this topic reveal the absence of a precise temperature prediction and control in
microwave-irradiated reactors. But kinetic mechanisms in biochemical reactions
are often complex, with many steps and different possible routes, on which the
effect of temperature and of the EM field exposition can be not the same. As a con-
sequence of the latter, just a single reaction step can be conditioned by the induced
orientation of dipolar reactants and of enzyme active sites, leading to a (better or
worse) modification in the coordination between the reactive couple (e.g., the sub-
strate molecule and the enzyme active site or an inhibitor and the active site) [14].
Only a detailed temperature distribution knowledge, together with the availability
of precise experimental kinetic data, could support an effective study on these phe-
nomena. Moreover, enzymes (which act as catalysts in biochemical reactions) are
complex and fragile protein molecules with an activity strictly dependent on tem-
perature. In particular, their catalytic ability strongly increases with temperature,
but over a certain critical temperature, their activity quickly and irreversibly falls,
due to the protein structure denaturizing. Therefore, small differences in the local
experimental conditions (e.g., a local overheating, not detectable by the normally
used temperature measure devices) can bring to very different experimental results,
apparently without explanation. To give some literature cases about enzyme ki-
netics, positive effects on the yields of isomerase [15] and amylase [16] catalyzed
reactions, and on the lipase catalyzed transesterification (for biodiesel production)
[17, 18], have been noted by the authors, probably not due only to a thermal (heat-
ing) effect, but it is impossible to exactly know the local experimental conditions
and so the real explanation of the registered effect.
A controlled electromagnetic environment is very useful to evaluate the enhance-

ment in microwave irradiate reactions. But in addition to an environment is manda-
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tory to study nonthermal effects of electromagnetic fields. As a matter of fact,
nonthermal and thermal effects operate concurrently, and so the former are hard to
detect (or even to show their existence).
But the largest part of the researches on microwave-enhanced biochemical re-

actions has been conducted at a power level high enough to increase significantly
the reaction temperature. In many other cases, the exposition conditions have
not been monitored. As a result in a detailed way (both from the chemical and
fluid dynamic point of view and from the electromagnetic one), only the net effect
of electromagnetic field has been recorded, but no detailed information has been
obtained.
Therefore, an experimental apparatus which is able to irradiate biochemical reac-

tions in a controlled way seems still lacking. A resonant cavity is a good instrument
to study the effect of a uniform electromagnetic field incident on the sample, and
with particular symmetric geometries it is possible to irradiate more samples in the
same time. Such cavities allow to easily obtain different mode distribution with the
required rotational symmetry. But for a proper design of the cavity, it would be
required to take into account also the behavior of the reagents. However, this has
not been done in the literature so far. It will be shown that such a cavity allows a
controlled exposition of biochemical reactions to electromagnetic fields and allows
also an intrinsic feedback control of temperature, at least for reactions in aqueous
solutions.
The aim of this work is to design and analyze the electromagnetic behavior of

a microwave-fed resonant cavity. After the design and assessment operations, the
working cavity will be simulated in order to foresee the effect of the EM field expo-
sition on the multitube reactor positioned inside, with respect to both the internal
temperature distribution and the reaction yield of the enzymatic homogeneous hy-
drolysis of sucrose (as a simulation case study) in an aqueous (polar) medium,
for which detailed physical, chemical, and kinetic parameters are known. This is a
preparatory phase to real cavity realization and operation in order to experimentally
evaluate the effect of the electromagnetic exposition on organic biological material
to be processed (like Carta and Desogus did [8]).
Such results are a first step toward a more ambitious objective, i.e., to find a

relationship between kinetic parameters (Arrhenius frequency factor and activation
energy) of a microwave-irradiated reaction and the characteristics of the microwave
field employed.
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3. Resonant Cavity as a Bioreactor

3.1. Resonant Cavities

Resonant cavities are structures in which an electromagnetic field is confined.
Usually they are realized as hollow metallic objects, empty or filled with dielec-
tric, or as in the case of dielectric resonators, using a piece of a high permittivity
dielectric.
A field that can exist in a cavity is called a mode and is related in some way to the

corresponding waveguide mode. It propagates between the end walls of the cavity,
so that a stationary pattern arises. Besides, the metallic wall imposes the field to
be null on it, so that only particular wavelengths (or frequencies) can exist in the
structure. This behavior makes resonant cavities suitable for frequency-selective
applications such as filters and oscillators. Moreover, since the field of a mode
is derived by functions of propagating waves, the field distribution of every mode
presents its own symmetry, which can be exploited in all the applications where the
same amount of electromagnetic energy have to be given to different samples.

3.1.1. Theory of Waveguides

A resonant cavity can be seen as a waveguide closed to the extremities by a metal
cover that act as a short circuit, so the starting point to study a resonant cavity is
to study the waveguide from which it originates.
The study of a waveguide [19] starts with Maxwell equations (in the frequency

domain). Assuming a solution in the form

~Epx, y, zq “
”

~epx, yq ` ezpx, yq~iz

ı

e´jβz (3.1.1a)

~Hpx, y, zq “
”

~hpx, yq ` hzpx, yq~iz

ı

e´jβz (3.1.1b)

the components of the curls, keeping into account the z-dependence e´jβz, can be
written in cartesian coordinates, as

BEz
By

` jβEy “ ´jωµHx
BHz

By
` jβHy “ jωεEx (3.1.2a)

´jβEx ´
BEz
Bx

“ ´jωµHy ´jβHx ´
BHz

Bx
“ jωεEy (3.1.2b)

BEy
Bx

´
BEx
By

“ ´jωµHz
BHy

Bx
´
BHx

By
“ jωεEz (3.1.2c)

from which the transverse components of the fields can be expressed in function of
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the longitudinal ones

Hx “
j

k2c

ˆ

ωε
BEz
By

´ β
BHz

Bx

˙

Hy “
´j

k2c

ˆ

ωε
BEz
Bx

` β
BHz

By

˙

(3.1.3a)

Ex “
´j

k2c

ˆ

β
BEz
Bx

` ωµ
BHz

By

˙

Ey “
j

k2c

ˆ

´β
BEz
By

` ωµ
BHz

Bx

˙

(3.1.3b)

where the cut-off wavenumber k2c “ k2 ´ β2 has been introduced, while k “ ω
?
µε

is the wavenumber that in presence of dielectric loss can be considered as complex.
The solutions of the problem can be classified depending on the z-components

of the field. If Ez “ Hz “ 0, both electric and magnetic field are transverse to
the direction of propagation and these solutions are referred as Transverse Electro
Magnetic (TEM) modes. It can be shown that TEM modes can exist only in
presence of two or more conductors, which is not the case of a waveguide where only
the conductor delimiting the field exists. Other solutions in addition to TEM modes
are possible, where only one of the fields, ~E or ~H, have the longitudinal component.
If the electric field is transverse to the direction of propagation (i.e. Ez “ 0, Hz ‰ 0)
the solution is called Transverse Electric mode, instead if the magnetic field is the
one to be transverse, the solution is called Transverse Magnetic mode.
In both cases (TE and TMmodes), the general solution is obtained finding the ex-

pression of the only one tangential component existing, that satisfies the Helmholtz
equation. For example, in a TE problem the Helmholtz equation needs to be solved
for Hz,

∇2Hz ` k
2Hz “ 0 (3.1.4)

and looking for solutions in the form Hzpx, y, zq “ hzpx, yqe
´jβz, (3.1.4) becomes

ˆ

B

Bx2
`

B

By2
` k2c

˙

hzpx, yq “ 0 (3.1.5)

This equation is solved again using separation of variables such that hzpx, yq “
XpxqY pyq, which leads to solutions of the type

hzpx, yq “ pA cos kxx`B sin kxxq pC cos kyy `D sin kyyq (3.1.6)

where the constants kx and ky satisfy k2c “ k2x ` k
2
y.

The analysis proceeds imposing the boundary conditions. Considering the geom-
etry of a rectangular waveguide, as shown in figure 3.1, on the walls the tangential
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Figure 3.1 Rectangular waveguide geometry

component of the electric field have to be null such that

expx, yq “ 0 at y “ 0, b

eypx, yq “ 0 at x “ 0, b
(3.1.7)

Using equations (3.1.3), in the particular case of TE modes (Ez “ 0), the electric
field can be determined, and using (3.1.7), it can be found that B “ D “ 0 and

kx “
mπ

a
m “ 0, 1, 2, . . . (3.1.8)

ky “
nπ

b
n “ 0, 1, 2, . . . (3.1.9)

and finally the electric and magnetic fields becomes

Hz “ Amn cos
mπx

a
cos

nπy

b
e´jβz (3.1.10a)

Ex “
jωµnπ

k2c b
Amn cos

mπx

a
sin

nπy

b
e´jβz (3.1.10b)

Ey “
´jωµmπ

k2ca
Amn sin

mπx

a
cos

nπy

b
e´jβz (3.1.10c)

Hx “
jβmπ

k2ca
Amn sin

mπx

a
cos

nπy

b
e´jβz (3.1.10d)

Hy “
jβnπ

k2c b
Amn cos

mπx

a
sin

nπy

b
e´jβz (3.1.10e)

The propagation constant β requires further attention. In fact, it is

β “
a

k2 ´ k2c “

c

k2 ´
´mπ

a

¯2
`

´nπ

b

¯2
(3.1.11)

which is real only if k ą kc. If this condition is not verified, β becomes imaginary and
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the term e´jβz becomes an attenuation term such that the mode cannot propagate
away from its source of excitation. A cut-off frequency can be determined for every
mode

fcmn “
kc

2π
?
εµ
“

1

2π
?
εµ

c

´mπ

a

¯2
`

´nπ

b

¯2
(3.1.12)

which represent the frequency over which the mode can propagate. If the operating
frequency is under the cut-off frequency, the mode is called cutoff mode or evanes-
cent mode. The mode with the lowest cut-off frequency is known as dominant
mode.
The study of TM modes follows the same procedure used for TE modes. The

Helmholtz equation is solved for Ez, which has the same general solution as in
(3.1.6). The boundary conditions can be applied directly to ezpx, yq, which leads to
the satisfaction of the boundary condition also to expx, yq and eypx, yq. Table 3.1
summarizes the results for TM modes. A close examination of the field expressions
tells that electromagnetic field is identically null for m “ 0 or n “ 0, so that the
first TM mode is TM11.
Of course, the procedure to calculate the modes of a waveguide is general and can

be applied to different structures, keeping into account the geometry. For example,
for a cylindrical waveguide, Helmholtz equation can be solved in cylindrical coordi-
nates, which, using separation of variables, leads to a Bessel’s differential equation
for the ρ-dependent function, which has the form of a Bessel funcion of first kind
Jnpkcρq, and to an ordinary differential equation for the φ-dependent one. The
boundary condition is then applied to Ez when solving for TM solutions, which
are satisfied when the Bessel function nullifies. Identifying with n the order of the
Bessel function, with m the m-th zero of the same function and with pnm the root
corresponding to the m-th zero of Jnpxq, the cut-off wavenumber of the mode is
determined by imposing the boundary condition. In Table 3.1 the expression of the
fields among the others, are reported for the cylindrical waeguide.

3.1.2. Cylindrical Resonant Cavitiy

Resonant cavities can be analyzed using the results of the corresponding waveg-
uide. Let be d the length of a section of a waveguide, closed to its borders by an
electric conductor. Inside the waveguide, a propagating wave toward the positive
direction z exist. On the closed extremity it is subjected to a reflection originating
a wave propagating in the opposite direction. From Table 3.1 and considering the
forward and backward traveling waves, the tangential field pEρ, Eφq of a cylindrical
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3.2. Cavity Design

waveguide, can then be expressed as

~Etpρ, φ, zq “ ~etpρ, φq
´

A`e´jβmnz `A´ejβmnz
¯

(3.1.13)

for both TEnm and TMnm modes, where A` and A´ are arbitrary constant of the
corresponding wave. For the tangential field to be null on the closed extremities,
must be A` “ ´A´ and the additional following condition needs to be satisfied

βmnd “ lπ l “ 0, 1, 2, . . . . (3.1.14)

d “
l

2

2π

βmn
“
l

2
λg (3.1.15)

λg being the in-guide wavelength. Equation 3.1.14 states that only cavities long an
integer number of half wavelength allows the existence of the corresponding mode.
From the propagation constant (for TMnm modes only)

βmn “

c

k2 ´
´pnm
a

¯2
(3.1.16)

it is possible to define the resonant frequency [20] of a mode as

fnml “
1

2π
?
εµ

d

ˆ

lπ

d

˙2

`

ˆ

pnm
a

˙2

(3.1.17)

which can be used to determine the dimensions of the cavity by the knowledge of
the working frequency.
Differently to a waveguide, a resonant cavity doesn’t shows any cut-off frequency,

so that a mode can exist only at its own resonant frequency and not for greater
frequencies.

3.2. Cavity Design

In this work, the studied resonant cavity is intended to be used as a controlled
environment where a chemical reaction occurs. The cavity is then partially filled
with materials in which the reaction takes place. In principle, the presence of
a non homogeneous material inside the cavity makes the results obtained in the
previous sections not suitable for the analysis. Nevertheless, if the material content
is limited, it is licit to assume that a small variation of the fields occurs and even
if the perturbed field cannot be approximated with the field of an empty cavity
(expecially close to the water as will be shown in a while), the results in the previous
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Figure 3.2 Electric field in a cross section of a circular waveguide

sections can still be used as a starting point for the design.
The chemical reactions under test are enzymatic reactions. Enzymes are biolog-

ical catalysts, that is, they are able to speed up a particular reaction. Chemical
reactions happen at a characteristic reaction rate at a given temperature and chem-
ical concentration. Typically, reaction rates increase with increasing temperature
because there is more thermal energy available to reach the activation energy nec-
essary for breaking bonds between atoms. On the other hand, enzymes are very
sensible to temperature and can get inactivate if in an overheated environment.
The reactions considered in this work occurs in an aqueous medium, which means
that, if the system is subjected to electromagnetic waves, it is easily heated and for
this reason the power used to feed the cavity have to be controlled.
The water solution flows into a pipe that goes through the cavity, along its

length. As stated before, the transversal section of the pipe needs to be small
enough to preserve the theoretical behavior of the cylindrical cavity. As a benefit
to this choice, a uniform irradiation of the solution is achieved since the small
radius of the pipe (respect to the penetration depth of the water) avoids the strong
attenuation of the field due to the high losses of the medium. To better exploit this
fact, multiple smaller pipes are used (instead of a central one), radially disposed
around the longitudinal axis of the cavity. With this arrangement, to keep the same
irradiation of the solution in every tube, a radial (φ-independent) mode needs to
be used. As can be seen from table 3.1, the first mode that satisfies the radial
condition is the TM01 (figure 3.2) which is then chosen for the design. The physical
dimensions of the cavity are selected on the basis of operating frequency, so that
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3.2. Cavity Design

the TM01 mode occurs at that frequency. There are a few constrains in choosing
the working frequency. It is known that water has its highest losses at frequencies
around 10 GHz, which slightly moves depending on the temperature of exercise, but
for the previous consideration a too high frequency have to be avoided, to keep the
penetration depth as high as possible. Between the ISM (free licence) bands, the
two closest frequency bands are at 2.45 GHz and 5.8 GHz, so the former is chosen
for this application.
The use of equation (3.1.17) has been obtained for a cavity filled with a homo-

geneous dielectric, but can still be used as a starting point to fix the dimension of
the cavity. In fact, in the formula, only the radius a and the ratio l{d have to be
determined. For the radius, commercial tubes with standard dimensions are avail-
able and the diameter of 2a “ 72.1 cm is used, so that only the length d and an
appropriate l-number remain to be fixed. The latter is chosen such that a length d
greater than the diameter can be used to obtain the wanted resonant frequency.
Before the choice of the length, the dielectric constant requires further attention.

As stated before, the formula (3.1.17) is valid for a cylindrical cavity filled with an
homogeneous medium and, if tubes filled with water pass through the cavity the
condition is not respected anymore. Thus an equivalent dielectric constant is used
that can be estimated as a weighted mean of the dielectric constants of the water,
the air and the tubes, being the weights the volumes of the corresponding materials

εavg “
Vaεa ` Vpεp ` Vwεw

Va ` Vp ` Vw
(3.2.1)

where V is the volume and ε the dielectric constant, the subscript indicating the
material (a – air, p – pipe, w – water). A better approximation can be obtained
using a correcting factor that takes into account the field inhomogeneity (at least
in part), introducing Fw as

Fw “

ˇ

ˇ

ˇ

ˇ

Eprcq

Ep0q

ˇ

ˇ

ˇ

ˇ

2

(3.2.2)

and correcting equation (3.2.1) in

εavg “
Vaεa ` Vpεp ` VwεwFw

Va ` Vp ` Vw
(3.2.3)

where rc is the distance between the cavity axis and the tube axis, while Eprq is
the field in the empty cavity. The distance of the tubes from the axis of the cavity
can be chose to center the resonant frequency of the mode to the desired working
frequency.
Finally, the cavity is fed by a coaxial line at 50 Ω. Given the geometry and the
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3. Resonant Cavity as a Bioreactor

Figure 3.3

radial mode chosen, the line is disposed coaxially with the cavity, and only the core
enter inside the cavity as shows the figure 3.3, so that it can best excite the required
mode. Small variation of the length of the core inside the cavity can be used to a
fine tuning of the resonant frequency.

3.3. Multiphysics Theoretical Model Description

3.3.1. Fluid Dynamics

To have, inside the tubes, the most favorable conditions of reproducibility, it was
chosen to focus our attention, from the fluid dynamic point of view, on the laminar
flow regime. In fact, such kind of fluid motion consists of the lowest mixing level as
possible, and all the fluid elements advance in the axial direction, with the radial
and azimuthal components of the velocity vector being zero. For cylindrical smooth
pipes, as the used plexiglass tubes can be approximately considered, the laminar
flow regime takes place for Re ă 2100, being Re the Reynolds number, which can
be defined as follows

Re “
ρuzd

µ
(3.3.1)

in which uz is the axial component of the velocity vector, d the tube diameter, and
µ the dynamic viscosity of the fluid. Considering the fluid at the temperature of
55 ˝C (near to the operating condition), the critical value of uz is about 0.192 m{ s.
The fluid dynamics model, working in the laminar flow regime with an incom-

pressible flow, was described by the continuity and Navier-Stokes equations, respec-
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tively

∇ ¨ ~u “ 0 (3.3.2)

ρ p~u ¨∇q ~u “ ∇ ¨
”

´pI` µ
´

∇~u` p∇~uqT
¯ı

(3.3.3)

in which ~u is the velocity vector, ρ the fluid density, p the pressure, µ the dynamic
viscosity, and ~F the external force field.
Heat transfer in the fluid was described by the following energy conservation

equation:
ρCp ~u ¨∇T `∇ ¨ p´k∇T q “ Q (3.3.4)

in which Cp is the heat capacity at constant pressure, T the temperature, k the
thermal conductivity, and Q the power coming from a generic heat source.
To solve the previous equations it was necessary to define all the fluid properties

as a function of temperature considering that it has a nonuniform distribution inside
the tube reactor, and the fluid changes its thermal condition while flowing from the
entrance to the outlet of the cavity. This kind of dependence, for ρ, Cp, k, and
the dynamic viscosity of fluid (µ), was derived from the experimental data in [21],
taken for a pressure of 1 bar and in the temperature range 20 ˝C to 99 ˝C.
From a polynomial regression of these data, the following correlations (in which

T is in kelvin) have been obtained (the determination coefficient was higher than
0.9997 in all cases)

ρ

„

kg

m3



“ ´3.0700ˆ 10´3 T 2 ` 1.5406T ` 8.1070ˆ 102 (3.3.5)

Cp

„

J

m K



“ 1.3130ˆ 10´6 T 4 ´ 1.7788ˆ 10´3 T 3 ` . . .

¨ ¨ ¨ ` 9.1070ˆ 10´1 T 2 ´ 2.0826ˆ 102 T ` 2.2088ˆ 104
(3.3.6)

k

„

W

m K



“ ´9.8664ˆ 10´6 T 2 ` 7.5702ˆ 10´3 T ´ 7.7262ˆ 10´1 (3.3.7)

µ rPa ss “ ´1.2714ˆ 10´9 T 3 ` 1.3767ˆ 10´6 T 2 ` . . .

¨ ¨ ¨ ´ 5.0093ˆ 10´4 T ` 6.1556ˆ 10´2
(3.3.8)

To have the highest reaction yields, from the thermal point of view, it was chosen
to work near the optimal temperature for the specific enzyme here considered,
which is about 55 ˝C, and avoiding the overcoming of the enzyme deactivation
temperature, which is about 60 ˝C if this temperature is maintained for times longer
than 60 min, as reported by [22]. To do this, and indicating with ∆T the difference
between the maximum temperature of 60 ˝C and the inlet fluid temperature, the
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ratio between the incident microwave power (P ) and the fluid advancing velocity
(and so the mass flow rate) multiplied for ∆T was fixed and maintained at a constant
value (8.12ˆ 102 N{m) for each run

P

uz∆T
“ constant (3.3.9)

Thus, in the multiphysics simulations, three different values of ΔT were considered
(2 K, 5 K and 10 K), and the chosen couples of P and uz are reported in Table 3.2.

3.3.2. Chemistry

The enzyme reaction is modeled using the kinetic described by Michaelis and
Menten [23], which describes the basic mechanism for enzyme reactions as

E` S
k1
ÝÝáâÝÝ
k´1

ES
k2
ÝÝÑ E` P (3.3.10)

where S and E are respectively the free substrate and the enzyme molecules, ES
the enzyme-substrate complex and P the reaction product, while k1, k–1 and k2 are
the kinetic constant of the complex direct and inverse formation and of the product
formation, respectively.
The evolution of the concentrations (indicated as [A] for the species A) is de-

scribed by the following nonlinear system

drSs

dt
“´k1rEsrSs ` k´1rESs

drEs

dt
“´k1rEsrSs ` pk´1 ` k2qrESs

drESs

dt
“ k1rEsrSs ´ pk´1 ` k2qrESs

drPs

dt
“ k2rESs

(3.3.11)

from which it can be seen that the enzyme concentration is preserved

drEs

dt
`

drESs

dt
“ 0

and the mass conservation principle is respected

drSs

dt
`

drESs

dt
`

drPs

dt
“ 0

Finally, considering the relatively high energy status of the enzyme-substrate com-
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plex, the pseudo steady (quasi-steady) state approximation is applicable,

drESs

dt
« 0

f Introducing the Michaelis-Menten rate constant, defined as

KM “
k´1 ` k2

k1
(3.3.12)

the substrate consumption rate can be expressed as

drSs

dt
“´

k2 rEsrSs

KM ` rSs
(3.3.13)

which, if the substrate is present in very low concentration, so that rSs ! KM , it
becomes the first-order reaction rate

drSs

dt
“´

k2 rEs

KM
rSs (3.3.14)

For the purposes of the simulations here presented, having considered an aqueous
solution of sucrose to be hydrolysed, according to literature reports [24], for KM

the value of 0.06 mol{dm3 was taken, while the value of k2 was calculated through
the relationship given by [25]

k2 “
kBT

h
exp

ˆ

´
∆G`

RT

˙

(3.3.15)

where kB, h and R are respectively the Boltzmann constant, the Planck constant
and the universal gas constant, T is the temperature and ∆G` is the Gibbs free
energy variation associated with the reaction, for which the value ∆G` “ 88 kJ{mol

has been used, while for the initial enzyme concentration rEs0 “ 10 mg{dm3 is used
[26].
In addition, a first-order enzyme deactivation in a single step is considered, so

that the still active enzyme at time t is [27]

rEs´́rEs0 exp p´kd tq with kd “
kBT

h
exp

ˆ

´
∆Gd
RT

˙

(3.3.16)

being ∆Gd “ 103 kJ{mol and where the time t is evaluated considering that the
liquid inside the pipe flows at a longitudinal velocity of vin, so that it sweep a
distance of z in t “ z{vin units of time. Putting together the last considerations,
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the final expression of the reaction rate becomes

Rc “
drSs

dt
“´

k2 rSs

KM
rEs “ ¨ ¨ ¨ (3.3.17)

¨ ¨ ¨ “ ´
rSs

KM

kBT

h
exp

ˆ

´
∆G`

RT

˙

rEs0 exp

ˆ

´kd
z

vin

˙

(3.3.18)

(3.3.19)

where [S] is the initial concentration of sucrose.

3.4. Simulations and Results

3.4.1. Simulation Description

The simulation has been carried out using two commercial simulation software.
The electromagnetic software CST Microwave Studio was used as a starting point
for the design of the cavity from an electromagnetic point of view, keeping into
account the temperature variation as a corresponding dielectric constant variation.
The designed cavity was then drawn in COMSOL Multiphysics, a numerical

simulator that allows performing a wide range of calculations in different scientific
areas (referred by the software as Physics) such as electromagnetics, fluidodynamics,
heat transfer, mechanics, chemistry, acoustics and many others. In addition to
simulations of a single area, COMSOL allows performing full coupling simulations,
i.e. to couple simulations of different field, such that the effects of phenomena of a
specific area can influence parameters and behaviors of the other areas.
For the purpose of this study, four different physics have been used, namely (using

the same nomenclature of the software) Electromagnetic Waves, Heat Transfer in
Fluids, Laminar Flow (the fluid dynamics simulation) and Transport in Diluted
Species (the chemical simulation).
Furthermore, to couple these physics, different multiphysics has been used. In

particular, an Electromagnetic Heat Source and a Boundary Electromagnetic Heat
Source allows to introduce the heating generated by microwaves in the materials
used. The heat in turn influences the electromagnetic parameters of the correspond-
ing physic and so a Temperature Coupling between the Heat Transfer in Fluids and
the Electromagnetic Waves physics has been used. In addition, a Non-Isothermal
Flow was used to couple the Laminar Flow to the Heat Transfer in Fluids. Finally,
a Flow Coupling and a Temperature Coupling was initially used to couple respec-
tively the Laminar Flow and the Heat Transfer in Fluids with the Transport in
Diluted Species.
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Figure 3.4

Due to the complex problem at hand, the simulation was solved in different steps.
As a first step the electromagnetic simulation was carried out singularly. A quick
comparison with the results obtained by CST Microwave Studio has been done. As
a representative example of this comparison, in figure 3.4 is reported the reflection
coefficients obtained by the two software. It can be seen that the results are in good
agreement.
As a second step, a simulation including the coupling between the fluid dynamics

and the heat transfer has been conduct. In particular, in this simulation, the heat
source was obtained by the joule heating caused by the presence of the electromag-
netic field calculated by the previous simulation. This step was necessary to obtain
coherent conditions for the fluid dynamics physics for the next step. It is worth
notice that the results at this point are not obtained by a full coupling simulation
because the electromagnetic one was solved separately.
The final step was to use the previous solution as a starting point to calculate

the full coupling solution between electromagnetics, heat transfer, fluid dynamics
and chemical reaction. This step is the most resource consuming of the study.
In the attempt to speed up the process, the Transport of Diluted Species can be

solved apart, assuming that the reaction doesn’t influence the electromagnetic, fluid
dynamic and thermal properties of the materials (which is a realistic assumption
considering that the reaction occurs in an aqueous solution, i.e. using very low
concentration of reagent and enzyme). In this case, the full coupled simulation is
performed considering electromagnetic, laminar flow and heat transfer physics. The
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3. Resonant Cavity as a Bioreactor

chemical simulation is executed independently, using the variables calculated in the
three-physics full coupled simulation.

3.4.2. Results

The procedure described in section 3.2 allows to design the cavity to work at
the temperature at which the reaction should occur. The cavity thus obtained
can be analyzed to study its behavior in different conditions. In figure 3.5a the
reflection coefficent at different temperatures of a cavity designed to be matched
at 20 ˝C are reported. It can be seen how the raise of temperature casues a shift
to a higher frequency of the dip and reduces it. This is due to the reduction
of the dielectric constant which has the effect to raise the resonant frequency of
the modes and causes a mismatch with the feed line. The mismatch, in turn,
causes a reduction of the absorbed power which means that the cavity isn’t effective
anymore in heating the water. This can be better seen in figure 3.5b where is
shown how the power transmission coefficient (i.e. the coefficient of proportionality
between incident power and absorbed power) at 2.45 GHz reduces with the raise of
temperature. The red curve is obtained using the value of the reflection coefficient
of the cavity, designed to be tuned (TM01 mode at 2.4 GHz) at 20 ˝C and shows
that the power is largely reflected at high temperatures. The problem is partially
solved tuning the cavity for every temperature. In blue curve, for every point the
cavity as been re-tuned to center the mode at the working frequency. It can be seen
that the absorbed power now is alway higher than 50%. The large variation of the
dielectric constant with temperature makes it difficult to have a good match at high
temperatures using only the physical dimension of the cavity to obtain it, but if a
higher absorption is required, a λ-quarter transformer filled with a suitable dielectric
can be used to nullify the reflection coefficient. Comparing different cavities, one of
each designed to work at different temperatures, as shown in 3.6a, it can be seen how
the power absorbed stays almost constant up to the temperature design Tres and
rapidly decrease above the same temperature. It is possible to infer a qualitative
behavior that is schematically represented in figure 3.6b. This allows to design the
cavity considering only the working temperature Tw required for the reaction.
The fields inside the cavity are shown in figure 3.7, where a coss-section and a

longitudinal cut are shown. The former shows the azimuth-independent property of
the field and how the field is modified (respect to the empy cavity) by the presence
of the tubes. In the latter it can be seen the two oscillations along the z-direction,
due to the use of a mode with l “ 2, which means that two half wavelength (and
then two oscillations) occurs along the axis of the cavity. The field inside a tube
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Figure 3.8 Longitudinal and cross section of a tube
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Ti r
˝Cs

50 55 58

uzrm{ ss P rW s

5ˆ 10´5 1.35ˆ 10´1 6.77ˆ 10´2 2.71ˆ 10´2

7.5ˆ 10´5 2.03ˆ 10´1 1.02ˆ 10´1 4.06ˆ 10´2

1ˆ 10´4 2.71ˆ 10´1 1.35ˆ 10´1 5.41ˆ 10´1

2.5ˆ 10´4 8.12ˆ 10´1 4.06ˆ 10´1 1.62ˆ 10´1

5ˆ 10´4 1.35 6.77ˆ 10´1 2.71ˆ 10´1

7.5ˆ 10´4 2.03 1.02 4.06ˆ 10´1

1ˆ 10´3 2.71 1.35 5.41ˆ 10´1

2.5ˆ 10´3 8.12 4.06 1.62
5ˆ 10´3 1.35ˆ 101 6.77 2.71
7.5ˆ 10´3 2.03ˆ 101 1.02ˆ 101 4.06
1ˆ 10´2 2.71ˆ 101 1.35ˆ 101 5.41
2ˆ 10´2 5.41ˆ 101 2.71ˆ 101 1.08ˆ 101

4ˆ 10´2 1.08ˆ 102 5.41ˆ 101 2.17ˆ 101

6ˆ 10´2 1.62ˆ 102 8.12ˆ 101 2.17ˆ 101

8ˆ 10´2 2.17ˆ 102 1.08ˆ 102 4.33ˆ 101

1ˆ 10´1 2.71ˆ 102 1.35ˆ 102 5.41ˆ 101

1.2ˆ 10´1 3.25ˆ 102 1.62ˆ 102 6.50ˆ 101

1.4ˆ 10´1 3.79ˆ 102 1.89ˆ 102 7.58ˆ 101

1.6ˆ 10´1 4.33ˆ 102 2.17ˆ 102 8.66ˆ 101

1.8ˆ 10´1 4.87ˆ 102 2.44ˆ 102 9.74ˆ 101

2ˆ 10´1 5.41ˆ 102 2.71ˆ 102 1.08ˆ 102

Table 3.2 Sets of operating conditions for the multiphysics simulations of the resonant
cavity with the reacting fluid flowing inside the multitube-irradiated reactor

can be seen in figure 3.8a, in a longitudinal and a cross section.
With the cavities properly designed to work at the three different temperatures

indicated in section 3.3.1 and reported in Table 3.2, the multiphysics simulations
have been carried out. The Table shows the operating conditions for every single
simulation. The value of uz is the inlet velocity of the fluid in the pipe, while the
power is the incident power coming from the coaxial feed. For every couple of these
two quantities, a simulation has been run.
To evaluate the effectiveness of the cavity for the reaction involved, the fractional

conversion X is used for taking into account the evolution of the hydrolysis reaction.
The conversion can be defined as follows

X “
Ci ´ Cout

Ci
(3.4.1)
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where Ci is the initial concentration of sucrose, where the value of 292 mol{m3 has
been used as a reference value [Olmi et al., 2007; Casu et al., 2015], while Cout

represents the sucrose concentration in the fluid outcoming from the cavity. In
figure 3.9 is reported the conversion for every multiphysics simulation at the three
different temperature of exercise. The results are compared with the conversion
obtained using conventional heating, assuming the same amount of power given to
the system. It is clear that microwave heating is more effective, especially at low
inlet velocity, due to a better distribution of the electromagnetic field inside the
water and consequently an optimal and faster heating, while for higher velocity the
curves overlap, which is an indication of the fact that the solution don’t stay enough
time to be heated under the effects of the field.
In conclusion the robustness of the resonant cavity showed the possibility of

operating with a fixed frequency microwave generator. The multiphysics simulation
was necessary to consider all the physical and chemical phenomena occurring inside
the resonant cavity and the tubes containing the reacting solution. In effect, it
showed how the temperature distribution in the fluid is important in determining
the effectiveness of the conversion process, and its knowledge allows a good control of
the reaction conditions in order to prevent the enzyme deactivation and so greatly
improving the possibility of reuse it in a process with multiple passages of the
fluid inside the cavity. The most interesting operating conditions are those with
average velocities between 2.5ˆ 10´4 and 2ˆ 10´2 m{ s, as this range allows the
best compromise among the highest reaction rate, good conversion values per single
passage, and the limitation of the enzyme loss.
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Figure 3.9
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4. Array of Coils for MRI

Magnetic resonance imaging (MRI) is a non-invasive medical diagnostic technique
that provides information about changes in soft tissue structure and alterations
inside internal organs [1]. In this technique, the proton spins of the interested
body part, are first aligned in one direction by a static magnetic field, B0, and
then subject to a sequence of excitation by a radio frequency (RF) magnetic field,
known as B1 field, in the plane perpendicular to the B0 field. More precisely, the
B1 field drives the protons into an excited state. After the exciting RF field is
turned off, energy is released [2]. This energy can be measured and provides the
magnetic resonance data. The frequency f1 of B1 field is proportional to the B0

field f0 “ γB0

2π being γ “ 42.6 ¨ 2πMHz{T the gyromagnetic ratio [2]. Older MRI
tomographic scanner employed low B0-field (up to 1.5T, with f1 less than 60 MHz),
however modern trend is to use high-B1 field (up to 7T and beyond), and therefore
f1 in the UHF rang [3].
RF coils are the component responsible for the sample excitation and for the

detection of the signal it generates. Their function is therefore fundamental for
MRI. Modern coils must ensure two main requirements, namely guarantee a large
field of view (FoV) and a RF B1 field as homogeneous as possible inside the sample
[4]. The field homogeneity depends on the shape of the tissue-under-exam, but also
on the geometric shape of the coil. Such shape can be chosen to fit the TUE, in
order to be worn comfortably for a tomography lasting some tens of minutes. A
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4. Array of Coils for MRI

better FoV can be obtained by an array of coils, i.e. in two or more overlapped
or closely positioned RF coils that simultaneously receive the MR signal from a
bigger region of interest than a single coil [5–7]. Such multiple coils are, however,
quite large and therefore they need to be geometrically adjustable to the subject
to analyse [8]. A flexible receiver RF array is a device that offers several benefits,
because it allows the adjustment of the coil geometry to the subject and, provides
the better filling factors and improved SNR for different subjects while keeping a
large field of view (FoV) of operation [9–11]. Flexible coils have already been used
for various application such as wrist analysis [12], bile duct MRI [13] and human
knee [14].
For MRI systems that use a low B0 field, the frequency of the field is so low

that the size of the biological object to be imaged is usually only a small fraction
(less than 20%) of the wavelength of the field. Hence, the interaction between the
object and the electromagnetic field is relatively weak [3]. Low-field MRI, therefore
has quite small signal-to-noise ratios (SNR) and, as a consequence, reduced image
quality [15].
High-quality images call for a MRI coil with a high SNR. In order to reach such

high SNR, high frequency MRI systems using high magnetic fields (ą 3T) have
been developed [16–20]. Since the coil is a Faraday law-based sensor, the signal
power is quadratic in the MRI frequency and then in the B0 field, thus leading to
a strong increase in SNR. However, as a result of the increased frequency, the size
of the biological object becomes comparable to or even larger than the effective
wavelength and the interaction between the biological tissues and electromagnetic
field becomes much stronger raising safety concerns for the MRI systems [21].
Specific Absorption Rate (SAR) [22] is a measure of the rate of electromagnetic

energy absorbed by the human body when it is exposed to the action of a radiofre-
quency electromagnetic field. The limits for RF exposure during MRI in volume
transmit coils are defined by [22]. The SAR within the patient must remain under
the following limits:

• normal: head SAR (SARhead), whole-body SAR (SARwb), and partial-body
SAR (SARpb) of 3.2 W{ kg, 2.0 W{ kg, and from 2 to 10 W{ kg, respectively

• first level controlled: SARhead, SARwb, and SARpb of 3.2 W{ kg, 4.0 W{ kg,
and from 4 to 10 W{ kg, respectively

The tolerated SAR and the associated thermal loading may be identified as prime
safety considerations and as the limiting factors in clinical magnetic-resonance ap-
plications [23]. In fact, when applying radio frequency (RF), only a small percentage
of the energy applied is absorbed by the MR-sensitive nuclei. The remaining energy
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is converted to heat in the conducting tissue in the field of view of the coil [24].
This situation worsen with the proximity of the RF device and the human sample
that has to be investigated, as in the case of flexible coils, and must be carefully
monitored.
Recognizing the increased role of tissue/coil interactions, experimental and nu-

merical evaluations of RF coils can provide essential information for understanding
the behaviour of these devices. In addition, such studies can help to devise coil
design modifications required to retain reasonable homogeneity for the B1 field
distribution and to minimize RF power deposition as monitored by the SAR.
The prediction of electric field distribution inside the sample is the starting point

to evaluate, and control, SAR. Since in vivo measures of electric fields is impossi-
ble, it is extremely useful to exploit numerical methods for studying high-field MRI
applications on human body [25–29]. Different studies have been performed to eval-
uate safety issues in MRI high field applications by computing the power absorbed
by on human head during a 7T-MRI exam using an 8-channel ship array [30], the
local SAR for a MRI multi-transmit body coil [31] and the tissue temperature rise
in the case of a pregnant female model using a 16-channel birdcage coil [32]. Other
studies have analyzed the MRI compatibility with other devices such as defibrillator
[33] or the effect of different MRI sequences on the safety of the patient [34].

4.1. MRI Principles

MRI exploit a property of atomic nucleus called intrinsic spin angular momentum,
or simply spin [35]. It can be considered due to a constant rotation about an axis
at a constant rate, the axis being perpendicular to the direction of rotation.
The spin can assume a limited number of values, i.e. its a quantized amount.

There are three types of these values, zero, half-integer values and integer values,
depending on the atomic weigth and the atomic number. The value zero leads to
nuclei that don’t interact with external magnetic fields, while a nucleus having an
half-integer value or an integer value is influenced by magnetic fields.
The nucleus of protium 1H (the most abundant isotope for hydrogen found in

nature) for example, consist of a single proton, has a spin of 1{2 and its response
to an applied magnetic field is one of the largest found in nature. The human body
is composed of tissues that contain primarily water and fat, both of which contain
hydrogen, which makes it a good choice to be used for medical applications.
A volume of a tissue contains plenty of protons (hydrogen atoms). Every atom

has its own spin vector, equal in magnitude to the others but oriented randomly. If

69



4. Array of Coils for MRI

all the spins are summed together, the sum would be zero, due to the randomness
of the orientation. If the tissue is placed in a magnetic field B0, the atom starts
to rotate perpendicular to the magnetic field. The protons are tilted slightly away
from the axis of the field but the axis of rotation is parallel to B0. The precession
moto arised occurs at a constant rate, which is proportional to the field and is given
by

f0 “
γB0

2π
(4.1.1)

γ being a constant called gyromagnetic ratio which for the atom of hydrogen assumes
the value of γ “ 2π ¨ 42.6 MHz{T, and f0 is called the Larmor frequency.

By convention, B0 and the axis of precession are defined to be oriented in the
z direction of a Cartesian coordinate system. The motion can be described by its
cartesian components, x, y and z. All the components are nonzero. The z com-
ponent parallel to the field is constant in time while the perpendicular components
vary in time.
If a vector addition is performed, under the effect of the magnetic field, the

components perpendicular to the external field would still be zero. But, because
there is an orientation of the precessional axis of the proton that is constant in time,
there is a constant nonzero interaction or coupling between the proton and B0,
known as Zeeman interaction. This coupling causes a difference in energy between
protons aligned parallel or along B0 and protons aligned antiparallel or against B0,
which is proportional to B0. The antiparallel alignment is the one at the highest
energy and occurs less than the parallel one. This unequal number of protons in
the two different states causes the vector sum of the spin to be nonzero and will
point as the more numerous position, parallel to the field B0. In other words, the
tissue will become polarized or magnetized. The magnitude of the polarization M0

is constant in time and proportional to B0

M0 “ χB0 (4.1.2)

where χ is the magnetic susceptibility. This induced magnetization is the source of
signal for all of the MR experiments. Consequently, all other things being equal, the
greater the field strength, the greater the value of M0 and the greater the potential
MR signal. The magnetic resonance techniques are based on the manipulation of
M0. If a short radio-frequency pulse is applied, a given amount of its energy is
absorbed by the protons. The pulse is contains many frequencies spred over a
narrow range, but only the energy at a particular frequency is absorbed which is
proportional to the magnetic field B0 and follows the Larmor equation (4.1.1). The
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absorption of this energy causes the proton to transit from the low energy state to
the next energy level. The energy difference between the two states is proportional
to fL and thus to the magnetic field B0

∆E “
hγB0

2π
(4.1.3)

where h is Plank’s constant (6.626ˆ 10´34 J s). Only energy at this frequency stim-
ulates transitions between the spin up and spin down energy levels. This quantized
energy is known as resonance energy while the frquency of energy is called reso-
nant frequency. From a magnetization point of view, the pulse B1 is chosen to be
perpendicular to B0, at a frequency of fL such that

~B1 “ 2BRF cosωLt~ix (4.1.4)

This orientation allows a coupling between the RF pulse andM0 so that the energy
can be transferred to the protons. The effect of the pulse on the magnetization
vector is a rotation toward the xy-plane. If the amplitude of the pulse is high
enough and the last of the pulse is sufficiently long M0 rotate entirely into the
transverse plane so that there will be no more longitudinal magnetization. In this
case the pulse is called a 90° pulse. When the pulse is turned off, the protons release
the energy absorbed and goes back to their original equilibrium orientation while
releasing energy. The time after which it reaches its initial state is random but its
mean value is influenced by how much the proton is bonded to the surrounding
molecules, the more the bonding the fast the final state is reached. This time is
indicated as T1 and is characteristic for every material. The law governing the
refurbishment of the magnetization along z is the following

Mz “M0

ˆ

1´ exp
´

´

t
T1

¯˙

(4.1.5)

Another effect of magnetization decay occurs to the perpendicular magnetization,
when the 90° pulse is turned off. At the end of the pulse in fact the magnetization
is on the xy-plane and all the protons are rotating at the same angular frequency
ωL “ 2πfL. Due to the interaction between the magnetic momentum of the protons,
their angular velocity will be varying in a random way, and the protons that at the
end of the pulse were all in-phase to each other, will start to be oriented in a random
way on the plane, until they will be uniformly distributed on the xy-plane an there
will not be any magnetization on the plane. The law describing the magnetization
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is in the form

~Mxy “M0 exp

„

´
t

T2



´

sinωLt ~ix ` cosωLt ~ix

¯

(4.1.6)

being t2 the time constant characterizing the phenomenon.
The two mechanisms described above are independent because the first one is

due to the interaction between protons and the tissue while the other is owed to the
spin-spin interaction. The time constant T2 is much more smaller than T1, usually
one order of magnitude, and independent of B0, while T1 is a increasing function
of B0. In any case, they both depend on the tissue.

Actually, to worsen the effect of the phase-shift between the protons there is also
the dishomogeneity of the static field B0. If the time constant due to this effect is
T2L, the decay of the magnetization becomes

~Mxy “M0 exp

„

´
t

T2



exp

„

´
t

T2L



´

sinωLt ~ix ` cosωLt ~ix

¯

“ . . .

. . . “M0 exp

„

´
t

T ˚2



´

sinωLt ~ix ` cosωLt ~ix

¯

(4.1.7)

where the constant T ˚2 has been introduced, that takes into account the two effects.

4.2. Spatial Coding

To reconstruct an image of the tissue under test, it is necessary to recognize the
signals emitted by protons in different locations. This is done using an additional
field, varying linearly in the region of the tissue, so that the total static field is

~B “ pB0 `Gzzq~iz (4.2.1)

that causes the Larmor frequency to be variable to z

fLpzq “
1

2π
γ pB0 `Gzzq “ fL0 `

γGz
2π

z (4.2.2)

For a region that extend for Lz, the range of frequency will be
„

fL0 ´
γGz

2π

Lz
2
, fL0 `

γGz

2π

Lz
2



(4.2.3)

with a bandwidth of
BT “

γGz
2π

Lz (4.2.4)
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so that if an RF signal is generated with a bandwidth over the same range of
frequencies, it will excite the different zones of the body at their different resonant
frequencies. The frequencies of the signal emitted are at the same frequency so that
every frequency corresponds to a particolar region of the body. A spectral analysis
of the signal would allow to obtain a map of the human body.
However, in pratice the signal used is a pulse with a band Bw narrow than BT ,

and different pulses in adjacent bands are used. In this way only the part of the
body in a small interval of z values are exited so that

BW “
γGz
2π

∆z

∆z “
2πBW
γGz

(4.2.5)

This means that the reconstructed image is obtained by different zones of length
∆z, called slices, acquired once per time, being ∆z the spatial resolution along the
z direction. Typical values of BW are comprised in the range 500 Hz–1000 Hz while
the order of magnitude of Gz is 10 mT{m.
In the same way, gradients along x and y directions are used to discriminate

different points in the same slice. When the RF pulse and the gradient along z are
turned off, the gradient along y is activated for a time Ty so that the static field
becomes ~B “ pB0`Gyyq~iy, the angular frequency will be a function of y expressed
as ωL0 ` γGyy. When the y-gradient is turned off, the dipoles are not aligned
but oriented with an angle dependent on y given by Φpyq “ pγGyyqTy. The same
process is repeated for the x direction so a static field ~B “ pB0`Gxxq~ix is generated
after which the signal is registered. If a pulse of 90° is used, the polarization along
x and y are given by

Mxptq “M0 exp

„

´
t

T ˚2



sin rωL0 ` γGxxqt` Φpxqs

Myptq “M0 exp

„

´
t

T ˚2



sin rωL0 ` γGyyqt` Φpyqs

(4.2.6)

4.3. RF Coils

The devices used to excite and receive the signals emitted by the excited nuclei
are the RF coils. The pulse transmission and the receiving of the signal can be
done both by the same coil or by using a different coil for every operation. The
latter solution is generally preferred (if possible) because the required characteristics
of a coil are different depending on the duty of the device. A requirement for
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Figure 4.1 An example of birdcage coil for MRI

transmission coil for example is to obtain the most homogeneous field possible in
the volume considered, while the receiving coil the most important specifications
is to obtain the higher sensibility in the region of interest. Thus, the transmitter
and receiver need to be accurately designed for the specific application to obtain
the best quality of the image.
There are mainly two types of RF coils for MRI, the volume coils and the surface

coils. The former are closed structures in which the sample is positioned. Typical
volume coils are composed of two rings with the same dimensions, coaxially aligned
and joint together by a number (usually even) of segments called legs. The volume
coils guarantee a wide field of view but they lack of a good signal to noise ratio. An
important parameter of these coils is the Filling Factor, which is an indication of
how much the sample fills the volume surrounded by the coil. In fact, the greater
the filling factor, the smaller the empty volume that don’t contribute to the signal
but contribute to the noise. In figure 4.1 is pictured an example of a widespread
volume coil, called birdcage.
The other type of coils are the surface coils, which are open structures able to

receive a signal from adjacent superficial samples. Their signal to noise ratio is
higher than the one achieved by volume coils, thanks to their limited sensitivity
region which reduces the noise received. On the other hand, they are characterized
by a restricted field of view, whereas a field of view as wide as possible is desirable
in clinical imaging. To overcome this problem, and keeping the same signal to noise
ratio, multiple coils close to each other to form an array are used. When a phased
array is used for example, multiple coils are posed in parallel and every coil receive
an RF signal, independent from the others, from its own sector and then the signal
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4.4. Surface Coil Design

received from the coil is elaborated and summed with the others to obtain a global
image.
For the sake ok completeness a simple expression for the SNR, evaluated for the

smallest region (called voxel) identified by a signal, is reported. The expression [35]

SNRk “
Vsignal
Vnoise

“

?
2ω0∆VMxy |Bt|
?

4kT∆fRin
(4.3.1)

highlights how the signal to noise ratio of a voxel is proportional to the field B0

(because of ω0), which is the main reason why the trend in the past years is to use
magnetic field increasingly higher.
The term Bt, is the component of B1 transverse to the field B0, normalized to a

unitary current, and is called effective coil sensitivity. The aim of an RF coil design
is to obtain the best coil sensitivity to achieve the highest SNR.
Finally the denominator in 4.3.1 is the noise output of the coil, where ∆f is the

bandwidth, k is the Boltzman’s constant, and T is the effective temperature and
Rin is the noise resistance of the coil.

4.4. Surface Coil Design

In this work a surface coil is designed to be used in a ultra high field (7 Tesla)
MRI. The RF coils are responsible for the generation of the RF pulse and the
reception of the signal generated by the system as response to te pulse excitation.
The magnetic field at 7 Tesla makes the sample under test excitable at its Larmor

frequency given by (4.1.1), in this case 298 MHz, which fixes the operating resonant
frequency of the coil.
The design of a coil starts with its equivalent model [36] as a lumped element,

characterized by an inductance Lcoil. This equivalent lumped coil have to resonate
at the Larmor frequency previously calculated, so a tuning capacitance is required
the value of which can be obtained by the following

Ccoil “
1

ω2
0Lcoil

(4.4.1)

where ω0 is the working angular frequency and Lcoil, the lumped inductance, de-
pends on the size and shape of the real coil [37].
For high field MRI (and then high frequency), the lumped element assumption is

not is not accurate enough because the physical dimension of the coil are comparable
to the wavelength [38]. This means that the current distribution along the coil is
not constant, which is the condition for the lumped model.
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4. Array of Coils for MRI

In order to get an almost constant current distribution, the coil is divided into N
equal section, each of one shorter than λ

10 [3] at ω0, using a capacitor with capacity

Ct “
Ccoil

N
(4.4.2)

to connect two adjacent sections. In this way the current in a section is constant
and thanks to the capacitors, is the same in each segment. The value of Ct is then
used as a starting point to obtain a fine-tuning of the coil.
In order to match the coil to the 50 Ω impedance of the generator, a matching

network is required. A capacitive matching is suitable for this application, so a
matching capacitance is used, and placed in parallel to the input terminals of the
coil [39].
The exact value of the tuning capacitance Ct and the matching capacitance Cm

can be found using a full-wave electromagnetic simulator (e.g. Ansys HFSS, or
CST Studio Suite for this work). The best way to proceed is to include in the
simulation, a model of the sample that will be analyzed, because there is a strong
coupling between the coil and the load and this influences the resonant frequency
and the input impedance of the coil. A design of the coil without taking into account
the load on which it will work on, brings to a not tuned and mismatched coil. This
implies that a knowledge of the samples to analyze is required and the coil needs
to be designed for a particular application.
The shape of the coil has been chosen to be accurate enough but at the same

time as simple as possible to resemble to a planar circular loop coil, so an octagon
has been chosen [40]. The particular shape was choose in view of a hand-made
realization of a prototype, made of a conductive (copper) tape, avoiding complex
shapes (too many edges) and avoiding angles between edges too close to 90°. In
figure 4.2 is reported the designed octagonal coil, with a radius of rcoil “ 4.5 cm

4.5. Array of Two Coil Design

The improved SNR of a surface coil respect to a volume coil is limited to a
restricted region close to the coil, more precisely to the center of the coil. This
clearly limits the field of view, but reduces the noise received, being the main
contribution due to the broadband thermal radiation from the sample.
To improve the field of view, a bigger coil can be used. In this way, although the

device cover a wider area, the signal to noise ratio will be degraded. The local or
surface coil acts as a spatial filter, eliminating noise detected from outside the region
of interest. In figure 4.3 [35] for example, is reported the relative SNR of different
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4.5. Array of Two Coil Design

Figure 4.2 Single coil model, with the tuning and matching capacitors (blue arrows)

coil sizes evaluated in distinct positions. The figure 4.3a compare the performance
of a circular loop coil with four different radius, 1.5 mm, 3 mm, 6 mm and 12 mm in
terms of SNR, evaluated at a distance of 1 cm from the coil plane. It can be seen
that the highest value of SNR is obtained by the smaller coil, but in a very small
region. Moving away from the axis of the coil, the SNR of the smallest coil rapidly
decreases and the best SNR is obtained by the second bigger coil, and so on when
keeping to move away from the axis. In fact, if the same comparison is made at a
higher distance from the coil axis, e.g. 12 cm as shown in figure 4.3b, the best SNR
is achieved by the biggest coil. This is even true if the same comparison is made
along the axis, at higher distance. In figure 4.3c is reported the SNR evaluated
along the axis. As can be seen the smaller coil has the best SNR only close to the
coil, and at a distance of 4.5 cm (3 times its size) it already shows the lowest SNR
of the four coils. At higher distances, the bigger the coil the best SNR is achieved.
To improve the field of view without modifying the SNR of the coil, it can be

used an array of coil. If more than a coil are used simultaneously, every coil has an
high SNR over a small region, and the signals received by the coils can be combined
together to obtain a high SNR over the entire field of view.
To improve the field of view, two equal coils are used together conveniently posed

to get independent signals. In fact, when two coils are close to each other, there
is a strong mutual inductance M between them and the magnetic flux density of
a coil influences the other in terms of signal received and impedance matching.
The maximum mutual inductance occurs when the two coils are both coaxial and
coplanar and has a positive value while it becomes negative when the distance
between them increases, keeping it coplanar. Hence, there is a suitable spacing for
which M “ 0 and the two coils are decoupled [37]. If this condition is verified, the
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Figure 4.3 Relative SNR comparison of single coil with different radius

matching obtained for the isolated coil remains.

4.6. Results

The double coils have been realized using a conductive tape (width 6 mm) on a
thin (flexible) substrate and the final double coil is shown in figure 4.4.
As stated before the coil strongly interacts with the sample under test. Therefore

the matching of the coil and the resonant conditions depend on the chosen sample.
Besides, the coil will be realized on a flexible substrate to allow the coil to best fit
the region to be analyzed, so the curvature of the coil also modify the matching
and tuning and needs to take into account in the design.
For these reasons, before starting the design, additional information of the sample

are required. Usually, the design is carried out considering as a sample an homo-
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4.6. Results

Figure 4.4

Material Electric conductivity [S{m] Relative Permittivity Density [kg{m3]

Fat 0.0764 11.75 911
Muscle 0.77 58.23 1090
Skin 0.6404 49.90 1109

Cortical bone 0.08249 13.45 1908

Table 4.1 Body tissues properties at 298 MHz [41]

geneous cylinder filled with saline solution. In this work an additional sample is
considered, representative of a human thigh or a neck. In particular the two samples
used are

• S1, an homogeneous cylinder with constand dielectric εr “ 79´ j41.62

• S2, a multilayer cylinder, each layer with dielectric constant of the proper
biological tissues. The valuse of the dielectric constants are reported in table
4.1[41]

All test has been done with the flexible dual coil conformal to a cylindrical surface.

On the S1 sample, we first performed, considering the external radius of the
sample equal to 6 cm a set of CST simulations and experimental measurements,
in order to assess the simulator as viable tools to evaluate the coil behavior in
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4. Array of Coils for MRI

Figure 4.5 Comparison between simulated and measured S11

realistic conditions. The sensor has been loaded at a distance AB=0.5 cm from the
sample, and its radius of curvature BC=6 cm. These and all subsequent simulations
were performed employing an adaptive mesh, starting with an initial one with a
maximum mesh length of 10 mm (i.e., less than 10% of the smallest wavelength in
the samples) in every region of the solution domain. The iteration stops when the
energy difference is smaller than 5%.
The tuning and matching capacitances have been obtained for a frequency of

298 MHz (corresponding to a static magnetic field B0 “ 7 T) by the simulator on a
single coil as Ct “ 4.9 pF and Cm “ 3 pF. Then we searched for the optimal spacing
between the coils through numerical experimentation, still exploiting simulations,
and found the value of 6.75 cm, which corresponds to 0.75 rcoil.

The measurements have been performed using a Hewlett Packard, 8720C Vector
Network Analyzer, 50 MHz – 20 GHz [42]. The measurement results and the
comparison with CST simulations are reported in figure 4.5. It is clear that the
agreement is very good. This confirm the accuracy of our simulations, and lead us
to conclude that CST is able to deal correctly with the strong interaction between
the sensor and the sample, and to model accurately the field inside the sample.
Various simulation have been carried out to study how the geometry of the coil

influences the field inside the sample. Using the saline solution sample with radius
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4.6. Results

Figure 4.6 Geometry of the coil placed over the sample

|BC|rcms T.C[pF] M.C [pF] R.F.[MHz] S11 [dB] Z11 [Ω]

6 5.4 1.5 297.95 -31.21 50.43´ j.059
8 5.6 3.1 297.95 -41.46 51.28´ j0.74
10 5.6 4.4 298.1 -36.44 50.53´ j0.22

Table 4.2 Used capacitances, S11 and Z11 parameters depending on the different array
curvatures. T.C= Tuning Capacitor, M.C= Matching Capacitor, R.F= Reso-
nant Frequency.

of the cylinder rsample “ 6 cm, three different radii of curvature for the sensor have
been tested, namely |BC| = 6 cm, 8 cm and 10 cm (see figure 4.6), still at a distance
AD “ 6 cm. For all these values, first the required tuning and matching capacitors
have been computed, shown in Table 4.2. For these values, the frequency response
of the different coils are shown in 4.7.
Results presented in Table 4.2 show also that an increase of the sensor radius

of curvature (i.e, as the sensor becomes flatter), has a marginal effect on the coil
inductance (since Ct is almost the same), while the input resistance of the loop
varies significantly, requiring a quite large variation of Cm.
The use of an electromagnetic simulator allows to evaluate the field inside the

sample, which would be impossible in a real case. Using the electromagnetic field
it is possible to evaluate the Specific Absorption Rate (SAR), defined as the rate
at which electromagnetic energy is absorbed by a biological tissues. It is related to
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Figure 4.7 Reflection coefficient at the input of both coils of the dual coil sensor for
different curvature radii and capacitance values, as reported in Table 4.2

the electric field and the properties of the tissues by the relation

SAR “
1

V

ż

sample

σp~rq
ˇ

ˇ

ˇ

~Ep~rq
ˇ

ˇ

ˇ

2

ρp~rq
d~r (4.6.1)

In figure 4.8a and 4.8b present the B1 magnetic field inside the saline sample
and the corresponding SAR. It is clear from these findings that the field uniformity
increases and the SAR decreases as the dual coil becomes flatter.
Then we have considered the coil behavior over a set of S2 with four layers (bone,

muscle, fat, skin) as in figure 4.9b, modelling an human thigh or neck [43]. The
chosen samples have a length of 8.4 cm and a diameter of 12 cm. We have tested
coil response over a range of muscle thickness, considering the bone and skin layers
constant and adjusting the fat thickness to leave the total diameter unchanged.
The four layer are, starting from the internal one

• bone (εr=13.45 , σ=0.082) with a diameter of 1.2 cm
• muscle (εr=58.23 , σ=0.77)
• fat (εr=11.75 , σ=0.076)
• skin (εr=49.9 , σ=0.64) with a thickness of 0.4 cm
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Figure 4.8 B1 field and SAR using the sample S1 for different curvature radius of the coil
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(a) (b)

Figure 4.9 The two samples used for the simulations

Muscle thickness has been chosen ranging between 2 cm and 3 cm, while the fat
thickness has been chosen so that the total thickness of the muscle and fat layer is
equal to 5 cm.
The results of 4.10 show that the muscle (and fat) thickness, has virtually no

effect on the resonance frequency, whereas the |S11| decreased from ´27 dB (with
muscle thickness of 2 cm) to ´14 dB with muscle thickness of 3 cm. The B1 field
and the SAR inside the S2 sample are reported in Fig.11 and Fig.12 It is clear that,
because of the smaller losses, B1 field is large and almost uniform in a significant
part of the S2 sample.
From figure 4.11a and 4.11b we can compute the maximum local SAR [22] which

is around 5-6 W/Kg, i.e., smaller than the SAR limit stated in [22], for both cases.
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4.6. Results

Figure 4.10 |S11| parameter of an array coil over a S2 sample with muscle thickness of
(blue) 2 cm and (red) 3 cm sample Radius of curvature= 6 cm
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Figure 4.11 B1 field and SAR using the sample S2 for different curvature radius of the
coil
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5. Evaluation of electromagnetic field
of RFID systems in blood

Healthcare items are one of the most important applications of traceability, since
those items must be handled often in emergency conditions and the effects of errors
could even be fatal. Among those items, the traceability of blood bags has drawn
the greatest amount of attention, since these bags are prepared, stored, and used in
different locations, and sometimes in different buildings or even handled by different
organizations. The present leading traceability technology is the barcode, but its
limitations are well-known. Barcodes require physical contact between the codes
and the reader, or at least a very small distance, and good alignment between the
two. Moreover, each barcode must be scanned individually. Therefore, a consider-
able manipulation of the items, or the reader, by an operator is required, and this
slows down significantly the operations for large stocks of items [1]. Furthermore,
barcodes are subjected to mechanical stresses and external agents, so that they can
be easily damaged.
Moreover, blood bags must be complemented with a significant amount of extra

information, such as the blood group or the harvest date, which cannot be handled
by barcodes, because of the limited amount of information they can store. For
these reasons, RFID technology [1] is becoming the leading alternative, as it offers
a number of significant advantages [1–5]; however, to become fully effective, this
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technology needs a reorganization of the processes [6]. A significant reduction in the
reading time can be obtained, e.g., using a portal reader. Nevertheless, its location
must be chosen taking into account both the blood movement and the electromag-
netic environment. Moreover, these advantages can effectively be exploited only
as long as the electromagnetic (EM) field of the RFID reader does not cause any
adverse effects on the blood. It is well-known that a strong EM field can heat the
blood.
A large heating may even denature the blood, but for smaller temperature in-

crease, some adverse effects can appear, such as the hemolysis of red cells and the
modification of blood pH [7], and render the blood useless. Therefore, every use of
RFID in blood traceability must assure that no detectable heating occurs during
the reading cycle. Despite its interest [3], no standard rules exist at the moment
about the use of RFID in blood bag traceability. Only a set of guidelines have been
issued by the International Society of Blood Transfusion (ISBT). These guidelines
strongly support the use of RFID in the HF band (i.e., at 13.56 MHz) for blood
bags [8]. The main reason leading ISBT toward this choice is the quasi-static na-
ture of this field, which is not absorbed by the blood and therefore does not heat
the blood itself. Such claims are based on a Food and Drug Administration (FDA)
evaluation of the effects of RF on blood cells [9–11], done in 2008. The result of this
evaluation was that no heating and no red cell or platelet damages occur during
typical HF-RFID reading cycles, not even if higher fields or longer reading times
are used. However, HF-RFID advantages come together with some significant and
intrinsic technical limitations, namely a reduced reading range and a low channel
capacity, which lead to a long reading time. Moreover, multiple tag reading is pos-
sible, but not effective enough for the need of large collecting centers. Therefore, a
comparison between HF-RFID and UHF-RFID is in order.
The presence of the ISO 18000-3 [12] standard, which defines the specification

of the RF interface, and the worldwide availability of the HF-RFID band can be
important, but the other features of HF-RFID are quite easily matched by RFID
in the UHF band. All the limitations of HF-RFID can be overcome by UHF-
RFID [13]; hence, this trade-off would be clearly in favor of UHF-RFID, as long
as it does not cause detectable heating of the blood during a reading cycle. No
systematic study on the effect of UHF electromagnetic fields on the blood has been
performed. Only a few experimental data have been collected [14] by exposing
blood bags to the field of a portal reader for a time longer than a typical reading
cycle. After all the exposures, no significant variation of the biological indexes (pH
levels, platelet (PLT) count, and PLT aggregation rate) was found. The effect on
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the blood temperature has not been recorded. Therefore, the only data available
have been obtained by a numerical simulation [15].
However, the setups chosen in [15], i.e., a few cylindrical tubes filled with blood

plasma, exposed in a waveguide, or located in close proximity of a coil, are com-
pletely different from the actual reader field and bag shape, so the aim of this paper
is to numerically evaluate the increase in temperature and the specific absorption
rate (SAR) of a blood bag with a realistic shape, when exposed to a field very close
to a typical UHF reader field, in order to assess, at least from this point of view,
the use of UHF-RFID in blood bags traceability.

5.1. Materials and Methods

For the problem at hand, a discussion on the UHF-RFID readers is now in order.
Broadly speaking, commercial readers can be grouped into two categories: hand-
held readers and portal readers. Portal readers can accommodate reader antennas
up to 1 m, which is an improvement compared with hand-help readers whose an-
tennas size is around 10–15 cm. Portal readers also have a larger reading range and
a relatively smaller reading area. For UHF-RFID, the wavelength λ = 34.6 cm;
therefore, the antenna, whose size is a few wavelengths, has a directive gain large
enough to reduce the risk of electromagnetic interferences, both active and passive
[16].
For both kinds of readers, however, the bottleneck for the reading range is the

reader power [2]. This power must fulfill national regulations limits on the so-called
effective radiated power [17]:

ERP “ GT ¨ PT (5.1.1)

where GT is the product of the reader antenna’s gain, and PT is the reader power.
In Europe, this limit is ERP ď 2 W [18]. Therefore, a large reader antenna allowed
by a portal reader, which has a larger GT , calls for a smaller PT , with no benefit for
the reading range (but, of course, with a smaller field outside the reading region).
The field distribution of the reader antenna in the reading region depends essen-

tially on the distance between it and the reader [19]. Outside a sphere whose radius
is around 4–5 λ (i.e., 1.4–1.8 m) for an hand-held reader antenna and around 10 λ
(i.e., 3.5 m) for a portal reader antenna, there is the antenna far field and a field
that behaves like a spherical wave, with a dependence on the distance source-field
point r. Now, such a spherical wave can be well approximated by a plane wave in
every region whose radial depth is less than r{10. Since the bag is quite small (less
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Figure 5.1 Blood bag parallelepiped rounded wedges.

than λ
2 ), we can use the plane-wave approximation when the bag is in the antenna

far-field. The amplitude of the plane-wave is equal to

EMAX “ 7.75 ¨

?
GT ¨ PT
r

rV{ms (5.1.2)

where r is the (average) reader-bag distance, and EMAX is the maximum of the
sinusoidal electric field.
When the bag is not in the reader far-field, the antenna field has a far stronger

spatial variation, both with the radial distance (since the dominant term is now
proportional to 1{r3) and with the angular position. The details of this variation
are strongly dependent on the antenna, but all the actual main features of the field
are shared by a simple half-wavelength dipole field, with the same ERP as the actual
antenna.
The blood bag has been modeled to mimic an actual (filled) bag, namely as

a thin rectangular envelope (with a thickness equal to 100 µm) of PVC, whose
dimensions (see figure 5.1) have the typical values of an actual filled bag: a “ 17 cm,
b “ 11.3 cm, and c “ 2.7 cm [20].
As apparent from figure 5.1, the lateral wedges have been rounded, with a cur-

vature radius of 1 mm to better conform to the actual bag shape.
Inside the bag, we put a dielectric material with the same (temperature-dependent)

dielectric constant of the blood [21]. This bag was exposed with a plane-wave lin-
early polarized along the a–side of the bag, and traveling in a direction normal to
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the bag face, and to the field of a half-wavelength dipole, lying parallel to the a-side
of the bag at the bag center. The dipole-bag distance was set to 5 cm, 10 cm, and
15 cm.
The numerical simulations were done using CST Studio Suite (CST Microwave

Studio and CST Multiphysics Studio) [22]. This software is based on the finite in-
tegration technique (FIT) [23], a differential technique which, unlike other, equally
popular, differential techniques, solves an exact set of equations between averaged
fields and therefore is conceptually suited to our scope since all compliance reg-
ulations use averaged field values [24]. As a by-product, the FIT allows for the
obtainment of the charge and energy conservation in an exact way at no cost. The
main approximation required by the FIT is on the constitutive relations, which are
local ones and must be approximated by relations between spatially averaged (i.e.,
integrated on small volumes) fields.
To perform all CST simulations, the bag was placed at the origin of the CST

coordinate system and was surrounded by an air box, which extended 1 m from every
side of the bag. On the box’s faces, the “open (add space)” boundary conditions
were set. This corresponds to the perfectly matched layer conditions [25]. Two
types of CST sources were used. The first one is a plane wave, set to impinge
orthogonally to the bag. The second one is a discrete port, set as S-parameter type,
as a feed for the dipole.
The time domain solver was used and set up with the adaptive mesh feature.
Since the FIT is a differential technique, it gives the field distribution (in fact,

the distribution of a field spatially-averaged over cells smaller than λ/20) in the
whole domain of interest. We present in the following section two types of data (for
all considered cases):

• field distribution along a straight line, orthogonal to the bag face, crossing
the bag

• the local SAR in the whole bag

The latter data was then used to evaluate the time required to increase the bag
temperature of 0.1 ˝C. Because of the convective motion inside the bag (and because
the electric field varies slowly there), we computed the temperature increase using
the maximum value of the SAR, which is clearly the worst case. It is worth noting
that, as we will show later, this time is far larger than a typical reading cycle (which
lasts a few tens of seconds).
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# X (mm) Y (mm)

1 0 0
2 84.11 55.51
2 80 10
2 10 50
2 95 0
2 0 60

Table 5.1 Segment Position

5.2. Results and Discussion

We report here the effect of a reader’s field on a blood bag, under various exposure
conditions covering all the cases in the “production” environment.
Portal readers use moderate-gain antennas but the bag is located below the portal

at several wavelengths from the reader (a wavelength λ “ 34.6 cm at 867 MHz), so
their field is a linearly polarized plane wave when evaluated on and around the bag.
Therefore, we simulated this reader’s field as a plane wave traveling downward and
then impinging normally on the side of a flat bag, with a maximum amplitude of
50 V{m (corresponding to a power density of 3.3 W{m). Portable readers have a
small gain antenna and usually works in near field. Their field has been simulated
by a single half-wavelength dipole, radiating 1 W and located close to the bag. The
bag has been simulated with a box whose size is 17ˆ 11.3ˆ 2.7 cm3, with rounded
wedges and an enclosure of PVC of 100 µm.
The box is filled with a lossy dielectric with εr “ 61 ´ j33 equal to the typical

dielectric constant of actual blood [26]. The field was sampled on six segments
(labeled from 1 to 6) crossing the bag normally and extending 50 cm on both sides.
Their transverse position (and labeling) is shown in figure 5.2 and table 5.1. The
field on these segments is shown in figures 5.3 to 5.8 for different expositions, where
the zero of the x-axis is set to the starting point of the segment. In each figure,
we report on the field computed on these segments, and the different graphs are
labeled with the segment number.
The plane wave field clearly shows (figures 5.3 and 5.4), on each curve, the inter-

ference between the incident and reflected field before the bag, and a steady return
to the incident (i.e., unperturbed) value beyond the bag. The main difference be-
tween the curves is the strong peak along the upper wedge. The incident field is
polarized orthogonally to this wedge; therefore, from the Meixner’s condition [27],
we should expect a singular field here just outside the blood bag. This is the reason
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Figure 5.2 Position of the test lines into the bag. Exact positions are reported in Table 1

for the strong field in the air (up to 3 times the incident one) in figure 5.4, while no
such effect is on Curves 5 and 7 of figure 5.3, where the incident field is polarized
along the wedge [27]. In every case, the field inside the bag is quite small (figure
5.5), with an average value of around 30% of the incident value and a peak of 50
V/m (equal to the incident one) at the bag angle. This is easily explained, since
the blood has a small wave impedance [19] and thus acts as a screen.
This effect is present also in the (vertical) dipole field, with a reduced field value

both inside the blood and beyond the bag, when compared with the field without
the bag. To save space, we show here (figures 5.6 and 5.7) only the field for a dipole
located at 15 cm from the bag, but the plots are essentially the same (but for the
maximum value) at different distances. The same behavior is shown also in figure
5.8, together with the singular behavior just outside the horizontal wedges (which
are orthogonal to the dipole fields), reaching 80 V/m.
The (relatively) small field value in the bag leads to a small SAR value. The SAR

distribution in the two cases considered here is shown in figure 5.9a (plane wave)
and figure 5.9b (close dipole field). From them, it follows that a plane wave with an
incident power density of 3.3 W{m2 causes a SAR smaller than 0.75 W{ kg, while
the SAR produced by a 1 W dipole located at 15 cm is no larger than 1 W{ kg.
However, a closer look at the SAR distribution in figures 5.9a and 5.9b reveals that
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Figure 5.3 Plane wave field inside and around the bag. The curve number refers to the
segments in figure 5.2
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Figure 5.4 Plane wave field inside and around the bag. The curve number refers to the
segments in figure 5.2
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Figure 5.5 Expanded view of the field inside the bag, for plane wave incidence. The curve
number refers to the segments in figure 5.2

0 100 200 300 400 500 600 700 800 900 1000
0

10

20

30

40

50

60

70

80

90

Distance [mm]

A
b

so
lu

te
 v

al
u

e 
o

f 
el

ec
tr

ic
 f

ie
ld

 [
V

/m
]

 

 

Curve #1
Curve #4
Curve #6
Dipole (no bag)

Figure 5.6 Field due to a dipole located at 15 cm from the bag side. The curve number
refers to the segments in figure 5.2. The curve labeled “Dipole (no bag)” shows,
for comparison, the free-space dipole field comparison.
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Figure 5.7 Field due to a dipole located at 15 cm from the bag side. The curve number
refers to the segments in figure 5.2. The curve labeled “Dipole (no bag)” shows,
for comparison, the free-space dipole field comparison.
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Figure 5.8 Expanded view of the field inside the bag, due to a dipole located at 15 cm
from the bag side. The curve number refers to the segments in figure 5.2. The
curve labeled “Dipole (no bag)” shows,for comparison, the free-space dipole
field comparison.
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(a) SAR distribution for plane wave at the fre-
quency of 867 MHz on blood bag paral-
lelepiped rounded wedges.

(b) SAR distribution for close dipole at the fre-
quency of 867 MHz on blood bag paral-
lelepiped rounded wedges.

Figure 5.9

the SAR distribution has narrow peaks at the bag boundary, while the SAR value
in the bulk of the bag is significantly lower, around 20%–40% of the peak.
The order of magnitude of these SAR values can be compared with the ICNIRP

guidelines [24] for the exposures of the general population. They state that we
are protected against known adverse health effects as long as the localized SAR is
smaller than 2 W{ kg. Such a value is larger than the SAR developed in our bag
under test, so we can reliably assume that no adverse effects are caused in the blood
by the field we have considered here.
As a final test, we also evaluated the time ∆T needed to raise the blood tem-

perature by 0.1 ˝C, which is shown in table 5.2 for a dipole at different distances.
∆T is of the order of 10–60 min (depending on the distance dipole-bag). Therefore,
after a reading sequence lasting less than one minute, no temperature increase can
be registered.
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Distance betweend Blood
Bag and Dipole (cm)

SAR (W/kg) ∆T (min) for Increases
the Temperature of the
Blood around 0.1 ˝C

5 0.44 16
10 0.11 62
15 <0.01 -

Table 5.2 Time ΔT needed to raise the temperature of the blood in the bag by 0.1 ˝C

98



Conclusions

In this thesis different applications of microwaves have been proposed, outside of
the telecommunication field. A general method for the design of the procedure or
the device have been described and one or more special cases have been analyzed.
Soil disinfection by means of high power microwaves irradiation requires the

knowledge of the physical parameters of the soil and its humidity, which can be
obtained by measurements. A numerical model to determine the temperature pro-
file in the soil has been developed and used to provide a procedure to keep the
critical temperature (related to the bacteria objective of the disinfection) for the
desired amount of time required for the disinfection. The model can be easily
adapted to different cultivation styles.
The use of a microwave resonant cavity as a controlled environment for a chemical

reaction in an aqueous solution is proposed which allows to control the temperature
of the solution and to optimize the effectiveness of the enzyme and then the yield of
the reaction. The optimal parameters to set up the apparatus for the rection in use
can be obtained. Not least, the designed cavity for a given reaction can be used as
a tool to study the influence of the electromagnetic field to the kinetic parameters
of the reaction, for a better understanding of the non-thermal effects due to the
field.
An RF surface coil is designed to be used for magnetic resonance imaging. The

coil has been designed and realized on a flexible substrate for an optimal adaption to
the body part to be analyzed. This allows to achieve a higher penetration depth and
an improved SNR. The use of an array of coils, conveniently designed to reduce the
coupling between them, allowed to cover a wider area with the same performances
of a single coil (thanks to the decoupling).
Finally, the numerical analysis of the electromagnetic field inside a full blood bag

due to sources equivalent to an RFID reader has shown low values of field even for
a continuous exposition (worst case) suggesting that the blood will not be degraded
by the radiation and RFID technology will not be harmful for this application. An
in-vitro study is required to confirm the numerical results.
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