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Abstract 

 

 

 

Water is one of the essential elements for the nature and human being. The 

development of good practise of managing water resources are necessary to maintain 

sufficient availability and to support socio-economic activities and preserve natural 

ecosystems. For these reasons, it is fundamental to improve the knowledge of cause-effect 

relations that drives hydrological cycle, which determines water availability.  

Climate and land use (LU) are two of the main drivers of the water cycle and indeed, 

the knowledge of their influence on hydrology is a fundamental research question. Of 

course, the future water availability is strictly related to future climatic and LU scenarios 

and then a critical role is assumed by the prediction and assessment of these two.  

A climate and LU change impact study will be developed to investigate the near-future 

water availability in the Mediterranean area. In detail, on the basis of the state of art and 

the actual knowledge, the main objective of this dissertation is to estimate the probability 

density function (pdf) of annual surface runoff 𝑄 in transient climate and LU conditions 

in the island of Sardinia (Italy).  

The study case has been selected due to the ongoing important process of climate 

change, overexploitation and degradation of natural resources affecting the entire island 

(see e.g. ISPRA, ENEA and CIRCE studies).  
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These analyses might have a strategic importance for stakeholders and government 

agencies that are interested in the management of water resources due to the well-known 

issue of water availability in the Mediterranean area. The knowledge of the near-future 

impact of climate and LU change could be useful to establish regional guidelines and 

good practices to avoid the ongoing reduction of water resources in Sardinia. 

 After a detailed review of the existing methodologies for describing and detecting 

climate and LU change and their influence in hydrological processes, a methodology 

based on the Budyko’s theory that aims at assessing near future 𝑄 pdf in a closed form 

has been adopted. Five parameters are requested, referring to mean and standard deviation 

of annual rainfall 𝑃 and annual potential evapotranspiration 𝑃𝐸𝑇 and Fu’s parameter 𝜔. 

Sets of these parameters will be assessed to define different climatic and LU scenarios for 

the near future. EUROCORDEX and Land Use CORINE projects will be used to 

represent climate and LU in the present and in the near future.  

Results showed that in the near future 𝑄 will decrease due to the reduction of 𝑃 and 

the increase of 𝑃𝐸𝑇. The variability of 𝑄 will decrease due the reduction of variability of 𝑃. Finally, it has been observed that in Sardinia the main driver in the change of 𝑄 pdf 

will be climate change, while the LU plays a secondary role. 
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 Introduction 

 

 

 

Climate and land use (LU) influence in the water partitioning processes is one of the 

hot topics in the hydrological community. Budyko’s framework proved to be an efficient 

and powerful tool to demonstrate and predict the contribution of climate and LU in mean 

annual runoff change. Despite a lot of studies focused on the impact of climate and LU 

change in long-term hydrological processes by Budyko’s framework, there is a lack of 

studies that focus on both the near future effects of climate and LU change for a regional 

case. Furthermore, previous studies adopted Budyko’s theory just in the assessment of 

mean value of annual surface runoff 𝑄 without digging in the impact of climate and LU 

on the probability density function (pdf). Given these premises, this thesis is an attempt 

to describe and predict the influence of climate and LU change on the 𝑄 pdf in the island 

of Sardinia (Italy). To deal with this research purpose, an approach based on the theory 

of Budyko (1974) and the equation of Fu (1981) was adopted to define 𝑄 pdf under 

transient climate and LU in arid and ungauged watersheds. In detail, the methodology 

refers to Caracciolo et al. (2017) that, starting from the linearization of Fu’s equation by 

a first order Taylor expansion, provided a closed-form of 𝑄 pdf. Annual surface runoff 

distribution is fully determined once five parameters are known: mean and standard 

deviation of annual rainfall 𝑃 and potential evapotranspiration 𝑃𝐸𝑇 and Fu’s parameter 
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𝜔, which accounts for basin characteristic.  

Near future and baseline climatic parameters (namely mean and standard deviation of 𝑃 and 𝑃𝐸𝑇) will be assessed by climate modelling (CM) outputs respectively from 

EUROCORDEX project and Sardinian Hydrological Service. Given systematic errors of 

CM outputs, bias correction (BC) procedures will be used to produce unbiased climatic 

scenarios. 𝜔 will be defined for near future LU scenarios, using proper relations between 

this parameter and LU properties.  

Before proceeding with near future 𝑄 pdf evaluation, two propaedeutic studies are 

necessary: first, the verification of normality assumption of 𝑃 and 𝑃𝐸𝑇 and second the 

statement of functional relations between 𝜔 and LU properties. 

Goodness-of-fit metrics for normality assumption will be used to conclude on gaussian 

distribution assumption of 𝑃 and 𝑃𝐸𝑇, which is a necessary hypothesis for using the 𝑄 

pdf in closed form as given by Caracciolo et al. (2017). A non-parametric procedure based 

on marginal statistics of daily and intra-annual rainfall will be created to dig into the 

convergence of 𝑃 to normal shape. Moving from central limit theorem, normality 

assumption for 𝑃𝐸𝑇 will be discussed and argued as well.  

Then, due to the critical role of 𝜔 in Budyko’s framework and in the characterization 

of LU influence in water partitioning processes, the thesis will dig into the linkage 

between this parameter and LU properties, defining a procedure for the assessment of 𝜔 

and highlighting how water partitioning processes is deeply connected to watershed 

characteristics. 
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The next Chapters are structured as follows: 

• Chapter 1 illustrates the most important studies that deal with climate and land 

use effects in hydrology, also approached with Budyko’s theory; 

• Chapter 2 presents the methods, models and datasets adopted to predict near 

future pdfs of 𝑄 by Budyko’s framework. In Section 2.1, general methods of 

Caracciolo et al. (2017)’s approach for the assessment of 𝑄 pdf are reported. 

Section 2.2 describes the methods adopted to conclude on normality 

assumption of 𝑃 and 𝑃𝐸𝑇. Goodness-of-fit metrics and a non-parametric 

normality test for 𝑃 will be introduced. In Section 2.3, methods, dataset and 

models used to unravel the linkage between 𝜔 and LU properties will be 

reported. Finally, in Section 2.4 BC methods adopted to create unbiased 

climatic scenarios and the conceptualization behind LU scenarios will be 

detailed; 

• Chapter 3 reports the preliminary and the key results of this thesis. First, in 

Sections 3.1 and 3.2, the evidences and results about the hypothesis of 

normality assumption of 𝑃 and 𝑃𝐸𝑇 are stated. Section 3.3 discusses the results 

of the linkage between 𝜔 and LU basin properties and introduces the regression 

equations for the assessment of 𝜔. In Section 3.4.1, BC performances in 

correcting CM outputs are discussed and given BC CM outputs, reliable 14 

climatic scenarios and the associated parameters are presented. Similarly, ten 

near future LU scenarios and the related 𝜔 for Sardinia are reported (Section 

3.4.2). Given four combinations of climate and LU scenarios, in Section 3.5, 
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the final evidences, namely near future 𝑄 pdf of Sardinia, have been showed 

and discussed; 

• Finally, Chapter 4 presents conclusions and further work purposes. 
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1. State of art 

 

 

 

Climate and land use affect incisively the mechanism of runoff production with different 

contributions (Piao et al., 2007; Li et al., 2009; Tomer and Schilling, 2009) and they 

influence each other as well in a complex framework (Bonan, 2008) that today does not 

allow us to fully understand all the relations (Green et al., 2011). The climate drives 

hydrological processes within watersheds and in general water budget in different ways: 

rainfall is the main input into the water cycle and the first contributor to runoff, 

temperature and solar radiation regulate the evapotranspiration and snowmelt processes. 

Alteration of climate and land use proprieties induces a change in the hydrological 

behaviour, then it is crucial to understand, interpret and predict future evolution of these 

two elements.  
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1.1. Climate change and hydrology 

Most authors linked the climate change to anthropogenic activities, resumable in the 

increasing rate of greenhouse gas emission (Cox et al., 2000; Nijssen et al., 2001; Kalnay 

and Cai, 2003; Ramanathan and Carmichael, 2008; Ramanathan and Feng, 2009; 

Solomon et al., 2009; Montzka et al., 2011; IPCC, 2014). The Earth’s temperature has 

increased by approximately 0.6 °C over the last century, with a raising rate much greater 

than any other during the last 1000 years, and an increase in extreme precipitation events 

has been observed (Alexander et al., 2006; Trenberth et al., 2007; IPCC, 2014). All 

available temperature datasets agree with a positive rate of increase of land surface 

temperature (Hansen et al., 2001; Smith and Reynolds, 2005; Brohan et al., 2006).  

Trenberth et al. (2007) highlighted that there is also a clear statistical increase in the 

numbers of warm nights and a reduction in the numbers of cold nights for 70-75% of the 

analysed land regions. Regarding precipitation, from 10°N to 30°N an increasing trend 

has been observed from 1950 to 1960, followed by a reduction after about 1970 which 

has been particularly detected in 10°N-10°S area too. Climate became significantly wetter 

in the eastern regions of North and South America, northern Europe, and northern and 

central Asia. On the other hand, precipitation decreased in the Sahel, the Mediterranean, 

southern Africa and parts of southern Asia. Despite the reduction of total precipitation 

amount of some regions, extreme events increased globally. After 1970, droughts raised 

and became more common, probably due to the increased high temperatures and heat 

waves. An interesting study of Frich et al. (2002) identified ten climatic extreme 
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indicators based on daily maximum and minimum temperature series and daily totals of 

precipitation, calculated from several national climate databases, that together reach 

global coverage. In 1946-1999 Frich et al. (2002) detected significant and robust change 

in global climate and in extremes. Regarding temperature, indicators highlighted an 

increase in warm summer nights, a decrease in the number of frost days and a decrease 

in intra-annual extreme temperature range. An evidence of general globe warming is 

given by the systematic increase in the 90th percentile of daily minimum temperatures. 

The frequency of heavy precipitation events increased in some regions of the world, as 

drought frequency in other areas.  

An analogous study was conducted by Moberg et al. (2006) for Europe. They analysed 

a century-long daily temperature and precipitation in Europe and calculated a set of 

climatic indices which refer to daily temperature and extreme precipitation properties for 

the period 1901-2000.  The results of this study showed that in 1946-1999 period is 

evident a pronounced trend of daily temperature and extreme precipitation.  The warming 

of 1946-1999 period is associated with a raise in high temperature rather than a decrease 

in low temperature frequency. Moderate and very wet days indices (75% and 95% 

percentile of daily precipitation empirical distribution) showed a positive trend and 

outlined that in the wet regions a change in extreme precipitation relative to total amount 

is more evident than in dry regions.  

It is important to predict possible future hydroclimatic forcings because water 

availability is strictly related to them. In the past years, huge efforts have been done using 

climate modelling at global scale for simulating the historical rainfall and temperature 
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(historical scenarios, HS) and predicting the possible climate evolutions under different 

hypotheses, referred as representative climatic pathways (RCPs). Global circulation 

models (GCMs) are mathematical models that physically depict the processes in the 

atmospheric circulation, ocean, cryosphere and land surface system and are the most 

powerful instruments to predict climate evolution. GCMs represent the climate using a 

three-dimensional grid that covers all the globe. The horizontal resolution ranges between 

250 and 600 km, while the vertical dimension is represented by 10-20 vertical layers in 

the atmosphere, up to 30 layers in the oceans. For more details about climatic modelling 

see Mechoso and Arakawa (2015). RCPs are associated to the rate of emission of the 

anthropogenic gases, atmospheric concentrations, air pollutant emissions, land use and 

socio-economic scenarios. RCPs include four scenarios: a more stringent scenario (RCP 

2.6), two intermediate scenario (RCP 4.5 and RCP 6.0) and the most pessimistic scenario 

(RCP 8.5). Historical simulations (HS) represent the past timeseries of climatic variables 

and they are useful in the assessment of the performance of GCM.  

 For impact assessment studies and hydrological applications, the native resolution 

scale of GCM is too coarse (Grotch and MacCracken, 1991; Fowler et al., 2007) and fine-

resolution data is required for the assessment of reliable water balance components.  

Two main groups of downscaling techniques are available to adapt GCM outputs to 

hydrological purposes: 1) statistical downscaling, which employs statistical relationships 

that relate regional and local climatic variables and 2) dynamical downscaling, which 

refers to regional climatic modelling (RCMs) that uses GCMs output as forcings (Giorgi, 

1990; Wilby et al., 1998; Schmidli et al., 2006; Tang et al., 2016).  
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Several comparisons between performances of statistical and dynamical downscaling 

in reproducing observed climatic properties have been conducted all over limited regions 

(Mearns et al., 1999; Murphy, 1999; Wood et al., 2004; Boé et al., 2007; Schmidli et al., 

2007). Regarding dynamical downscaling approach, different efforts have been made to 

test the performances of different combinations of GCM and RCMs models within 

intercomparison experiments like ENSEMBLES (Hewitt and Griggs, 2004), 

PRUDENCE (Christensen et al., 2007), CORDEX (Giorgi et al., 2009) and CMIP5 

(Taylor et al., 2012). 

The outputs of the combination of GCM-RCM (hereafter called as climatic models, 

CM) exhibit considerable bias. Error sources are generated by faulty CM parametrization 

and partial knowledge of physical and thermodynamic processes (Teutschbein and 

Seibert, 2012; Stevens and Bony, 2013; Mehrotra and Sharma, 2019), initial and boundary 

conditions and RCP selected scenario, calibration period, poor or missing land use and 

topographic data, but mostly by the different combination of GCM and RCM (Mamalakis 

et al., 2017). The hydrology research community produced many studies that focus on 

CM outputs to obtain correct forcings for their hydrologic modelling experiments. For 

the island of Sardinia (Italy), Mascaro et al. (2018) analysed the EUROCORDEX project 

datasets, whereas the combination of GCM and RCM produced different climatological 

outputs to test their performances. The analysis highlighted that the capacity of 

identifying local climatological patterns is limited and that there is a good correlation 

between observed and simulated climatology means, but the spatial variability is largely 

overestimated. Furthermore, the results showed that the majority of the models correctly 
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reproduced the phase of the annual cycle, underestimating the amplitude. Focusing on 

Sardinia, it is evident a statistically decreasing trend in annual precipitation time series. 

Similarly, Deidda et al. (2013) focused on detecting the best GCM-RCM couple, using 

the ENSEMBLE RCM project data, in order to provide good forcings to the hydrological 

modelling at river level scale, over the Mediterranean area. Mamalakis et al. (2017) also 

corrected the outputs of different GCM/RCM cascade from the ENSEMBLES project 

referring to Sardinia by parametric and nonparametric distribution mapping techniques 

and a parametric approach for the simultaneous bias correction and rainfall downscaling. 

Then, given inherent systematic errors, CM rainfall and temperature outputs require a 

further correction before being used in the hydrologic modelling in order to make them 

more realistic in predicting future climatic scenarios (Teutschbein and Seibert, 2012).  

Given the condition of transient climate observed in the present and assumed for the 

future, hydrological community adopted climate modelling outputs and tried to quantify 

the effects in the water resources due to climate change.  

Middelkoop et al. (2001) carried on a study about the effect of climate change in Rhine 

basin, adopting for the several subcatchments a set of different conceptual and physically-

based models. The climate change scenarios were based on two GCM models (Hadley 

centre’s high-resolution 11-layer atmospheric GCM and the Canadian CCC model), and 

were rescaled by MAGICC model, a simple energy bucket model, providing mean 

monthly temperature, precipitation, wind speed, radiation datasets at a grid resolution 

0.5°x0.5° longitude/latitude until 2100. All models agree in the results, indicating high 

winter discharge due to intensified snow-melt and increased winter precipitation. Another 
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outcome is the reduction of summer runoff caused by reduced winter snow storage and 

an increase in evapotranspiration. Considering 165 basins and 12 different climate 

modelling simulations of the XX and XXI century, Milly et al. (2005) tried to predict the 

mean and standard deviation of the annual streamflow all over the world. The comparison 

with the observable data shown that model overestimates the mean values in Africa, in 

the northeastern South America and in the northeastern America; on the other hand, the 

models underestimated runoff in the north low latitude Americas and in the southern 

South America. Referring to the 1900-1970, all climate models agrees to the increase 

mean runoff in the high latitudes of North America and Eurasia (10–40% by 2050) in the 

La Plata basin of South America, in eastern equatorial Africa and in some major islands 

of the equatorial eastern Pacific Ocean, opposite to the decreasing runoff southern 

Europe, the Middle East, mid-latitude western North America, and southern Africa. 

Elsner et al. (2010) studied the effect of climate change in a snow-dominated region, the 

Pacific Northwest area in the USA. They detected future hydrologic trends until 2080 by 

the climatic modelling output of the IPCC AR4 under different RCP scenarios and the 

VIC (Liang et al., 1994) and DVSHM (Wigmosta et al., 1994) hydrologic models at daily 

scale. In the Washington State the increase in the winter precipitation will induce the 

increasing of the annual runoff from 2020 (+2%) up to +4.2-4.7% in 2080. Soil moisture 

as well as the liquid content of the snowpack shown a decreasing trend: the first one, 

compared to the historical mean distribution, will be in the 35th and 43th percentile in 

2020 and in 32th and 35th percentile in 2080, while the second one will reduce from 28-

30% to 56-70% (2020-2080). Using the same VIC at the daily resolution for Colorado 
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River, Christensen et al. (2004) tested four climatic scenario due to different greenhouse 

gas emission of the U.S. Department of Energy/National Center for Atmospheric 

Research Parallel Climate Model (PCM). Three climatic scenarios are based on “business 

as usual” (BAU) scenario emission (1995-2098), while the last one refers to the 

greenhouse gas concentration of the 1995 (50 years long) and to remain constant in the 

time.  

For St. Lawrence tributaries (Quebec, Canada), Boyer et al. (2010) studied the impact 

of rainfall and temperature changes in the winter and spring seasons. The hydrological 

model adopted was HSAMI model, a lumped rainfall-runoff model, while three GCM 

(HadCM3, CSIRO-Mk2 and ECHAM4) and two greenhouse gas emissions scenarios (A2 

and B2) were used with a correction by perturbation factor calculated from historical data 

(1961-1990). Despite the differences due to GCM used, the common results are the 

increase in winter discharges and a decrease in spring discharges. The effect of longitude 

has been emphasized and govern the timing of occurrence of maximum peak discharge 

and the duration of the period affected by marked changes in the temporal distribution of 

discharge. Another outcome is the shift in advance by 22–34 day, depending on latitude.  

An important study of Hagemann et al. (2013) aimed to investigate climate change 

impact on available water resources. The novelty of this work was represented by the use 

of multiple global climate and eight hydrological models at global scale. Firstly, 

Hagemann et al. (2013) stated that in these kinds of experiments the uncertainties arise 

from different sources (hydrological models, climate models, bias correction of climate 

models), but supported the idea that is the only possible way to approach hydrological 
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impact assessments. Runoff and evapotranspiration changed in the future following the 

projected changes of bias-corrected GCM precipitation. In 2071-2100, runoff decreased 

following the ensemble mean change of precipitation, over the eastern part of Australia, 

southern parts of Africa and the US, the north-eastern part of South America, the southern 

part of Europe, and a large part of the Middle East. The same pattern has been followed 

by evapotranspiration. The spread in the projected changes is originated by from the 

considered climatic model and scenario for both runoff and evapotranspiration.  

Similarly, for Europe Roudier et al. (2016) studied the effects of climate change, using 

three hydrological models, namely Lisflood, E-Hype and VIC, and five GCM/RCM 

combinations and three RCP scenarios. After a preliminary bias-correction of climate 

modelling outputs (precipitation, maximum, minimum and average temperature, dew 

point temperature, shortwave and longwave downward radiations) by quantile mapping 

technique, hydrological models have been run with a resolution of 0.5°x0.5° over Europe. 

The results are centred on the impact that a +2°C warming generate on meteorological 

variables and extreme floods. One effect is the increase of floods magnitude significantly 

in most parts of Europe, referring to 10 and 100 years return period, even where the annual 

rainfall is expected to decrease. The hydrological models agreed with the fact that in large 

areas of Italy, France, Spain, Greece, the Balkans, Ireland and the UK, drought magnitude 

and duration will increase. Generally, according to this study, Europe will be affected by 

an intensification of the hydrological cycle.  

Using VIC model coupled with coupled with glacier melting and glacier evolution 

schemes, Zhao et al. (2019) studied the impacts of climate change in the Tibet Plateau 



 

 

 

14 

system. They selected 5 GCM outputs of rainfall, temperature and wind speed from the 

Coupled Model Intercomparison, that have been downscaled by DC-V method, a 

statistical approach that corrects the climate modelling outputs against the observed mean 

and variance climate. The results showed that precipitation and temperature will increase 

in Tibet Plateu system, determining a reduction of glacier area greater than 50%. Annual 

runoff will increase significantly due to increase of precipitation, despite the annual 

hydrograph will remain substantially unchanged. 

The climate change effect in the Mediterranean area has been studied in a recent study 

of Nerantzaki and Nikolaidis (2020) which focuses on focusing on the frequency, duration 

and intensity of their drought events. The basin system under study, Koiliaris River Basin 

and Keritis River Basin is deeply affected by three karst springs, which provide the higher 

contributors of water for the region of Chania (Greece). Five combination of GCM and 

RCM have been selected from EUROCORDEX project (Jacob et al., 2014), considering 

RCP 2.6 and RCP 8.5 scenarios that have been corrected by quantile mapping 

methodology. These ones represented the forcing of Karst-SWAT model which runs on 

daily time step. The study highlighted that intense change in surface runoff appears in 

2059, when a decrease in annual rainfall leads a decrease in the mean annual karst flow. 

The frequency of future drought increases and decreases respectively in karst springs with 

lower and higher water retention time. This leads to an increase in the frequency of low 

flows, more marked in the dry months.  
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1.2. Land use change and hydrology 

The land use rules water and energy fluxes exchange between soil, vegetation and 

atmosphere (Breuer et al., 2009) and it is considered one of the main drivers of 

hydrological changes (Milly et al., 2008; Zhang et al., 2011). Then, it is important to 

investigate the anthropic modification of land use mainly due to human activities 

(deforestation/afforestation, urbanization, dam construction, agriculture) on the 

hydrological cycle. 

The first attempt to create land use maps and to detect land use change was represented 

by field data and aerial photographs, that have been partially abandoned because they are 

time and cost consuming in case of big regions. Nowadays, the most powerful instrument 

for studying land use and land use change is given by remote sensing via satellite imagery. 

This tool provides information about the characteristic of Earth’s surface based on 

radiation reflected or emitted from those objects that are in the Earth’s surface, as land 

coverage and their change. The launch of the first of a series of Earth Resource Satellites 

(ERS) for civil purposes occurred in 1972 with Landsat project, followed by NOAA 

AVHRR (1978) program. These first datasets were initially available at 8 km resolution, 

that has been improved through the efforts of the International Geosphere–Biosphere 

Programme (IGBP) (Townshend et al., 1994), reaching a nominal resolution of about 1.1 

km and with a global land areas coverage (Cihlar, 2000).  The first global-satellite land 

use maps have been elaborated through the aforementioned datasets (DeFries et al., 1998; 

Hansen et al., 2000). Several reasons led to a wide use of remote sensing via satellite 
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products for land use detection: increase of computational power for data processing, 

huge availability and reduction of cost of satellite datasets. The quality of the satellite 

imagery increases through the use of new satellite sensors that inaugurate a new season 

of satellite products such as Landsat 7 SPOT 4 VEGETATION (VGT), Moderate 

Resolution Imaging Spectroradiometer (MODIS), Medium Resolution Imaging 

Spectrometer (MERIS) (http://envisat.estec.esa.nl/) and Global Imager (GLI) 

(http://hdsn.eoc.nasda.go.jp/guide/guide/satellite/sendata/gli-e.html).  

Consequently, the methods and tools for processing remote sensing datasets have been 

developed in order to create land use maps and to study land use change. Geographic 

Information Systems (GIS) and platforms as Google Earth Engine are the most powerful 

tools to elaborate remote sensing data and they had a huge use in land use classification 

(Weng, 2002; Xiao et al., 2006; Shalaby and Tateishi, 2007; Dewan and Yamaguchi, 2009; 

Xiong et al., 2017; Liu et al., 2018; Deng et al., 2020).   

Lu and Weng (2007) categorized in a review the land use classifiers. The first studies 

of land use detection adopted classification techniques based on the pixel as the basic unit 

of analysis which represent and could be divided into two main groups: unsupervised and 

supervised.  The second one is based on the adoption of training data pixels that represent 

a specific land use class. Then the algorithm uses the training data as reference for 

individuate similar pixels that have the same characteristic of training data pixels. 

Maximum likelihood, minimum distance, artificial neural network and decision tree 

classifier are some examples of supervised techniques. In unsupervised techniques, the 

user defines the number of land use classes and software analyses the remote sensing 
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images without any training data: ISODATA, K-means clustering algorithm. Other 

classifications distinguish land use classification techniques by the use of different kind 

of information in the pixels (per-pixel vs sub-pixels classifiers), the use of parameters 

(parametric vs non-parametric classifiers), the kind of spatial used (object-oriented vs per-

field classifiers). 

Hydrologists adopt remote sensing and land use studies and products to unravel and 

discover possible relationship between long-term trends of hydrological variables and 

land use properties. For example, Zhang and Schilling (2006) shown with simple 

statistical analyses of the runoff and precipitation, that in the Mississippi River the 

conversion of perennial vegetation to season row crops caused the decreases 

evapotranspiration, increased baseflow and thus the runoff. Similar approach are followed 

in other papers (Costa et al., 2003; Jovanovic et al., 2016). Paired catchment analyses 

aimed at land use change influence on hydrology are been developed in a lot of studies 

(Stednick, 1996; Brown et al., 2013), but the modelling approach is the most adopted and 

intriguing for the today computational efficiency and power. Particularly, it allows to 

describe land use properties and their evolutions in time by parametrization of 

hydrological modelling. Siriwardena et al. (2006) assessed the effect of forest clearing 

and change in land use in a big watershed of 164000 km2 (Comet River, Australia) using 

the conceptual model TANH at annual scale and the conceptual daily rainfall-runoff 

model SIMHYD. After different calibration process, they observed that the models, 

performing modification of the land use parameters, were able to clearly describe the 

effect of the deforestation, that induces increase in runoff, attested by higher values of 
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runoff coefficient (+50%) and a change in the cdf of annual runoff. Gordon et al. (2005) 

studied at global scale by GIS modelling, the influence of the land use change in the 

evapotranspiration, concluding that the irrigation and deforestation are equally important. 

Haddeland et al. (2007) studied the influence of human land change and water 

management at continental scale, in the North America and Asia in the period 1970-1992 

through hydrological modelling and data from different sources. In North America and 

Asia, the annual runoff increased caused by conversion of forest in croplands of 2.5% and 

6% respectively.  

In the scientific literature there are several contributions that investigate the impact of 

climate and land use change in the water balance components. The hydrological 

modelling (for the land use change) and the observed and future climate scenarios (for 

the climate change) permit to describe or forecast near-future evolution of the most 

important hydrological quantities. Furthermore, one of the most challenging issue is to 

separate the contributions of land use and climate change in water balance alterations (Ye 

et al., 2013; Gao et al., 2016; Yang et al., 2017; Navas et al., 2019). Hydrology approaches 

to this theme in different ways: statistical, paired catchment approaches and physical-

based modelling (Li et al., 2012; Yang et al., 2017). 

Paired catchment aims to interpret the climate and land use change role in small 

catchments by comparison between other similar ones, but is not feasible to the large one 

due to the difficult in locating large basins in close proximity.  

Regarding the physical-based modelling, several attempts have been done with different 

models (Cuo et al., 2013; Zhang et al., 2016a; Huang et al., 2019). In order to quantify 
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impacts of land use change and climate variability on surface hydrology, Li et al. (2009) 

employed SWAT model in order to model the response of an Chinese agricultural 

watershed, obtaining good results in the calibration phase. Particularly they were able to 

quantify the different contribution of land use change (from shrubland and sparse 

woodland to grassland, 4,5% of the basin area) and climate variability during 1981-2000: 

they decreased runoff respectively of the 9.6% and 95.8%. and soil moisture, respectively 

of 18.8% and 77.1%. The evapotranspiration was affected by land use change and climate 

variability respectively with an increase of 8.0 % and 103%. Other authors adopted SWAT 

for the same purposes (Yang et al., 2017; Mekonnen et al., 2018; Osei et al., 2019; Zhang 

et al., 2019). As the same way for the Ketar River basin, Legesse et al. (2003) studied the 

hydrologic response change, employing a modular physical-based model. They created 

climatic scenarios, modifying the climatic series of calibration period (1985-1986), in 

order to test the sensibility of the basin to climatic change and reconstruct on historical 

information the land use change of the basin. Applying separately the climate and land 

use change scenario, they obtained that supposing a decrease of 10% of mean daily 

rainfall all over the year and in the spring time and then a reduction of 10% of the average 

air temperature, the runoff changed of about 20-30% compared to the simulation period, 

whereas the land use (from traditionally cultivated/grazing land to woodland) increases 

the evapotranspiration (2.5%) and reduces the mean annual streamflow (8%). Similar 

studies are present in literature (Cuo et al., 2013; Zhang et al., 2016a). The future 

hydrologic behaviour could be investigated in the same way, considering the CGM/RCM-

LAM model results under different greenhouse gas emissions (Mango et al., 2011; Cuo 
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et al., 2013; Serpa et al., 2015; Pan et al., 2017; Shrestha et al., 2018) as forcing of several 

hydrologic models. 

The statistical approach is mostly related to, as Mann-Kendall (Kendall and Gibbons, 

1990) and Pettit’s (Pettitt, 1979) test and aims to statistical remark the trend change in the 

most important water balance components. This approach is often associated to the use 

of the elasticity of runoff calculated by Budyko’s theory. For example, in a study over the 

Haihe basin, Xu et al. (2014) highlighted the decreasing trend (10.9 mm/decade) and the 

common breakpoint of the main part of subcatchments (in 1979) of annual runoff from 

1956 to 2005. The variation of runoff was accountable for climate and land use change 

by 26.9% and 73.1% on average, respectively associated to decrease of precipitation and 

increase of vegetation. The same approach has been adopted for the Loess Plateu river 

basin by Gao et al. (2016) in an analysis for quantifying the climate and land use change 

variability on mean annual streamflow. The results of Mann-Kendall analysis identified 

a decreasing trend in the annual streamflow, that it is attributable to the extensive land 

cover change the main reason of significant streamflow reduction. Gao et al. (2016) 

pointed out by a sensitivity analysis bases on the Budyko’s theory that mean annual 

precipitation and potential evapotranspiration are the key control of water balance. The 

Mann–Kendall test and Pettitt abrupt change point test were used in Weihe River Basin 

of China by Deng et al. (2018)  to interpret the change in mean runoff due to human 

impact and climate change. The 1990s was identified as the abrupt change point and the 

calculation of elasticity of annual runoff within Budyko’s theory related the downward 

trend of runoff mostly to precipitation, then land use and potential evapotranspiration. 
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The change detection and break point analyses has been adopted also for South East Asia 

(Lee and Yeh, 2019) and South East America (Navas et al., 2019) watersheds.  
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1.3. Budyko’s approach 

As highlighted in the previous paragraph, in the study of climate and land use change 

influence in large arid watershed, the aforementioned Budyko’s theory (Budyko, 1974) is 

a valuable tool. Furthermore, distributed physical-based or semi-distributed models are a 

powerful instrument as well, but they have practical limitations and uncertainties related 

to model parametrization and might be accompanied by field measurements program 

(Beven, 1989). In particular, Rosso et al. (1994) stated that the basic problems of these 

models is the assessment of land surface hydrology and thermal properties parameters. 

Then, in an impact study of land use change, uncertainties could affect deeply the 

predictions that arises from model parametrization of large watersheds. For all these 

reasons, Budyko’s theory is a good alternative because of the ease of application and the 

limited number of needed parameters for the prediction of mean annual runoff 𝑄. 

Budyko’s theory simplifies the water balance and defines 𝑄 as the difference between 

mean annual precipitation 𝑃 and mean annual evapotranspiration 𝑃𝐸𝑇. Furthermore, 

Budyko hypothesized a functional relationship between mean values of annual 

evapotranspiration, annual rainfall and potential evapotranspiration, that several authors 

tried to model (Schreiber, 1904; Ol'Dekop, 1911; Turc, 1953; Pike, 1964; Choudhury, 

1999; Porporato et al., 2004). One of the most known model was obtained by Fu (1981), 

with only one parameter, commonly indicated as 𝜔, which rules the rainfall partitioning 

into mean annual runoff and mean annual potential evapotranspiration. In Budyko’s 

theory and Fu’s equation, 𝜔 covers a central role in determining hydrological response. 
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Different attempts have been made to interpret and model 𝜔. Using 270 Australian 

catchments, Zhang et al. (2004) performed a stepwise regression analysis between 𝜔 and 

basin properties (i.e. vegetation cover, precipitation characteristics, catchment slopes, and 

plant available water capacity) finding that the most significant element were average 

storm, depth and coefficient of variation in daily precipitation. Similarly Xu et al. (2013) 

linked 𝜔 with geographic and morphometric catchment properties of a dataset composed 

by MOPEX “small” basins (Duan et al., 2006) and “large basin” which data come from 

different sources (CRU TS 3.20, HYDRO1K, GIMMS). A simple stepwise regression and 

a more complex neural network were adopted to explain relationship between 𝜔 

hydrological defined parameter and morphological basin properties finding good 

explanatory capacity of the two developed models for small and large group basin (𝑅2= 

0.53 ÷ 0.83). Latitude has proved to be the best correlate with 𝜔. As an alternative, Yang 

et al. (2007) selected non-linear expression for predicting 𝜔 over 180 non-humid basins 

in China, that was a function of infiltration capacity, soil water storage and average terrain 

slope. They were able to predict annual water cycle components (95.2% and 62% of the 

variance of mean annual evapotranspiration and runoff, respectively) just using the 

aforementioned morphological descriptors. Through water-soil-vegetation metrics, 

Abatzoglou and Ficklin (2017) studied the correlation between 𝜔 and morphological 

properties over United State watersheds. The relative cumulative moisture surplus 

(𝑟𝐶𝑀𝑆), the ratio of available soil water holding capacity to precipitation (𝐴𝑊𝐶/𝑃) and 

topographic slope were integrated in a regression model, that demonstrates to be able to 

simulate the spatial variability of 𝜔 (81.2%); for increasing value of 𝑟𝐶𝑀𝑆 Fu’s parameter 
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decreases, whereas for 𝐴𝑊𝐶/𝑃 > 0.4 has direct proportionality with 𝜔.  

To interpret the influence of climate and land use change in hydrological response in 

large watershed, several authors adopted the Budyko’s framework. An important work 

about climate and land use change/human activity through Budyko’s framework was done 

by Wang and Hejazi (2011). They used the international rainfall, runoff and potential 

evapotranspiration database MOPEX and they considered two periods (1948–1970 and 

1971–2003) to assess the mean annual streamflow change in the USA. A decomposition 

method based on the Budyko hypothesis was to quantify the climate and human activity 

contribution to mean annual streamflow change. In the MOPEX watersheds Wang and 

Hejazi (2011) stated that the climate change is the most important contribution in the 

change of mean annual runoff due to low human impact in the analysed basin. The results 

showed that human impact is likely to be more influent in watersheds with urban areas 

because of increasing imperviousness and extensively irrigated agricultural watersheds. 

Jiang et al. (2015) extensively adopted the Budyko’s theory to define the contribution of 

climate and human impact in Weihe River basin of China. Firstly, for four mono-

parametric Budyko’s models have been considered to represent the hydrological 

behaviour of Weihe River basin of China and a covariate analysis indicated that 𝜔 is 

related to the explanatory variables of both climate conditions and human activities. The 

decomposition and sensitivity analyses highlighted that the decrease of annual mean 

runoff is most attributable to climate more than to human activities. A Budyko’s approach 

was adopted by Abera et al. (2019) too in northern (Tigray region) and south-eastern 

(Somali region) Ethiopia. Deviation and elasticity metrics have been used to interpret how 
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the partitioning process changed from 1990-1994 to 2010-2014. In the southern and in 

the south-eastern part of Ethiopia, these metrics showed higher values than in the rest of 

the nation, indicating that the change in water yield is more predictable than in the 

northern part. Furthermore, the contribution of climate and land surface change in the 

increase of annual runoff is almost 50% each, as attested by the sensitivity analysis.  
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2. Methods, models and datasets 

 

 

 

This Chapter is composed by four Sections. The first one starts illustrating the general 

theory of Budyko and the related Fu’s equation, that apply to dry and ungauged 

watersheds, as the island of Sardinia (Section 2.1). Then, moving from Budyko’s theory 

and Fu’s equation, a description of the Budyko-based approach of Caracciolo et al. (2017) 

is described. 

The proposed approach requests as hypothesis that annual rainfall 𝑃 and annual potential 

evapotranspiration 𝑃𝐸𝑇 empirical cumulative density function (ecdf) approximate 

gaussian shape. Then, Section 2.2 is dedicated to the methods used to test the validity of 

normality assumption of 𝑃 and 𝑃𝐸𝑇.  

In Section 2.3, given the importance of Fu’s parameter in the proposed approach, three 

in-silico experiments that deal with the linkage between 𝜔 and land use (LU) properties, 

and with the influence of basin characteristics on 𝑄, are described. Furthermore, the 

procedure adopted to develop regression equations that allow to asses 𝜔 by basin 

characteristics and in poor or missing hydrological data, is described.   

Finally, Section 2.4 describes the conceptualization behind near future climatic and LU 

scenarios. Each climatic scenario is represented by a set of four parameters, namely mean 

and standard deviation of 𝑃 and 𝑃𝐸𝑇. These parameters have been derived from 
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EUROCORDEX project datasets after a preliminary bias correction (BC) of the related 

climate modelling outputs. BC methods here adopted are described both for daily rainfall 

and temperature. The conceptualization behind LU scenarios and the procedure to derive 

the related 𝜔 is depicted in the end of Section 2.4.  

Furthermore, each Section illustrates models and datasets used. 
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2.1. From the Budyko’s theory to annual runoff 

distribution 

The Budyko’s theory, as interpreted by Donohue et al. (2007a), is based on a simple 

bucket model which represents large basins water balance as follows: 𝑑𝑆𝑤(𝑡)𝑑𝑡 = 𝑃(𝑡) − 𝑄(𝑡) − 𝐸(𝑡) (2.1) 

where 𝑆𝑤(𝑡), 𝑃(𝑡), 𝐸(𝑡) and 𝑄(𝑡) are respectively soil water storage, rainfall, 

evapotranspiration and runoff at a given time 𝑡.  

Considering steady state conditions (Porporato et al., 2004; Donohue et al., 2007b) and 

neglecting the variation of water storage 𝑑𝑆𝑤(𝑡)𝑑𝑡 = 0 (Koster and Suarez, 1999; Zhang et 

al., 2004; Shao et al., 2012), which are typical of dry catchment-scale even at annual, Eq. 

2.1 becomes:  𝑄̅ = 𝑃̅ − 𝐸̅ (2.2) 

where 𝑄̅, 𝑃̅ and 𝐸̅ refer to the mean annual values of Eq. 2.1. 

Budyko also included the energy balance which is involved in the evapotranspiration 

processes: 𝑑𝑆𝑒(𝑡)𝑑𝑡 = 𝑅𝑛(𝑡) − 𝜆𝐸𝑇(𝑡) − 𝐻(𝑡) (2.3) 

where 𝑆𝑒(𝑡), 𝑅𝑛(𝑡),  𝜆𝐸𝑇(𝑡) and 𝐻(𝑡) are respectively the energy storage, the latent heat 

of vaporization, the fluxes of latent and sensible heat at a given time 𝑡. Over long-

timescales, energy storage variations can be considered negligible: 
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𝑅𝑛̅̅̅̅ − 𝜆𝐸𝑇̅̅ ̅̅ − 𝐻̅ = 0 (2.4) 

where 𝑅𝑛̅̅̅̅ ,  𝜆𝐸𝑇̅̅ ̅̅  and 𝐻̅ refers to the mean annual variables of Eq. 2.3. 

In detail, he related the ratio of 𝑅𝑛̅̅̅̅ /𝜆 to 𝑃̅ that has been called as aridity index (𝐴𝐼) and 

the ratio of 𝐸𝑇̅̅ ̅̅  to 𝑃̅ (called 𝐸𝐼). 𝑅𝑛/𝜆 is also intended as the annual potential 

evapotranspiration (𝑃𝐸𝑇). Budyko found a curvilinear relationship between 𝐴𝐼 and 𝐸𝐼 

with only one parameter, that tuned using hydrological metrics of 1200 large Russian 

catchments (𝐴 > 1000 𝑘𝑚2) and obtaining reasonable good fit. 

Different expressions have been proposed to describe the relation between 𝐸𝐼 and 

aridity index 𝐴𝐼 (Schreiber, 1904; Ol'Dekop, 1911; Turc, 1953; Pike, 1964; Choudhury, 

1999; Porporato et al., 2004); one of the most known was obtained by Fu (1981), which 

is a mono-parametric expression. The only parameter to assess is commonly indicated 

as 𝜔, which rules the rainfall partitioning into 𝑄 and 𝐸𝑇 (see Chapter 1):  𝐸𝑇𝑃 = 𝐸𝐼 = 1 + 𝐴𝐼 − (1 + 𝐴𝐼𝜔) 1𝜔 (2.5) 

The higher the Fu’s parameter, the higher 𝐸𝐼 for a given aridity index 𝐴𝐼 (Figure 2.1). 

Fu also derived that 𝜔 value of Budyko’s empirical expression is equal to 2.6 (Choudhury, 

1999; Donohue et al., 2011; Li et al., 2013). Nevertheless, the Fu’s parameter has been 

related to morphological, geographic aspects and vegetation (Shao et al., 2012; Williams 

et al., 2012; Li et al., 2013; Zhou et al., 2015; Zhang et al., 2016b). 
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In this thesis, Budyko-based method developed by Caracciolo et al. (2017) has been 

used, who derived the pdf of annual surface runoff (𝑄) in a closed-form for dry and 

ungauged basins. In detail, Caracciolo et al. (2017) linearized the Fu’s equation by a first 

order Taylor expansion for narrow ranges of 𝐴𝐼, as a linear equation, as follows: 

 𝐸𝐼 = 𝑎𝐴𝐼 + 𝑏 (2.6) 

 

where 𝑎 and 𝑏 are expressed as a function of AI and the Fu’s parameter 𝜔: 

𝑎 = 1 − (𝐴𝐼)𝜔−1(1 + (𝐴𝐼)𝜔)1−𝜔𝜔 (2.7) 

𝑏 = 1 − (1 + (𝐴𝐼)𝜔)1𝜔−1 (2.8) 

Figure 2.1. For different 𝜔, graphical representation of Fu’s equation. Given a value of AI, the partition 

between 𝑄̅ and 𝐸𝑇̅̅̅̅ changes according to 𝜔. 
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Then, substituting in Eq. 2.2: 

 𝑄 = 𝑃 − 𝐸𝑇 = (1 − 𝑏)𝑃 − 𝑎𝑃𝐸𝑇 = (1 − 𝑏) − 𝑎𝐴𝐼 (2.9) 

 

where 𝑄, 𝑃, 𝐸𝑇, 𝑃𝐸𝑇 represent, as already stated, respectively the annual surface 

runoff, rainfall, evapotranspiration and potential evapotranspiration. 

Caracciolo et al. (2017) characterized 𝑄 as a random variable and in particular as the 

difference of two terms 𝑋 = (1 − 𝑏)𝑃 and 𝑌 = 𝑎𝑃𝐸𝑇 which in turns represents the two 

variables of the joint pdf of 𝑄. 𝑋 and 𝑌 have been assumed independent (i.e. thus the 

correlation can be neglect) and statistical described by the normal distribution which 

parameters are the mean annual rainfall 𝑃̅, variance of annual rainfall 𝜎𝑃2,mean annual 

potential evapotranspiration 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  and the variance of annual potential evapotranspiration 𝜎𝑃𝐸𝑇2 . Under such assumptions, the pdf of 𝑄 reads: 

 

𝑝(𝑄) = 𝑐 𝑒− (𝑄−𝜇𝑋+𝜇𝑌)22(𝜎𝑋2 +𝜎𝑌2)√2𝜋√𝜎𝑋2 + 𝜎𝑌2 (2.10) 

 

where 𝜇𝑋 = (1 − 𝑏)𝑃̅, 𝜇𝑌 = 𝑎𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑋2 = (1 − 𝑏)2𝜎𝑃2, 𝜎𝑌2 = 𝑎2𝜎𝑃𝐸𝑇2  and 𝑐 has been 

to be tuned in order to constraint the area under the pdf to one.  

Then, in order to assess the pdf of 𝑄, four parameters strictly related to the 𝑃 and 𝑃𝐸𝑇 

properties (𝑃̅,𝑃𝐸𝑇̅̅ ̅̅ ̅̅ ,𝜎𝑃2,𝜎𝑃𝐸𝑇2 ) and an additional parameter (𝜔) which is linked to climate 

and land use (LU) properties, as widely argued in literature (see Section 1.3), are 
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requested.  

The proposed method has been applied by Caracciolo et al. (2017) for the assessment 

of the observed analytical pdf of 𝑄 in 27 basins of Sardinia (Italy), showing good 

performance in the prediction of 𝑄 distribution compared to the empirical ones. Using 

this method too, Viola et al. (2019) performed in-silico experiments that investigate how 

the 𝑄 pdf could vary under different climate and LU change, derived from CM outputs 

and LU analyses. In both studies, the authors adopted Caracciolo et al. (2017) procedure 

without taking into account the hypotheses of the method. Normality assumption and 

statistical independence of 𝑃 and 𝑃𝐸𝑇 are the two main hypothesis of the proposed 

methods. Then, in the next Section the procedure and methods for an investigation on 

converge of 𝑃 and 𝑃𝐸𝑇 to gaussian shape will be described. 

Therefore, given the importance of Fu’s parameter 𝜔 in the proposed method, the 

linkage between this parameter and the LU characteristics will be discussed by three 

consecutive in-silico experiments that will lead to an empirical expression for 𝜔’s 

assessment  

Finally, to define future parameter values of Eq. 2.10, in Section 2.4 the description of 

the procedures and ideas behind climate and LU scenarios will be reported.   
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2.2. Normality assumption for annual rainfall 

and potential evapotranspiration  

Most part of this Section has been submitted for publication as:  

Ruggiu, D., Viola, F., Langousis, A., A non-parametric procedure to assess the accuracy of the normality 

assumption for annual rainfall totals, based on the marginal statistics of daily rainfall: An application to 

NOAA-NCDC rainfall database, submitted to Journal of Applied Meteorology and Climatology 

 

 

As stated in Section 2.1, according to Caracciolo et al. (2017), the probability density 

function (pdf) of annual rainfall 𝑃 and annual potential evapotranspiration 𝑃𝐸𝑇 should be 

assumed normal. This Chapter is dedicated to the verify such hypothesis at global level.  

One of the first attempts to investigate about 𝑃 distribution was conducted by 

Markovic (1965), who used 𝑃 timeseries from 2506 stations in Western United States and 

the Southwestern Canada with at least 30 years of recordings, to identify the distribution 

model that best fits observations. The study concluded that among the normal, lognormal, 

and Gamma distribution models, the lognormal probability density function produced 

acceptable results, especially in the case when the 𝑃 was positively skewed. Following 

the early work of (Markovic, 1965), several other studies have focused on identifying the 

best distribution model that fits the observed frequencies of 𝑃 in different areas around 

the globe, including India (Mooley et al., 1981; Rodell et al., 2009), South Florida 

(Sculley, 1986), Costa Rica (Waylen et al., 1996), Saudi Arabia (Abdullah and Al-



 

 

 

34 

Mazroui, 1998) , Israel (Ben-Gai et al., 1998), Jordan (Dahamsheh and Aksoy, 2007), 

Portugal (De Lima et al., 2010), Nigeria (Ogungbenro and Morakinyo, 2014), and Iran 

(Vaheddoost and Aksoy, 2017). The aforementioned studies concluded that the type of 

the distribution model that best fits the empirical frequencies of 𝑃 may be well 

approximated by a normal distribution; see e.g. Mooley et al. (1981), Waylen et al. (1996), 

Abdullah and Al-Mazroui (1998), De Lima et al. (2010), and Ogungbenro and Morakinyo 

(2014). 

The theoretical basis for the normality assumption of 𝑃 arises from central limit 

theorem (CLT); see e.g. Parzen (1960), Fisz (1963), Feller (1968), Benjamin and Cornell 

(1970), and Papoulis (1990). According to this theorem, if 𝑋𝑖(𝑖 = 1, … , 𝑛) are 

independent copies of a random variable 𝑋 with finite variance, then asymptotically as 𝑛 → ∞ random variable 𝑍 = ∑ 𝑋𝑖𝑛𝑖=1  converges to a normal distribution. Common 

relaxations to CLT include approximate convergence of 𝑍 to a normal distribution when 

n is large but finite (i.e. referred to as pre-asymptotic conditions), and when Xi are not 

independent and identically distributed, but exhibit similar variances with some (but not 

all) of Xi being inter-dependent; see e.g. Benjamin and Cornell (1970). Evidently, for the 

case when 𝑋𝑖(𝑖 = 1, … , 𝑛) correspond to daily rainfall amounts, where seasonal 

periodicities and short-range dependencies are present, approximate convergence of the 𝑃 𝑍 = ∑ 𝑋𝑖𝑛=365𝑖=1  to a normal shape depends highly on the local climate and the marginal 

and joint statistics of daily rainfall, including: seasonal variations of the empirical 

distributions, the increased daily skewness of positive rainfall rates in arid regions 

exhibiting high fraction of dry days (Wilks, 1990; Katz, 1993; Ben-Gai et al., 1998; Yoo 
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and Ha, 2007) and the (often non-negligible) temporal dependencies in daily rainfall 

series (Le Cam, 1961; Waymire and Gupta, 1981a; Waymire and Gupta, 1981b; Waymire 

and Gupta, 1981c; Foufoula-Georgiou and Lettenmaier, 1986; Onof et al., 2000; 

Veneziano and Langousis, 2010; Koutsoyiannis and Langousis, 2011). 

In all cases, the rate of convergence of the distribution of 𝑍 to a normal shape decreases 

as the aforementioned factors intensify. 

Given the importance of normality assumption of 𝑃 and 𝑃𝐸𝑇 in Caracciolo et al. 

(2017)’s framework, this Section aims at describing the methods adopted to test normality 

assumption of this two variables. About 𝑃, three consecutive steps will be followed to 

investigate Gaussian/No Gaussian nature 1) goodness-of-fit metrics to conclude on the 

approximate convergence of the empirical cumulative density function (ecdf) of 𝑃 to a 

normal shape, and classify 𝑃 samples into the G and NG complementary groups, 2) 

logistic regression analysis to identify the statistics of daily rainfall that are most 

descriptive of the G/NG classification, and 3) a random-search algorithm to determine a 

set of constraints that allows classification of 𝑃 samples based on the marginal statistics 

of daily rainrates. This latter attribute of the data allows us to study, also, how large-scale 

climatic features affect Gaussianity of 𝑃, such as those embedded in the Köppen-Geiger 

climatic classification (Kottek et al., 2006).  

Convergence to normal shape of 𝑃𝐸𝑇 has been discussed in the final results moving from 

theoretical basis, namely CLT, and the goodness-of-fit metrics to conclude on the 

approximate convergence of 𝑃𝐸𝑇 ecdf to a normal shape in an investigation of 𝑃𝐸𝑇 

samples. 
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2.2.1.  Dataset 

The analyses are conducted using 3007 timeseries of daily rainfall from the NOAA-

NCDC Global Historical Climatology Network (GHCN) rainfall database 

(https://www.ncdc.noaa.gov/ghcn-daily-description); see Menne et al. (2012). NOAA-

NCDC-GHCN contains daily timeseries from 90230 stations with Global coverage. To 

ensure the statistical significance of the obtained results, and similar to previous studies 

(Easterling et al., 1997; Papalexiou et al., 2018; Papalexiou and Montanari, 2019), the 

analysis have been conducted with a total number of 3007 stations with percentages of 

missing data below 5%, yearly completeness above 98%, and more than 30 years of 

recordings. The density map of the analysed stations is shown in Figure 2.2, while Figure 

2.3 illustrates the percentage of stations exceeding different length requirements. Figure 

Figure 2.2. Spatial density of the 3007 NOAA-NCDC rainfall stations considered in the analysis. 

https://www.ncdc.noaa.gov/ghcn-daily-description
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2.2 highlights that Africa and South America are the less represented regions, while North 

America, Europe, India, China and West Australia exhibit denser station networks.  

 

2.2.2. Goodness-of-fit metrics for normality 

assumption 

Statistical tests are based on the acceptance/rejection of a null hypothesis 𝐻0, based on 

a statistical metric T, referred to as test statistic; see e.g. Fisher (1925), Neyman and 

Pearson (1933), Lindquist (1940), and more recently Benjamin and Cornell (1970), and 

Papoulis (1990). For a certain test statistic T, the level of significance α of the test is the 

acceptable/desired probability level to acquire type I errors (namely, 𝐻0 is true but the 

Figure 2.3. Percentage of the considered NOAA-NCDC stations exceeding different 

record length requirements. 
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test rejects it), and it is strictly linked to the uncertainty associated with rejection of the 

null hypothesis. Hence, the larger the α, the higher the uncertainty in rejecting the null 

hypothesis. Suppose now that t is an estimate of T obtained from a sample. In this case 

the p-value of the sample is defined as:  

 𝑝 = 𝑃𝑟[𝑇 > 𝑡] = 1 − 𝐹𝑇(𝑡) (2.11) 

 

and the null hypothesis is accepted if p > α. 

Three test statistics have been used, namely the Kolmogorov-Smirnov (KS), 

Anderson-Darling (AD) and Cramer-Von Mises (CVM), as implemented by Öner and 

Kocakoç (2017) in MatLab for the Gaussian case, to classify rainfall samples according 

to the approximate normality of 𝑃. More precisely, 𝑃 at each station are considered to be 

Gaussian distributed if the calculated p-value is larger than a specified significance level 

α. 

 The first test statistic used here is the Kolmogorov-Smirnov (KS), which is widely 

used in hydrological applications (Heo et al., 2008; Fan et al., 2013; López-Rodríguez et 

al., 2019). Define FZ(z) to be the ecdf of a timeseries of 𝑃 of length n, and denote by GZ(z) 

the fitted normal cdf. The KS test statistic 𝐷𝑛 is defined as the maximum distance between 

the empirical FZ(z) and theoretical G(z) ecdfs: 

 𝐷𝑛 = 𝑚𝑎𝑥𝑧 |𝐹𝑧(𝑧) − 𝐺𝑧(𝑧)| (2.12) 
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The p-value of the sample can be obtained from the Kolmogorov distribution as the 

exceedance probability of √𝑛𝐷𝑛; see e.g. Massey (1951), and Lilliefors (1967). It follows 

from Eq. 2.12 that Dn is suited to quantify linear deviations between the empirical and 

theoretical cdfs in the frequency domain and, therefore, the test is not very accurate in 

detecting deviations in the upper and lower tails of the empirical distributions; see also 

discussion below.  

 Contrary to KS test statistic, which focuses on a single point of the corresponding 

cdfs, Cramer-Von  Mises (CVM) and Anderson-Darling (AD) test statistics are calculated 

by evaluating the integral of the weighted squared differences between the empirical FZ(z) 

and the fitted normal GZ(z) cdfs over the whole distribution range (Cramér, 1928; Von 

Mises, 1928; Anderson and Darling, 1952; Farrell and Rogers-Stewart, 2006): 

 

𝐴2 = 𝑛 ∫ [𝐹𝑧(𝑧) − 𝐺𝑧(𝑧)]2𝜓(𝑧)𝑑𝐹𝑧(𝑧)+∞

−∞
(2.13) 

 

where 𝜓(𝑧) =1 for CVM, and 𝜓(𝑧) = [𝐺𝑧(𝑧)(1 − 𝐺𝑧(𝑧)]−1 for AD. It follows from 

Eq. 2.13, and the form of function 𝜓(𝑧), that CVM weights equally the whole ecdf, while 

AD assigns larger weights to observations located in the distribution tails; see e.g. Laio 

(2004), Farrell and Rogers-Stewart (2006), and Langousis et al. (2016). Hence, AD is 

more restrictive in accepting the normality hypothesis than CVM. The sample p-values 

corresponding to CVM and AD test statistics, can be obtained as the exceedance 

probability of the calculated value of 𝐴2; see e.g. Stephens (1986). It follows from the 
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discussion above that KS, AD and CVM test statistics exhibit different attributes and, 

therefore, they may lead to contrasting results. 

Existence of inter-annual dependencies in 𝑃 samples may bias the estimation of the 

variance from finite samples and, thus, influence goodness-of-fit testing. To avoid such 

issues, the standard deviation of 𝑃 samples has been calculated using the formulation 

suggested by Koutsoyiannis (2003): 

 

𝜎𝐻 = √ 𝑛 − 12𝑛 − 𝑛2𝐻−1 𝜎 (2.14) 

 

where 𝜎𝐻 is the unbiased estimate of the standard deviation in the presence of inter-

annual temporal dependencies, 𝑛 is the length of the 𝑃 sample, 𝜎 is the estimate of the 

standard deviation assuming independence of 𝑃, and 𝐻 is the Hurst coefficient; see e.g. 

Hurst (1951), Mandelbrot and Wallis (1969), Montanari et al. (1997), and Langousis and 

Koutsoyiannis (2006). Hurst coefficient 𝐻 quantifies the magnitude of inter-annual 

dependencies (Lettenmaier and Burges, 1977; Salas et al., 1979; Montanari et al., 1997; 

Razavi and Vogel, 2018) 𝐻 varies between 0 and 1, with 𝐻 = 0.5 indicating linear independence, and 𝐻 >0.5 

(<0.5) indicating positive (negative) correlations in the corresponding time series. The 

value of H can be calculated from the empirical samples of 𝑃, by aggregating them at 

different temporal scales m (e.g. m = 1, 2, 3, 4 years etc.) and calculating the log-log slope 

of their standard deviation versus m. 
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2.2.3. Non-parametric procedure to assess the 

accuracy of the normality assumption for 

annual rainfall 

Approximate convergence of the distribution of 𝑃 to normal shape is strictly linked to 

the seasonal character and marginal statistics of daily rainfall rates. In order to describe 

basic features of daily rainfall, the fraction of dry days 𝑓𝑑𝑑 (here days with rainfall 

accumulation below 0.1 mm), the mean value 𝑚𝑤𝑑, standard deviation 𝜎𝑤𝑑, and skewness 

coefficient 𝑠𝑘𝑤𝑑 of rainfall in wet days (here days with rainfall accumulation in excess of 

0.1 mm), and the precipitation concentration index (PCI) (Oliver, 1980; Michiels et al., 

1992; De Luis et al., 1997; Cannarozzo et al., 2006) have been used. If the latter index is 

below 0.10, monthly rainfall distribution is uniform, whereas values between 0.11 and 

0.2 indicate a substantial inter seasonal rainfall variability. 

To quantify the effects of local climate in determining the approximate convergence 

of 𝑃 to a normal distribution, a logistic regression analysis (Bliss, 1934; Berkson, 1944; 

Augustin et al., 2008; Van Steenbergen and Willems, 2013) will be used to identify the 

most influential daily rainfall statistics in grouping the analysed 𝑃 samples into the G and 

NG subsets. 

Then, a random-search algorithm has been combined with a proper test-based 

objective function to conclude on a set of constraints that allows classification of 𝑃 

samples based on the marginal statistics of daily rainrates. 
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 Define A to be the event that a sample exhibits approximate Gaussian behaviour at a 

certain significance level α, and denote by T the event that a sample fulfils a certain set 

of constraints S regarding its marginal statistics. Evidently, the probabilities of events A 

and T depend on the normality test and the level of significance α used, and the set of 

adopted constraints S, respectively. To conclude on an optimal S, the likelihood that the 

identification procedure based on the selected constraints S produces accurate outcomes 

has been maximized. Along these lines, the following maximization expression have been 

selected to solve the problem: 

 𝑚𝑎𝑥𝑺 (𝑃𝑟[𝐴 ∩ 𝑇] + 𝑃𝑟[𝐴𝑐 ∩ 𝑇𝑐]) (2.15) 

  

To avoid convergence problems, the optimal set of constraints was determined through 

random search. Specifically: 1) 106 threshold level combinations by uniformly sampling 

the corresponding regressor variables have been considered within their observed ranges, 

2) for each threshold combination, the AD classification into G and NG groups of the 

previous Section was used to estimate the empirical probabilities 𝑃𝑟[𝐴 ∩ 𝑇] and 𝑃𝑟[𝐴𝑐 ∩ 𝑇𝑐], and 3) a set of threshold combinations as optimal was selected that 

maximizes the objective function in Eq. 2.15.  
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2.3. The linkage between Fu’s parameter and 

land use properties as an investigation on 

the relationship betweem basin 

characteristc and annual runoff 

Most part of this Section has been accepted for publication as:  

Ruggiu, D., Viola, F., 2019, Linking climate, basin morphology and vegetation characteristics to Fu's 

Parameter in data poor conditions, Water (Switzerland), 11 (11), art. no. 2333 

 

 

The role of climate, basin morphology and vegetation in characterizing long-term 

hydrological processes and in determining the 𝜔 value will be explored by three 

consequent modelling experiments, sketched in Figure 2.4.  

Supposing a particular climate, defined as a characteristic seasonal pattern of potential 

evapotranspiration and rainfall, once defined the morphological basin and vegetation 

properties (model parameters), the hydrological response is supposed to be only related 

to the aridity index. In other words, for a given climate condition, notwithstanding the 

combinations between mean value of annual rainfall 𝑃 and potential evapotranspiration 𝑃𝐸𝑇 are infinite, water partitioning rules are uniquely defined. In the Budyko’s 

framework and using the Fu’s equation, this means that for different casual couples of 𝐴𝐼 

and 𝐸𝐼, a unique value of 𝜔 is identifiable (Figure 2.4.a). 
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Namely, the same basin (the same model parameters and morphological and vegetation 

properties), in different geographic areas with different seasonal pattern of climatic 

variables, will result in different partitioning rules as a function of climate (Figure 2.4.b).  

Finally, the idea of biunivocal relationship between basin morphometric and 

vegetation properties and hydrological response is supported (Figure 2.4.c). Numerical 

simulations will be run for the five climates with different basin morphological and 

vegetation properties (model parameter combination).  

Figure 2.4. (a) Fixed climate, fixed morphology and vegetation: given a climate, given a watershed, over different 

annual precipitation (𝑃) and potential evapotranspiration (𝑃𝐸𝑇), hydrological response follows the same law. (b) 

Varying climate, fixed morphology and vegetation: given a watershed, the climate drives the hydrological response in 

different ways. (c) Varying climate, varying morphology and vegetation: for each climate, water partitioning process 

is driven by morphological and vegetation properties of the basin. 
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Results will be used to create five linear relations (one for each climate type), namely 

regression equations between model parameters (that are four, representing the role of 

morphology and vegetation) and 𝜔.  

 

2.3.1. Climatic setups and weather generator 

To take into account the role of climate in water partitioning five climatic setups have 

been considered which roughly mimic some of the most frequent climate conditions. As 

specified before, every climate is here characterized by different seasonal pattern of rain 

and potential evapotranspiration. Within a given climate, synthetic series of rainfall 𝑃(𝑡) 

and 𝑃𝐸𝑇(𝑡) at daily time scale 𝑡 have been generated using a weather generator. The five 

climatic setups are aimed to represent the seasonal variability of rain and potential 

evapotranspiration time patterns, as illustrated in Figure 2.5. The idea of exemplifying 

climate in such a simple schematization refers to Viola et al. (2017), where it has been 

used to investigate green roof retention performances. The first climatic setup (Figure 

2.5.a) represents stationary condition of rain and potential evapotranspiration during the 

year. This is an ideal situation in which the variance of meteo-climatic variables is zero, 

being the less realistic seasonal pattern of the five proposed in this work. The second case 

(Figure 2.5.b) is typical of oceanic areas with almost constant precipitation during the 

hydrological year, while potential evapotranspiration has a peak.  
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Figure 2.5. Schematic representation of seasonal time patterns of precipitation and potential evapotranspiration. 

Lines represent the daily mean of stochastic time series, as generated by Eqs. 2.16 and 2.17 for 𝑃(𝑡) and by Eq.2.18 as 

regard to 𝑃𝐸𝑇(𝑡). Parameters are given in Table 2.1. Following Viola et al. (2017) 
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Climatic setup 3 (Figure 2.5.c) is the opposite of the last ones, namely potential 

evapotranspiration is almost constant and major precipitation values are observed during 

a specific rain season. This climatic setup is attributable to tropical climate with high 

constant temperatures along the year and monsoon season with precipitation peak. The 

feature of climatic setup 4 (Figure 2.5.d) is in-phase climatic forcing: this is a classic case 

of humid subtropical climates, where precipitation peak occurs simultaneously to the 

temperature one. The last case is the opposite of the climatic setup 4 (Figure 2.5.e), that 

is rainfall and potential evapotranspiration are in counter-phase during the hydrological 

year. Mediterranean climate is well represented by this climatic setup, because is well 

known that rainfall mostly occur during the winter, while temperature peak happens in 

summer.  

In this work the synthetic time series 𝑃(𝑡) and 𝑃𝐸𝑇(𝑡) referring to after mentioned 

climatic setup are created by the weather generator proposed by Viola et al. (2017), whose 

parameters have been calibrated according to main climatic features observed in 10,000 

observational sites worldwide. The rain series are intended as daily rainfall arising from 

a non-stationary and cyclic Poisson point process, characterized by a frequency 1/𝜆(𝑡) 

(rate of the Poisson process occurrences, [1/days]). The 𝜆(𝑡) parameter is modelled as a 

sinusoidal function of time 𝑡 [days], with amplitude 𝜆̅, the average interarrival time [days] 

between two rain events and one-year period, as described in in the following equation: 

 

𝜆(𝑡) = 𝜆̅ (1 + 𝛿𝜆 sin (2𝜋𝑡365 + 𝜔𝜆)) (2.16) 
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where 𝛿𝜆 characterizes the ratio between the semi-amplitude of the annual harmonics 

of 𝜆(𝑡) and the annual average and 𝜔𝜆 is the initial phase of the sinusoidal function. 

Every day with rainfall different to zero event 𝑃(𝑡𝑖) [mm/day], where i subscript 

indicates rain days in the 𝑃(𝑡) series, is simulated as a random process extracted from an 

exponential distribution with mean daily value 𝛼(𝑡) [mm/day], modelled as follows: 

 

𝛼(𝑡) = 𝛼̅ (1 + 𝛿𝛼 sin (2𝜋𝑡365 + 𝜔𝛼)) (2.17) 

 

where 𝛼̅ is the average amount of rainfall [mm/day], 𝛿𝛼 represent the ratio of the semi-

amplitudes of the annual harmonics of 𝛼(𝑡) to the annual average and 𝜔𝛼 is the value of 

phase when 𝑡 = 0. 

Therefore, Eqs. 2.16 and 2.17 allow to calculate mean interarrival times and mean 

daily rainfall along the year, which in turns allow to randomly obtain rain time series.  

Similarly, the daily potential evapotranspiration series 𝑃𝐸𝑇(𝑡) [mm/day] are defined 

as a sinusoidal function with a similar structure to the previous one: 

 

𝑃𝐸𝑇(𝑡) = 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ (1 + 𝛿𝐸 sin (2𝜋𝑡365 + 𝜔𝐸)) (2.18) 

 

where 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  is the daily mean evapotranspiration [mm/day], 𝛿𝐸 the ratio of the semi-

amplitude of the annual harmonics of 𝑃𝐸𝑇(𝑡) to the annual average and 𝜔𝐸 is the initial 

phase. 
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Each climate is defined by a phase between rain and potential evapotranspiration (as 

described by 𝜔𝜆, 𝜔𝛼 and 𝜔𝐸) and by a specific seasonal variability of rainfall (as 

described by 𝛿𝛼 and 𝛿𝜆) and potential evapotranspiration (modelled by 𝛿𝐸). The values of 

the semi-amplitude 𝛿𝜆, 𝛿𝛼 and 𝛿𝐸 have been assessed by Viola et al. (2017) as the median 

of their empirical distributions, as observed in 10000 worldwide stations; for the five 

climate scenarios, the parameters of Eqs. 2.16-2.18 are reported in Table 2.1.  

 

Climatic 

setup 

𝜆̅ 

[days] 

𝛿𝜆 

[-] 

𝜔𝜆 

[rad] 

𝛼̅ 

[mm/day] 

𝛿𝛼 

[-] 
𝜔𝛼 [rad] 

𝑃𝐸𝑇̅̅ ̅̅ ̅̅  

[mm/day] 

𝛿𝐸 

[-] 
𝜔𝐸 [rad] 

1 4,35 0 0 Variable 0 0 Variable 0 0 

2 4,35 0 0 Variable 0 0 Variable 0,3 - π/2 

3 4,35 0,45 -π/2 Variable 0,35 π/2 Variable 0 0 

4 4,35 0,45 -π/2 Variable 0,35 π/2 Variable 0,3 π/2 

5 4,35 0,45 -π/2 Variable 0,35 π/2 Variable 0,3 -π/2 

Table 2.1. Parameters of the sinusoidal Eqs. 2.16-2.18 that define the particular pattern of rainfall and potential 

evapotranspiration, related to the considered climatic setup. 𝛿𝜆, 𝛿𝛼 and 𝛿𝐸 represent the ratio of the semi-amplitude of 

the sinusoidal equations to their mean value, whereas 𝜔𝜆, 𝜔𝛼 and 𝜔𝐸 are the initial phase. 𝜆̅, 𝛼̅ and 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  are 

respectively the average interarrival time, the average amount of daily rainfall and the average daily potential 

evapotranspiration. 

 

The climate definition, as given above, may embed wide geographic areas where the 



 

 

 

50 

seasonal pattern of rainfall and potential evapotranspiration is homogeneous, and 

described by the six parameters aforementioned; at the same time, annual rainfall 𝑃 and 

potential evapotranspiration may vary within a climatic area, for instance following 

topographic gradients. This kind of variability is reflected in the weather generator by 

allowing to obtain different aridity indices (𝐴𝐼). Numerically, this is achieved by 

generating synthetic series with different values of 𝛼̅ and 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ ; 𝛼̅ has been supposed to 

vary between 3.5-24 [mm/day] and 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  between 0.3-5.5[mm/day]. These ranges have 

been selected considering a realistic range of 𝑃 and potential evapotranspiration. For sake 

of simplicity, 𝜆̅ was assumed to be constant, and equal to 4.35 [days] (Table 2.1), in all 

the considered climates. This numerical value has been obtained as the mean of the global 

interarrival times between rainfall events; indeed, the assumption of a unique value 

restricts the generality of this approach because it hampers to investigate the influence of 

this parameter on the 𝑃 partitioning, but indeed is a common and reasonable assumption 

(Yokoo et al., 2008). Under these conditions, the mean annual amount of rainfall 𝑃 

generated and used in this work can vary between 300 and 2000 mm; similarly, 𝑃𝐸𝑇 ranges from 100 to 2000 mm. 

 

2.3.2. EHSM model  

The rainfall 𝑃(𝑡) and the potential evapotranspiration 𝑃𝐸𝑇(𝑡) time series have been 

then used as input to a conceptual hydrological model, namely a slight simplified version 

of the Ecohydrological Streamflow Model (EHSM) (Viola et al., 2014). The way of the 
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model to describe hydrological response is to represent a basin with two linear reservoirs, 

describing surface and baseflow runoff and one soil bucket split into two compartments 

representing impervious area 𝑐0 and permeable area (1-𝑐0). The daily rainfall 𝑃(𝑡𝑖) that 

falls in the soil bucket is divided in two parts: 𝑐0𝑃(𝑡𝑖) flows directly in the surface linear 

reservoir and (1-𝑐0)𝑃(𝑡𝑖) infiltrates in the permeable soil bucket portion (1-𝑐0) and is 

accumulated into the soil bucket. Water infiltration and leakage in and from the soil 

bucket are regulated by 3 parameters: the active soil depth 𝑛𝑍𝑟  [mm], which is the product 

of the soil porosity 𝑛 [-] and root zone thickness 𝑍𝑟 [mm], the hygroscopic point 𝑠ℎ [-] 

and the soil moisture at field capacity 𝑠𝑓𝑐 [-]. In order to have only a variable that 

expresses hydrological soil properties, 𝑛𝑍𝑟, 𝑠ℎ and 𝑠𝑓𝑐 have been condensed with the 

following expression: 

 𝜁 = 𝑛𝑍𝑟(𝑠𝑓𝑐 − 𝑠ℎ) (2.19) 

 

where 𝜁 [mm] is maximum water holding capacity, representative of maximum 

amount of water that could be stored in the soil. 

The soil moisture of soil bucket regulates the partition of (1-𝑐0)𝑃(𝑡𝑖) in runoff that 

flows into surface and baseflow linear reservoir. If the soil moisture content exceeds the 

field capacity, this water volume becomes leakage pulses that feed the linear reservoir 

that is responsible of baseflow conceptual description. The mean residence time of water 

within this bucket, has been defined as 1/𝑘𝑠𝑢𝑏 [1/day], which from physical point of view 

is related to groundwater dynamics. When soil moisture overpasses saturation, the excess 
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feeds the surface linear reservoir related to annual surface runoff production. From the 

union of the outputs of the two linear reservoirs, the model generated the daily runoff 

series 𝑄(𝑡). 

The model allows to simulate soil moisture dynamics and the influence of vegetation 

in drying the soil during two consecutive rain events. In order to quantify the 

evapotranspiration process, a limitation is assumed that is induced by the soil moisture 

that is equal to the maximum value calculated as the product between reference 

evapotranspiration and the coltural coefficient 𝐾𝑐 [-].  

The model parameters describing the watershed are only four, summarizing the key 

processes producing, limiting and delaying runoff at long time scales. Namely, the 

selected descriptors are: 𝜁 maximum water holding capacity, 𝑘𝑠𝑢𝑏 subsurface bucket 

parameter, 𝑐0 impermeable area and 𝐾𝑐 coltural coefficient. For all experiments and 

demonstrations conducted in this work, the model parameters can vary between 

physically reasonable ranges, reported in Table 2.2.  

 

Name Acronym Minimum value Maximum value 
Test-

watershed 

Maximum water holding capacity 𝜁 [mm] 18 230 50 

Subsurface bucket parameter 𝑘𝑠𝑢𝑏  [1/day] 0.0017 0.1 0.05 

Impervious area 𝑐0 [-] 0 0.05 0.025 

Coltural coefficient 𝐾𝑐  [-] 0.5 1.5 1 

Table 2.2. The ranges for the morphological and vegetation parameters used in this work: minimum and maximum 

supposed values. In the last column, it is stated the value assumed referring to the test-watershed used for leading our 

in-silico experiment. 
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It is worthy mentioning that 𝑐0 range (less than 5%) is reasonable because Budyko’s 

framework applies to large watersheds, in which impervious areas is often spread over 

the basin. This physically implies that impervious areas away from outlet, still contribute 

to runoff, because the routing drives water volumes to pervious areas, where infiltration 

occur; this physical process is not accounted in the model. Then, impervious areas in 

EHSM should be considered as the ones close to the outlet, therefore, the range of 𝑐0 has 

been limited.  
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2.4. Near future climate and land use scenarios 

This Section describes the procedures to obtain future climate and land use (LU) 

scenarios. These will be used in order to assess the five parameters of Eq. 2.10 of the 

proposed methods, that will be adopted to define the probability distribution function 

(pdf) of annual surface runoff 𝑄 of Sardinia, according with Caracciolo et al. (2017).  

Near future values of central moments of annual rainfall 𝑃 and annual potential 

evapotranspiration 𝑃𝐸𝑇, namely 𝑃̅, 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑃 and 𝜎𝑃𝐸𝑇, that epitomizes climatic scenarios, 

are assessed by EUROCORDEX climate modelling outputs. As discussed in Chapter 1, 

climate modelling (CM) outputs are affected by systematic errors from different sources, 

and then bias correction (BC) procedure will be applied to rainfall and temperature to 

create the less unbiased climate scenarios. Near future LU scenarios will be represented 

by the possible LU maps, which effect of the water partitioning processes is here 

epitomized by 𝜔’s.  

 

2.4.1. Rainfall, temperature and land use dataset 

The EUROCORDEX project (Jacob et al., 2014) is from the broader family of the 

CORDEX project. The simulations of EUROCORDEX project have been conducted at 

two different spatial (EUR-44 ~ 50 km and EUR-11 ~ 12.5 km) and several temporal 

resolutions for different experiments families: historical (HS) and RCP (RCPS) scenarios 

for different representative concentration pathways RCP (4.5 and 8.5), that respectively 
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reproduce climatic variables in the past (before 2005) and in the future (2006-2100). Here, 

14 CM daily rainfall and temperature outputs have been used to investigate future 𝑃 and 𝑃𝐸𝑇 marginal statistics. The gridded CM outputs here adopted are defined in EUR-11 

domain with a daily time resolution. Since RCP 8.5 scenario is the only RCP scenario 

here considered, it will be shortened as RCPS for brevity. The stricter RCPS has been 

considered in order to hypothesize the more deviated scenario from observed climate. 

The list of the CMs here used is reported in Table 2.3.  

The observed rainfall and temperature datasets are from the Sardinian Hydrological 

Service, collected by a network of 441 rain gauges and 186 thermometric stations. Both 

CM and observed daily temperature and rainfall datasets have been resampled spatially 

over the Sardinia territory following Mascaro et al. (2018), regridding the datasets in a 

covering grid with a spacing of 0.1°, similarly to EUR-11 domain. Each grid point 𝑖, 𝑗 (𝑖 = 1, . . ,30 𝑗 = 1, . . , 20) is associated with a daily scale timeseries (𝑡).  

Climatic parameters which refers to observed rainfall and temperature dataset will be 

defined as baseline, because they describe the reference climatic properties that will be 

compared to future ones. 

The CORINE Land Cover (CLC) inventory was here used to describe Sardinian LU. 

Five updates have been considered starting from 1990 to 2018, including 2000, 2006 and 

2012. The LU map referring to 2018 has been choose as reference to describe the initial 

LU scenario of Sardinia (baseline LU scenario). In Figure 2.6, the covering area 

percentage of LU types over the Sardinian territory have been reported. Seven LU types 

have been used to characterize the Sardinian LU maps: urban, agriculture, low density 
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vegetation, agriculture, forest and sclerophyllous vegetation, water bodies and others LU 

types. 

 

CM GCM RCM 

1 CNRM-CERFACS-CNRM-CM5 CLMcom-CCLM4-8-17 

2 CNRM-CERFACS-CNRM-CM5 CNRM-ALADIN53 

3 CNRM-CERFACS-CNRM-CM5 SMHI-RCA4 

4 ICHEC-EC-EARTH CLMcom-CCLM4-8-17 

5 ICHEC-EC-EARTH KNMI-RACMO22E 

6 ICHEC-EC-EARTH SMHI-RCA4 

7 IPSL-IPSL-CM5A-MR SMHI-RCA4 

8 MOHC-HadGEM2-ES CLMcom-CCLM4-8-17 

9 MOHC-HadGEM2-ES KNMI-RACMO22E 

10 MOHC-HadGEM2-ES SMHI-RCA4 

11 MPI-M-MPI-ESM-LR CLMcom-CCLM4-8-17 

12 MPI-M-MPI-ESM-LR MPI-CSC-REMO2009 (r1i1p1) 

13 MPI-M-MPI-ESM-LR MPI-CSC-REMO2009 (r2i1p1) 

14 MPI-M-MPI-ESM-LR SMHI-RCA4 

Table 2.3. List of the fourteen climate modelling outputs from EUROCORDEX project here used, with the respective 

GCM and RCM.  

 

The classification is oriented to define LU classes which has a homogeneous response 

in the hydrological cycle and accordingly to similar work in literature. Urban indicates 

cities, low density populated and villages areas, while agriculture, low density vegetation, 

agriculture, forest and sclerophyllous vegetation include the natural and anthropogenic 

vegetated areas of Sardinia. Sclerophyllous vegetation has been classified in a proper 

class because it is a typical Sardinian vegetal species which deeply affect and modifies 

the interaction of water cycle, reducing the water amount addressed to the groundwater 

and surface runoff and increasing the evapotranspiration contribution. Figure 2.7 
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represents the CORINE Land Cover map of Sardinia in the baseline scenario (2018), 

according to land types here used.  

For each update, the percentage of covering area of LU types varied very slowly, and 

every class exhibits a very smooth linear trend, except for the grassland and low density 

vegetation which has a significance decrease from 1990 to 2018. The prevalent LU type 

is the agriculture, which has a high number of employees in Sardinia, followed by the 

sclerophyllous vegetation, which due to their own high capacity to adapt to Mediterranean 

climates infest a large part of the regional territory. The last LU type in terms of covering 

area percentage is the grassland and low density vegetation. Because of the reduced 

variability and due to the low percentage of occupation of the territory, water bodies and 

other (i.e. beaches, dunes, sands and burnt areas) can be assumed to maintain the same 

percentage of covering.  
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Figure 2.6. Covering area percentage of Sardinia from CORINE Land Cover (CLC) inventory for 1990, 2000, 2006, 2012 and 2018. CLC land use types have been 

aggregated in seven types: Urban, Agriculture, Grassland and low density vegetation, Forest, Sclerophyllous vegetation, Water Bodies and Other. 
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Figure 2.7. CORINE Land Cover map of Sardinia for the baseline scenario (2018), according to land types used:  

urban, agriculture, low density vegetation, agriculture, forest and sclerophyllous vegetation, Water bodies and Other. 
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2.4.2. Bias corrected near future climatic scenarios 

As discussed in Chapter 1, climate modelling outputs are affected by systematic errors 

that arises from several sources. Then, three BC methods have been selected for rainfall 

and just one for the temperature in order to define unbiased near future climatic scenarios 

and parameters. Temperature outputs has been also considered because temperature is the 

main variable driver in the potential evapotranspiration. The adopted BC methods have 

been chosen following the criteria of the ease of application and reduced computational 

effort. The objective is to obtain the less unbiased near future mean and standard deviation 

values of 𝑃 and 𝑃𝐸𝑇 (𝑃̅, 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑃 and 𝜎𝑃𝐸𝑇), that epitomize climatic scenarios and 

represent the climatic parameters in the proposed method (Eq. 2.10). 

As discussed in Chapter 1, for each BC method it is required a preliminary phase 

(hereafter parametrization phase) of evaluation of the correction parameters that have 

been used to remove systematic bias in the RCPS CM rainfall and temperature outputs 

(correction phase). The performance of the BC methods will be tested by the comparison 

of raw historical (HS), BC historical (HS) and observed cumulative density functions 

(ecdfs) of daily and annual rainfall 𝑃. The magnitude of deviation of BC HS ecdfs from 

observed ones will be represent a measure of the correction efficiency of BC methods 

adopted. The closer ecdfs, the more efficient the bias correction. The parameters that have 

been evaluated in the parametrization phase will be used to correct the RCPS CM 

timeseries, that allow to define near future climatic parameters. 

Despite annual scale is the reference scale for Budyko’s and Caracciolo et al. (2017), 

the BC methods here used will be applied in correcting the raw daily rainfall and 
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temperature outputs from EUROCORDEX project. The BC outputs will be than 

aggregated at annual scale as requests the proposed approach.  

For each grid cell of CM outputs, BC has been implemented independently, meaning 

that every cell is associated to a timeseries with a daily resolution (𝑡) in which BC has 

been performed (see Section 2.4.1 for clarification about CM datasets).  

Regarding rainfall, three BC approaches have been considered: linear scaling (LS), 

power transformation (PT) and parametric distribution mapping with gamma distribution 

(DM-Γ).  

Linear scaling approach operates on the mean daily rainfall. The RCPS outputs 

correction is based on a single parameter 𝑐 (6.3). 

 𝑝𝑏𝑐𝐶𝑀𝐻𝑆 (𝑡) = 𝑐 ⋅ 𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆(𝑡) (2.20) 𝑝𝑏𝑐𝐶𝑀𝑅𝐶𝑃𝑆(𝑡) = 𝑐 ⋅ 𝑝𝑟𝑎𝑤𝐶𝑀𝑅𝐶𝑃𝑆  (𝑡) (2.21) 

 𝑐 = 𝜇(𝑝𝑜𝑏𝑠)𝜇(𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆) (2.22) 

 

where: 

• 𝑝𝑏𝑐𝐶𝑀𝐻𝑆(𝑡) is the BC daily rainfall value of a given HS CM timeseries at time (𝑡);  

•  𝑝𝑏𝑐𝐶𝑀𝑅𝐶𝑃𝑆(𝑡) is the BC daily rainfall value of a given RCPS CM timeseries, 

at time t; 

•  𝑝𝑟𝑎𝑤𝐶𝑀ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 (𝑡) is the raw daily rainfall of a given HS CM timeseries, at 
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time (𝑡); 

•  𝑝𝑟𝑎𝑤𝐶𝑀𝑅𝐶𝑃(𝑡) is the raw daily rainfall of a given RCPS CM timeseries, at time (𝑡); 

•  𝑝𝑜𝑏𝑠(t) is the observed rainfall timeseries at time (𝑡); 

• 𝑐 is the linear scaling parameter. 

Eq. 2.22 evaluates the linear scaling parameter 𝑐, that is the ratio of the daily mean 

rainfall of observed timeseries to the daily mean rainfall of the raw HS CM timeseries. 

Then, the HS and RCPS CM daily rainfall outputs are corrected at daily scale by 𝑐 (Eqs. 

2.20 and 2.21).  

The power transformation approach operates both on the mean and the standard 

deviation. The 𝑐 and shape 𝑏 parameters affects respectively the daily rainfall mean and 

standard deviation. 

 𝑝𝑏𝑐𝐶𝑀𝐻𝑆(𝑡) = 𝑐 ⋅ 𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆(𝑡)𝑏 (2.23) 𝑝𝑏𝑐𝐶𝑀𝑅𝐶𝑃𝑆(𝑡) = 𝑐 ⋅ 𝑝𝑟𝑎𝑤𝐶𝑀𝑅𝐶𝑃𝑆(𝑡)𝑏 (2.24) 𝑓(𝑏) = 0 𝑏 → 𝐶𝑉(𝑝𝑜𝑏𝑠) − 𝐶𝑉(𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆 𝑏) = 0  (2.25)  𝑐 = 𝜇(𝑝𝑜𝑏𝑠)𝜇(𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆𝑏) (2.26)  

 𝑐 and 𝑏 are the scale and shape correction parameters and 𝐶𝑉 refers to the coefficient 

of variation of CM daily rainfall timeseries. 𝑏 is obtained under the hypothesis that the 

observed timeseries 𝐶𝑉 matches the HS CM one modified by the shape parameter (Eq. 
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2.25). 𝑐 is evaluated as the same way of the linear scaling method (Eq. 2.26). The BC 

timeseries are derived by the scale and shape parameters (Eqs.2.23 and 2.24).  

Unlike to linear scaling and power transformation methods that operate just with the 

daily mean and standard deviation of climatic variables, the parametric distribution 

mapping aims to modify the entire distribution of the CM daily rainfall timeseries in the 

attempt to mimic the observed one. The hypothesis under the parametric distribution 

mapping method is that the observed and HS CM daily rainfall timeseries are fitted by a 

given theoretical statistical distribution. In literature, the gamma distribution is widely 

adopted to describe the distribution of daily rainfall by several authors for similar 

purposes (Piani et al., 2010; Yang et al., 2010; Lafon et al., 2013). Of course, the reliability 

of the methods arises from the goodness of fit of the observed and HS CM daily rainfall 

outputs with the gamma distribution. In particular, here the mixed gamma distribution has 

been adopted to properly account for the intermittent nature of the rainfall (Li et al., 2010). 

The BC RCPS CM timeseries distribution will show roughly the same trend of the 

observed ones (Eqs. 2.27-2.29). 

 𝑝𝑏𝑐𝐶𝑀𝐻𝑆(𝑡) = 𝐹−1(𝐹(𝑝𝑟𝑎𝑤𝐶𝑀𝐻𝑆(𝑡)|𝛼𝑟𝑎𝑤𝐶𝑀𝐻𝑆, 𝛽𝑟𝑎𝑤𝐶𝑀𝐻𝑆 , 𝜋𝑟𝑎𝑤𝐶𝑀𝐻𝑆)|𝛼𝑜𝑏𝑠, 𝛽𝑜𝑏𝑠,𝜋𝑜𝑏𝑠) (2.27)  𝑝𝑏𝑐𝐶𝑀𝑅𝐶𝑃𝑆(𝑡) = 𝐹−1(𝐹(𝑝𝑟𝑎𝑤𝐶𝑀𝑅𝐶𝑃𝑆(𝑡)|𝛼𝑟𝑎𝑤𝐶𝑀𝐻𝑆 , 𝛽𝑟𝑎𝑤𝐶𝑀𝐻𝑆 , 𝜋𝑟𝑎𝑤𝐶𝑀𝐻𝑆)|𝛼𝑜𝑏𝑠, 𝛽𝑜𝑏𝑠,𝜋obs) (2.28)  
𝐹(𝑝|𝛼, 𝛽, 𝜋) = { 𝜋 𝑝 = 0𝜋 + (1 − 𝜋) ∫ 𝛽𝛼𝑝𝛼−1𝑒−𝛽𝑝𝛾(𝛼)𝑝

0 𝑝 > 0 (2.29) 

 

where 𝛼 and 𝛽 represented the fitted parameters of the theoretical distribution 

respectively of non-zero daily rainfall, while 𝜋 represents the probability of zero-daily 
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rainfall. The non-zero distribution parameters 𝛼 and 𝛽 have been fitted estimated using 

the maximum-likelihood estimation because is more accurate than other ones (Piani et 

al., 2010).  

Daily temperature timeseries has been bias corrected by applying the last approach 

adapted to the different statistical properties of this climatic variable. Indeed, instead of 

gamma distribution, the normal shape has been considered to statically represent the 

behaviour observed and CM daily temperature timeseries. The following equations 

represent the previous approach adapted to temperature (Eqs. 2.30-2.33). 

 𝑡𝑏𝑐𝐶𝐻𝑆(𝑡) = 𝐹−1(𝐹(𝑡𝑟𝑎𝑤𝐶𝑀𝐻𝑆(𝑡)|𝜇𝑟𝑎𝑤𝐶𝑀𝐻𝑆 , 𝜎𝑟𝑎𝑤𝐶𝑀𝐻𝑆 )|𝜇𝑜𝑏𝑠, 𝜎𝑜𝑏𝑠) (2.30)  𝑡𝑏𝑐𝐶𝑀𝑅𝐶𝑃𝑆(𝑡) = 𝐹−1(𝐹(𝑡𝑟𝑎𝑤𝐶𝑀𝑅𝐶𝑃𝑆(𝑡)|𝜇𝑟𝑎𝑤𝐶𝑀𝐻𝑆 , 𝜎𝑟𝑎𝑤𝐶𝑀𝐻𝑆)|𝜇𝑜𝑏𝑠, 𝜎𝑜𝑏𝑠) (2.31)  
𝑓(𝑡; 𝜇, 𝜎) = 1𝜎√2𝜋 𝑒−(𝑡−𝜇)22𝜎2  (2.32) 

𝐹(𝑡; 𝜇, 𝜎) = ∫ 𝑓(𝑡; 𝜇, 𝜎)𝑑𝑡 ∞

−∞ (2.33) 

 

The BC CM temperature timeseries are just an intermediate result. Indeed, as described 

in Section 2.1, mean and standard deviation value of 𝑃𝐸𝑇 (𝑃𝐸𝑇̅̅ ̅̅ ̅̅  and 𝜎𝑃𝐸𝑇) are two out of 

five parameters to predict the probability density function (pdf) of the annual surface 

runoff 𝑄. Daily and annual potential evapotranspiration will be calculated by BC CM and 

observed temperature timeseries.  

In details, Thornthwaite (1948)’s method has been used to evaluate BC CM and 

observed potential evapotranspiration timeseries, which fundamental equations are the 
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following ones: 

 

𝑃𝐸𝑇𝑚 = 16 𝑝𝑚 (10 𝑡𝑚𝐼 )(0.5+0.016 𝐼) (2.34)  
𝐼 = ∑ (𝑡𝑚̅̅5̅ )1.51412

𝑚=1 (2.35) 

 

where 𝑡𝑚 is the mean monthly temperature of a given month (°C), 𝑡𝑚̅̅ ̅ is the long-term 

mean temperature for the m-month (m=1,12) (°C), 𝐼 is called annual heat index, 𝑝𝑚 is a 

corrective coefficient that accounts for the average day length of the m-month being 

calculated and it is related to the latitude, and finally 𝑃𝐸𝑇𝑚 is the estimated i-month 

potential evapotranspiration (mm/monthly).  

 

2.4.3. Near future land use scenarios 

It is quite hard to image LU in the next future and the impacts of its variation on basin 

hydrological response. In this paragraph it is illustrated how LU scenarios have been 

created and how to calculate 𝜔’s value using the empirical expression related to the 

climate setup 5 (see Section 2.3), which mimic better main Sardinian climatic properties. 

Recalling Section 2.3, 𝜔 has been calculated as a function of four morphological and 

vegetation descriptors (𝜁, 𝑘𝑠𝑢𝑏, 𝑐0,𝐾𝑐) which will be tuned to represent several LU 

scenarios.  
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Given a baseline LU scenario, to generate LU scenarios three approaches have been 

taken into account: 

• Constant trend scenarios (CT-S): given an observed trend of a given LU type, 

it is supposed that it will remain constant in the future. The other LU types are 

rescaled accordingly; 

• Fixed change scenarios (FC-S): given some observed typical LU changes, a 

fixed percentage of area is removed/added to a given LU type and 

added/removed to another one; 

• Climate-vegetation-driven scenarios (CVD-S): given some hypotheses on the 

interaction between vegetation and climate, some portion of vegetation-related 

LU types are supposed to be transformed in other ones.  

 

For each vegetation-related type (namely agriculture, low density vegetation, 

agriculture, forest and sclerophyllous vegetation, see Section 2.4.1), 𝐾𝑐 has been 

calculated considering the vegetation species’ properties and then, a unique value is 

obtained by weighted-area average over Sardinia. Therefore, 𝑐0 have been assumed to be 

equal to urban covering percentage. As discussed in Section 2.3.2, 𝜁 and 𝑘𝑠𝑢𝑏 are two 

descriptors related to the soil properties and then are supposed to not be modified to the 

LU change and then constant. Summarizing, 𝑐0 and 𝐾𝑐 are the only two descriptors that 

differentiate the LU scenarios. This is an acceptable hypothesis due to the high impact of 

vegetation and impervious areas in the water partitioning process as deeply highlighted 

in the scientific literature and in Chapter 1.   
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3. Results 

 

 

 

Climate and land use (LU) change are the most influential drivers of hydrological 

changes. Several authors tried to quantify and interpret the sign and magnitude of this 

change in different ways (hydrological modelling, paired catchments approach, statistical 

techniques).  

In this thesis a different approach has been applied to assess climate and LU change 

effect in hydrological cycle. Indeed, this work aims to define the probability density 

function (pdf) of annual surface runoff (𝑄) for the island of Sardinia (Italy) in a closed-

form under transient climate and LU. A Budyko-based approach has been adopted. 

Indeed, Caracciolo et al. (2017) method hypothesized that 𝑄 pdf follows a gaussian shape 

fully defined by five parameters: mean and standard deviation of annual rainfall 𝑃 and 

potential evapotranspiration 𝑃𝐸𝑇, and Fu’s parameter 𝜔. Climatic and LU scenarios have 

been defined and their hydrological impact have been epitomized by the previous five 

parameters. Climate modelling (CM) outputs from EUROCORDEX project have been 

adopted to define climatic scenarios, embodied by mean and standard deviation of 𝑃 and 𝑃𝐸𝑇. Several LU scenarios have been considered which have been epitomized in 

Caracciolo et al. (2017) approach by 𝜔.  

Given these premises, this Chapter will show the results of this thesis. Before assessing 
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the 𝑄 pdf in the near future under climate and LU change, the results of the propaedeutic 

study about normality assumption of 𝑃 and 𝑃𝐸𝑇 (see Section 2.2) will be reported in 

Sections 3.1 and 3.2. The outcomes of the investigation about the linkage between 𝜔 and 

LU properties (see Section 2.3), that will provide a functional relation for the assessment 

of 𝜔, have been illustrated in Section 3.3, divided in three subsections.  

Given these two propaedeutic studies, Section 3.4 shows the climatic and LU 

scenarios, that lead to different sets of the five previous mentioned parameters. The results 

of bias correction procedures and climatic scenarios will be described in Section 3.4.1, 

while the conceptualization of LU scenarios and the related Fu’s parameter values are 

reported in Section 3.4.2.  

Finally, in Section 3.5 four combination of the climatic and LU scenarios will be used 

to define possible 𝑄 pdf in the near future for Sardinia, that shows the final outcomes of 

this thesis.  
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3.1. Global verification of annual rainfall 

normality  

Most part of this Section has been submitted for publication as:  

Ruggiu, D., Viola, F., Langousis, A., A non-parametric procedure to assess the accuracy of the normality 

assumption for annual rainfall totals, based on the marginal statistics of daily rainfall: An application to 

NOAA-NCDC rainfall database, submitted to Journal of Applied Meteorology and Climatology 

 

 

 In this Section, the evidences of the investigation about normality assumption for 

annual rainfall 𝑃 have been reported, using methods, models and dataset described in 

Sections 2.2.2 and 2.2.3.  

Starting from the classification of the 3007 𝑃 samples into G (approximately Gaussian 

distributed) and NG (non Gaussian distributed) groups, KS normality test resulted that 

almost all samples (i.e. 2967 out of 3007) can be considered as Gaussian distributed at 

the 5% significance level, while CVM and AD tests resulted that 2312 and 2213 samples, 

respectively, fall into the G group. Evidently, AD is the strictest and most conservative of 

all normality tests, as it is more sensitive to observations in the upper and lower 

distribution tails. 

 For the three normality tests considered, Figure 3.1 shows the local fractions of 

stations that fall within group G (i.e. exhibit 𝑃 that are approximately Gaussian 

distributed). Apart from KS test, which results in fractions of Gaussian distributed stations 
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that are close to unity and globally uniform, both CVM and AD tests reveal increased 

fractions of normally distributed 𝑃 samples in eastern and northern China, and North 

America, and reduced fractions of normally distributed 𝑃 samples in India and eastern 

Australia, indicating that approximate Gaussianity of 𝑃 is strongly linked to local climatic 

conditions.  

Along these lines, and in the light of the obtained results, the link between normality 

patterns revealed by the KS, CVM and AD tests and the five climatic types of Köppen – 

Geiger climatic classification (Kottek et al., 2006): equatorial (A), arid (B), warm 

temperate (C), continental (D) and polar (E) have been examined  (see Figure 3.2.a). 

Figure 3.2.b shows the fraction of stations with approximately Gaussian distributed 𝑃, on 

the basis of the three normality tests considered, at the 5% significance level. KS is the 

less conservative test in assessing the normality of 𝑃 samples (see discussion above), 

while CVM and AD results are comparable in terms of percentages of Gaussian 

distributed samples, with AD being slightly stricter (i.e. leading to lower percentages) due 

to the increased weight imposed on observations at the upper or lower tails of the 

corresponding distributions. In addition, continental climate (D) exhibits the highest 

fraction of Gaussian distributed 𝑃 samples (i.e. AD 84.3% and CVM 87.3%), followed 

by warm temperate (C; AD 75.8% and CVM 79.2%), equatorial (A; AD 72.5% and CVM 

74.2%), and polar (E; AD 70.4% and CVM 74.1%) climates. Arid climate (B) displays 

the lowest fraction of Gaussian distributed 𝑃 (AD 61.0% and CVM 66.4%). This is in 

accordance with what statistically expected, as daily rainfall timeseries in arid regions 

exhibit higher fractions of dry days, highly skewed distributions of positive rainfall rates 
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(due to the increased frequency of low rainfall intensities) and, consequently, exhibit 

reduced convergence rates to the normal shape when aggregated at an annual level.  

 

Figure 3.1. Global maps with spatial resolution 5 x 5 deg, illustrating the local fractions of stations that belong 

to group G (i.e. approximately Gaussian distributed annual rainfall 𝑃), according to the three normality tests 

considered (Kolmogorov Smirnov, KS (a); Anderson-Darling, AD (b); Cramer Von-Mises, CVM (c), at the 5% 

significance level. 
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Figure 3.2. (a) Global map illustrating the Köppen – Geiger climate classification, featuring five distinct climate 

types: equatorial (A), arid (B), warm temperate (C), continental (D) and polar (E). (b) Fraction of stations with 

approximately Gaussian distributed 𝑃 (group G), on the basis of the three normality tests considered (Kolmogorov 

Smirnov, KS; Anderson-Darling, AD; Cramer Von-Mises, CVM), at the 5% significance level. 
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Table 3.1 summarizes the results of the logistic regression in the form p-values (i.e. 

for the null hypothesis that a certain predictor is influential), and VIFs (Song and Kroll, 

2011), for the classification based on the Anderson-Darling test statistic (the most 

conservative one) at 5% significance level, and for three selected sets of predictor 

variables (Set I: 𝑓𝑑𝑑 and 𝑠𝑘𝑤𝑑; Set II: 𝑓𝑑𝑑, 𝑠𝑘𝑤𝑑, and 𝜎𝑤𝑑; Set III 𝑓𝑑𝑑, PCI, and 𝑠𝑘𝑤𝑑). 

Lower p-values indicate higher significance of the corresponding predictor in the 

regression, whereas VIF values close to unity indicate approximate linear independence 

of the predictors (Chatterjee and Price, 1991; O'Brien, 2007; Song and Kroll, 2011). It is 

clear that Set I, which consists of two predictor variables, namely the fraction of dry days 𝑓𝑑𝑑and the skewness coefficient of rainfall in wet days 𝑠𝑘𝑤𝑑, is the best performing one, 

with the two regressors exhibiting approximate linear independence.  

  𝑓𝑑𝑑  PCI 𝑠𝑘𝑤𝑑  𝜎𝑤𝑑  

p-
va

lu
e Set I 1.38E-18 -- 3.74E-11 -- 

Set 
II 8.69E-12 -- 7.24E-10 1.32E-02 

Set 
III 6.004906e-06 5.502648e-03 

7.057651e-
11 

-- 

VI
F 

Set I 1.000032 -- 1.000032 -- 
Set 

II 1.310212 -- 1.024746 1.333897 

Set 
III 1.984055 1.985027 1.001464 -- 

Table 3.1. Results of the logistic regression analysis in the form p-values, and VIFs (Variance Inflation Coefficients), 

for the classification of the considered NOAA-NCDC rainfall stations into G and NG subsets, based on the Anderson-

Darling test statistic at 5% significance level, and for three selected sets of predictor variables (Set I:  and 

; Set II: , , and ; Set III , PCI, and ); see main text for details. 

  

ddf
wdsk

ddf
wdsk wd ddf

wdsk
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In what follows, a random-search algorithm has been combined with a proper test-

based objective function to conclude on a set of constraints that allows classification of 𝑃 

samples based on the marginal statistics of daily rainrates. Figure 3.3 illustrates 

histograms of the fraction of dry days 𝑓𝑑𝑑, and the skewness coefficient  𝑠𝑘𝑤𝑑 of rainfall 

in wet days for the 3007 daily rainfall series analyzed, while Figure 3.4 shows how the 

selected optimal thresholds of the aforementioned marginal statistics vary with the level 

of significance α of the AD normality test in the range 2% -15%. As expected, when the 

level of significance α increases, the optimal thresholds for the fraction of dry days 𝑓𝑑𝑑, 

and the daily skewness coefficient 𝑠𝑘𝑤𝑑 tend to drop. More precisely, the threshold for 

the fraction of dry days 𝑓𝑑𝑑  is approximately constant and equal to 0.9 up to α  7%, and 

decreases to 0.88 at α = 15%. Regarding 𝑠𝑘𝑤𝑑, it is approximately constant and equal to 

5.92 up to α  10%, and decreases to 5.7 at α = 15%.  

 

  

Figure 3.3. Histograms of the fraction of dry days (left panel), and the skewness coefficient (right panel), for the 

3007 NOAA-NCDC daily rainfall timeseries analyzed. 
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Figure 3.4 highlights that irrespective of the significance level α of the AD test, both 

conditional probabilities exhibit higher values relative to their respective marginals, 

indicating the significant information value of the non-parametric procedure. Figure 3.5 

compares the conditional probabilities 𝑃𝑟[𝐴|𝑇] and 𝑃𝑟[𝐴𝑐|𝑇𝑐] with the marginal 

probabilities 𝑃𝑟[𝐴] and 𝑃𝑟[𝐴𝑐] = 1-𝑃𝑟[𝐴], as a function of the level of significance α 

used for the AD test.  

Figure 3.4. Dependence of the optimal thresholds of the fraction of dry days (a), and skewness coefficient of 

rainfall in wet days (b), on the level of significance α of the Anderson-Darling (AD) test, for the 3007 NOAA-

NCDC daily rainfall timeseries analysed. 
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Figures A.1-A.4 in the Appendix, show similar plots to Figures 3.4 and 3.5, but for the 

case when three predictor variables are used (i.e. Set II: 𝑓𝑑𝑑, 𝑠𝑘𝑤𝑑, and 𝜎𝑤𝑑; Set III 𝑓𝑑𝑑, 

PCI, and 𝑠𝑘𝑤𝑑; see Table 3.1). It is evident that the results obtained using three regressors 

are virtually identical to those obtained using solely 𝑓𝑑𝑑 and 𝑠𝑘𝑤𝑑 as independent 

variables, thus, verifying their significance in determining the approximate convergence 

of the distribution of 𝑃 to a normal shape.  

  

Figure 3.5. Comparison of the conditional probabilities 𝑃𝑟(𝐴|𝑇) and 𝑃𝑟(𝐴𝑐|𝑇𝑐), with the marginal 

probabilities 𝑃𝑟(𝐴) and 𝑃𝑟(𝐴𝑐) = 1-𝑃𝑟(𝐴), as a function of the level of significance α used for the Anderson-

Darling (AD) test, for the case when the two most influential predictor variables (i.e. Set I: 𝑓𝑑𝑑 , 𝑠𝑘𝑤𝑑) are used 

to constraint classification to G and NG groups; see main text for details. 
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3.2. Annual potential evapotranspiration 

normality assumption 

A discussion on the validity of normality assumption for annual potential 

evapotranspiration 𝑃𝐸𝑇 is reported in this Section. Goodness-of-fit metrics analysis will 

support the discussion. 

In the proposed Budyko-based approach, 𝑃𝐸𝑇 covers a critical role. Generally, 

potential evapotranspiration is a key factor in drought processes that hugely influences 

the water balance (Zhou et al., 2020). 𝑃𝐸𝑇 could be defined as the amount of water that 

evaporate and transpire in a year from soil and vegetated areas without restrictions other 

than atmospheric demand. Different approaches are available in literature to estimate 𝑃𝐸𝑇 

and they can be divided in temperature-based (Thornthwaite, Hamon and Hargreaves-

Samani) and radiation-based (Turc, Makkink, and Priestley-Taylor) (Lu et al., 2005).  

In this thesis, Thornthwaite’s method have been adopted to calculate 𝑃𝐸𝑇 samples, 

which is based on the idea that monthly potential evapotranspiration is related to monthly 

temperature (Thornthwaite, 1948). In detail, given a reference area, monthly potential 

evapotranspiration is exponentially dependent on the monthly temperature as marked in 

Section 2.4.2. Therefore, normality assumption of 𝑃𝐸𝑇 is strictly connected to 

temperature. Moving from monthly to annual scale, for a given year, 𝑃𝐸𝑇 could be 

expressed as: 

𝑃𝐸𝑇 = ∑ 𝑃𝐸𝑇𝑚12
𝑚=1 = ∑ 16 𝑝𝑚 (10 𝑡𝑚𝐼 )(0.5+0.016 𝐼)12

𝑚=1 (3.1) 
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𝑡𝑚 = ∑ 𝑡𝑑𝑛𝑑=1𝑛 (3.2) 

 

where 𝑡𝑑 is the daily mean temperature (°C), 𝑛 is the number of days in a month and 𝑡𝑚 is monthly mean temperature (°C). Given Eqs. 2.34-2.35 and 3.1-3.2, daily mean 

temperature rules the question of normality assumption of 𝑃𝐸𝑇.  𝑃𝐸𝑇’s normality assumption raises less concerns than 𝑃. Firstly, daily mean 

temperature is a no-zero bounded variable, it is not characterized by intermittency as daily 

rainfall and has a small variability in Mediterranean area, as in the island of Sardinia. All 

these evidences lead to believe that, accordingly to central limit theorem (CLT), the speed 

of convergence of daily mean temperature to gaussian shape is higher than daily rainfall. 

This means that temperature at daily scale already could be more suitable for gaussian 

distribution than daily rainfall.  

In addition, moving from monthly mean temperature to monthly potential 

evapotranspiration, the variance of the considered variable remains still limited in 

Mediterranean area and then still suitable for normal shape. Despite the skewed nature of 

daily rainfall, 𝑃 has been proved to be gaussian within optimal threshold related to daily 

and intra-annual marginal statistics of rainfall (see Section 3.1). According to this 

outcome, moving from monthly potential evapotranspiration to 𝑃𝐸𝑇, remembering CLT, 

in comparison to rainfall, 𝑃𝐸𝑇 seems to be a more suitable candidate for normality 

assumption.  

To support the hypothesis of normality assumption of 𝑃𝐸𝑇, Anderson-Darling (AD) 

test (𝛼 = 0.05) has been applied on 120 𝑃𝐸𝑇 samples from Sardinia Hydrological Survey 
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thermometric stations network (see Section 2.2.1). To ensure the statistical significance 

of the obtained results, 𝑃𝐸𝑇 samples have been selected by stations that recorded more 

than 20 years of recordings. 102 out of 120 𝑃𝐸𝑇 samples can be considered gaussian in 

accordance with AD test. Figure 3.6 represents the frequency distribution of one of the 

120 𝑃𝐸𝑇 samples and graphically highlights how the selected 𝑃𝐸𝑇 sample approximates 

the gaussian distribution.  

For all these reasons, in this thesis it is supported the idea that empirical cumulative 

density function (ecdf) of 𝑃𝐸𝑇 could fit the gaussian distribution since, compared to 𝑃 

and following CLT, seems to be more suitable for convergence to normal shape.  

These evidences and considerations strengthen the validity of normality assumption of 𝑃𝐸𝑇, although in future more detailed analyses should be done to reinforce this 

hypothesis. 

  

                       

        

 

 

 

 

 

  

  

  

 

Figure 3.6. Histogram of a PET sample for a thermometric station from Sardinia Hydrological 

Service thermometric network 
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3.3. The linkage between land use and Fu’s 

parameter  

Most part of this Section has been accepted for publication as:  

Ruggiu, D., Viola, F., 2019, Linking climate, basin morphology and vegetation characteristics to Fu's 

Parameter in data poor conditions, Water (Switzerland), 11 (11), art. no. 2333 

 

 

This Section shows the results of the investigation about the linkage between 𝜔 and 

land use (LU) properties. 

Results are presented in three parts: i) in the first part it will be shown how 𝜔 is unique 

for a given climate and watershed morphological and vegetation characteristics; ii) in the 

second it will be explicated the effect of climate in water partitioning and iii) in the last 

part it will be quantified the role of basin morphology and vegetation in driving water 

partitioning for different climate, providing practical expression of 𝜔 that will be adopted 

in the next Section to calculate this parameter for different land use (LU) scenarios.   

 

3.3.1. Fixed climate, fixed morphology and vegetation 

(FC-FMV)  

Under a climate scenario and for a given watershed, the first assumption to test is the 

univocity of Fu’s parameter over a wide range of aridity indices (see Figure 2.4.a). 
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Following the method described in Section 2.3, 50 series of daily rainfall and potential 

evapotranspiration have been generated from a given climatic setup with duration equal 

to 100 years. Every couple of these climatic forcings identified an aridity index’s value 𝐴𝐼. These time series have been used as meteoclimatic input to a test-watershed, which 

morphological and vegetation properties are summarized by model parameters reported 

in Table 2.2, last column. Using the model described in Section 2.3.2, that represented the 

hydrological response of the test-watershed, 50 daily time series have of runoff 𝑄(𝑡) and 

then evapotranspiration series 𝐸𝑇(𝑡) have been obtained, which in turns has been 

summed at yearly time scale and averaged and divided by the related yearly averaged 𝑃 to 

obtain 50 values of evaporative index, 𝐸𝐼. The 50 𝐴𝐼-𝐸𝐼’s couples may be interpreted as 

different hydrological behaviour of the same basin under different aridity index 

conditions, but under the same climate. The 50 AI-EI’s couples were plotted and the Fu’s 

equation has been fit to data maximizing the coefficient of determination 𝑅2 (Figure 3.7).  

After the optimization process, coefficient of determination 𝑅2 obtained is very high 

for the test-watershed (namely 0.93) meaning that Fu’s equation is a good estimator of 

water partitioning processes and that the Fu’s parameter could be seen as the hydrological 

signature of a given basin over different aridity indices within a certain climate. Only few 

points, with high values of aridity index, departs from Fu’s curve in Figure 3.7. This fact 

is due to the conceptual model used for describing hydrological processes that allocates 

a constant percentage of rainfall to surface runoff regardless by the soil and vegetation 

dynamics under dry conditions (high aridity index values).  
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In order to generalize this result, starting from the test-watershed configuration, 

morphological and vegetation parameters have been tuned, once at time, at the 

minimum/mean/maximum values (reported in Table 2.2). The number of test-watersheds 

became nine, for which has been conducted the previous experiment (i.e. the climatic 

setup is fixed), in order to demonstrate what has been said in all morphological and 

vegetation parameter domain.  

The results are shown in Figure 3.8, where AI-EI’s couples fit very well to the 

optimized Fu’s curves, highlighting the generality of the proposed method and the validity 

of first assumption.  

       

                    

 

   

   

   

   

 

   

 
  

  
  

   
  

  
  

  
 

   
  

                      

          

Figure 3.7. 𝐴𝐼 -𝐸𝐼 ’s couples into the Budyko’s domain generated by the combination of weather generator and 

conceptual model EHSM, the optimised Fu’s curve, and the related coefficient of determination value 𝑅2 for the 

climatic setup 5 and the test-watershed (see Table 2.2). 
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Furthermore and finally, 50000 combinations of random morphological and vegetation 

characteristics, extracted from Table 2.2, and climatic setups, have been tested to verify 

that the coefficient of determination is high in every case, no matter of the watershed 

properties and climate. The number of combination has been sat equal to 50000 for a 

robust demonstration and in order to limit computational time. Results are presented as 

the probability distribution of 𝑅2, shown in Figure 3.9. It is easy to note that almost all 

the examined cases exhibit high correlation of determination, giving further prove that 

Fu’s law and 𝜔 are good descriptors of water partitioning process. Generally, once defined 

a climate and basin morphological and vegetation properties, the hydrological behaviour 

is a function of the aridity index and the long term water partitioning rules can be 

described with low uncertainties by the Fu’s curve.  
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Figure 3.8. Fu’s curves obtained considering the test-watershed parameters (blue line, Table 2.2, last column) and 

perturbating one parameter at time (one for each panel), testing their minimum (red line, Table 2.2 second column) and maximum 

values (green line, Table 2.2 third column). 𝑅2 has been reported for the associated curves. 
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3.3.2. Varying climate, fixed morphology and 

vegetation (VC-FMV) 

In Section 3.3.1, it was shown that, for a given watershed and climate, only the aridity 

index drives the rainfall partitioning. Now the influence of climate in water partitioning 

processes has been explored (see Figure 2.4.b). As in the last Section, the same 

methodology is recursively applied for the test-watershed for the 5 different climatic 

setups and are compared the different Fu’s parameters obtained. It was basically supposed 

                                      

     

 

   

   

   

   

   

   

   

   

   

 
 

 
 
   

 

Figure 3.9. Cumulative distribution frequency (cdf) of 𝑅2 of a sample of 50000 random generated basins. The 

coefficient of determination describes the goodness of Fu’s equation in describing water partitioning over wide range 

of aridity indices. 
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to transpose the test-watershed in different geographic areas (with different climate) and 

observe the long-time hydrological responses. The 5 analytical Fu’s curves associated to 

the five-climatic setups and 𝜔 are reported in Figure 3.10. 

 

 

In line with what has already been seen in the previous Section, for each climate 

scenario R2 has a value close to one, demonstrating that the univocal hydrological 

response is a condition independent of the climate scenario considered. 

Observing the five curves, it has been highlighted that climate is an important driver 

in runoff (and evapotranspiration) generation. The climate seems to define different 

hydrological behaviour for the same watershed, as already pointed out by (Budyko, 

Figure 3.10. The five associated Fu’s equations related to the test-watershed in 5 different climatic setups. In the 

inset it is reported the optimized 𝜔 and the 𝑅2 referred to the five curves. 
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1974); Potter et al. (2005). Under climate scenarios 1,2 and 4 the test-watershed results 

in less mean annual runoff 𝑄 (higher 𝜔’s values) than in the 3 and 5 cases. The physical 

explanation lies in potential evapotranspiration seasonal pattern: indeed, high 

evapotranspitative demand during the rain season prevents the soil saturation and 

consequently disadvantage subsurface and surface runoff generation. The climatic setups 

3 and 5 induces the opposite hydrological behaviour due to the aforementioned 

mechanism. Under these climate conditions, the soil moisture is often equal to the 

maximum water holding capacity, that implies frequent surface and subsurface runoff 

production and then higher mean annual runoff 𝑄. This happens because in the wettest 

periods of the year, potential evapotranspiration assumes its minimum value.  

Fu’s parameter are strictly correlated to the rain and evapotranspiration seasonal 

patterns, as demonstrated by Feng et al. (2015). Particularly in the climatic setup 5, 

characterized by out-of-phase rain and potential evapotranspiration, the 𝜔 value is the 

lower (1.67) while in the case 4, in-phase rain and potential evapotranspiration, 𝜔 is 

almost equal to 1.88.  

 

3.3.3.  Varying climate, varying morphology and 

vegetation (VC-VMV) 

In this Section, it will be shown how basin morphological and vegetation properties 

are significant in water partition process, creating an instrument for assessment of Fu’s 

parameter (see Figure 2.4.c). To describe such a relation it was decided to proceed as 
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follows: for all climatic setups, 10000 random watersheds have been considered, creating 

10000 independent morphological and vegetation parameter sets, each chosen within 

ranges reported in Table 2.2. By means of the procedure described in Section 2.3 and 

already used in Section 3.3.1 and Section 3.3.2, for each morphological and vegetation 

parameter set, the relative Fu’s parameter has been evaluated. The intermediate results 

are 5 databases, made by 10000 parameter sets and the associated 𝜔 values. To investigate 

relationship between hydrological response (represented by 𝜔) and morphological and 

vegetation descriptors (𝜁, 𝑘𝑠𝑢𝑏, 𝑐0,𝐾𝑐), A stepwise linear regression has been applied for 

mathematically investigate the links between the after mentioned groups.   

Results of linear regressions are reported in Table 3.2 for all considered climates, 

where 𝑎𝑖 coefficient associated to morphological and vegetation parameter, intercept 𝛽 

and 𝑅2 are reported, whereas colours refer to p-values. More precisely, white cells 

represent p-value equal to 0, light grey cells represent p-value higher than 0 and lower 

than 0.25 and dark grey cells p-value bigger than 0.25. 

Generally, there is a good correlation between 𝜔 and basin morphological and 

vegetation descriptors for every climate, how demonstrated by elevate values of 𝑅2. The 

best result is obtained for climatic setup 5, where 𝑅2 is equal to 0.901.  

For different variables the order of significance alternates according to the climatic 

setups. The most significative parameter is 𝐾𝑐, the coltural factor (p-values=0, for all 

climates). This means that the vegetation plays a significate role in water partitioning 

processes; according with the positive sign of the related coefficient/weight (Table 3.2), 𝐾𝑐 is the most important contributor to evapotranspiration. 𝑘𝑠𝑢𝑏 , instead, has not a critical 
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role in water partition processes as stated by related p-value. The subsurface bucket 

parameter does not appear as a key descriptor of long-term water balance dynamics. 

In order to explicit the role of each morphological and vegetation descriptor in 

determining 𝜔, a simple sensitivity analysis (Figure 3.11) has been performed. Of course, 

being the relation linear, results are immediate. 

 

 𝑎𝑖 𝛽 𝑅2 

[-]  𝜁 𝑘𝑠𝑢𝑏  𝑐0 𝐾𝐶  Intercept 

Climatic setup 1 0.008699 1.207 -5.532 2.623 -0.576 0.784 

Climatic setup 2 0.008379 0.044 -5.853 2.484 -0.385 0.809 

Climatic setup 3 0.005831 -0.179 -5.697 1.979 -0.035 0.867 

Climatic setup 4 0.007851 0.214 -5.939 2.405 -0.393 0.837 

Climatic setup 5 0.003725 0.177 -3.475 1.287 0.516 0.901 

Table 3.2. Results of the regression equations between morphological and vegetation parameters and Fu’s 

parameter for all the considered climates. The 𝑎𝑖, 𝛽 and 𝑅2 represent respectively the coefficients related to each 

morphological and vegetation parameter, the constant term and the coefficient of determination of the linear equations 

that allow obtaining an empirical estimate of 𝜔. All terms of the equation are obtained by stepwise regression, linking 

the random generated morphological and vegetation parameters’ sets (which value’s range are reported in Table 2.2) 

and the associated 𝜔. The colors of the cells are related to p-value: white cells represent p-value equal to 0, light grey 

cells represent p-value higher than 0 and lower than 0.25 and dark grey cells p-value bigger than 0.25. 

 

The variation of morphometrical and vegetation variables conditions the water 

portioning process vary. This analysis is an attempt to represent the influence of the 

EHSM parameters on 𝜔. Fu’s parameter is particularly sensitive to the coltural coefficient 𝐾𝑐: assuming an increasing (decreasing) from the value of the test-watershed to the 
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related extreme, both defined for the coltural coefficient in Table 2.2, it influences 𝜔 in 

+23÷43% (-23÷43%). Effects on 𝜔 due to increase (decrease) of 𝜁 has the same sign of 

the latter, but this parameter seems to be less sensitive, as shown by lower slopes of the 

related sensitivity curves in Figure 3.11. The effect of vegetation and hydraulic soil 

capacity is fundamental in the water partitioning processes and particularly the change of 

type and quantity can modify the runoff and evapotranspiration relative magnitude 

(Wigmosta et al., 1994; Donohue et al., 2007a; Li et al., 2013; Zhang et al., 2016b). The 

influence of impervious areas 𝑐0 is less pronounced than the last two variables, but it 

plays an important role in hydrological response. The influence of 𝑘𝑠𝑢𝑏  is negligible 

because subsurface runoff timing has not a fundamental role in long term hydrological 

processes. A maximum delay for transformation of subsurface flow in runoff is considered 

equal to 600 days (𝑘𝑠𝑢𝑏  = 1/600 = 0.017). This means that most of the water becomes 

runoff 𝑄 in about two years; this does not influence the water balance in a long-time 

period and thus it could be considered a constant background noise that does not affected 

the rules of water partitioning. Known the effect of different parameters and in order to 

demonstrate how morphological and vegetation parameter influence runoff, the latter 

results in an additional analysis have been used. Morphological and vegetation parameters 

have been perturbated one at the time from the same test-watershed reported in Table 2.2; 

then ω is evaluated using the linear regression previously obtained and is evaluated the 

mean annual runoff alteration ∆𝑄 due to morphological and vegetation parameters 

variation for all climatic setups. 
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 Figure 3.12 represents the influence of parameters on mean value of annual runoff 𝑄 

for positive and negative variation of these of 10,20 and 30 per cent. As each of the 

considered variable increases or decreases, Figure 3.12 shows how runoff is modified 

from the reference condition, as a function of the aridity index. Results of climate scenario 

5 (Mediterranean climate) are reported but similar results have been obtained for the other 

considered ones.  

For all morphological and vegetation parameters the pattern of curves is the same and 

related to magnitude of 𝜔’s variation. Clearly, moving from low to high 𝐴𝐼’s values, the 

Figure 3.11. Sensitivity analysis on morphological and vegetation linear expressions relating model parameters 

to 𝜔, in different climates. Coefficients are reported in Table 2.3. The percentual alteration ∆𝜔 due to variation of 

each morphological and vegetation descriptors from the configuration of test-watershed setting, between the ranges 

reported in Table 2.2. 
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magnitude of runoff variation ∆𝑄 is always raising. This means that, in climate change 

conditions, as annual rainfall is decreasing and potential evapotranspiration is increasing 

(Viola et al., 2016), non-negligible runoff changes are foreseen, leading important 

economic and environmental impacts.  

 

 

The coltural coefficient 𝐾𝑐 has tremendous effect on ∆𝑄: remarkably, positive or 

negative variations have not the same impacts. For instance, deforestation or afforestation 

on the same area induces different runoff change. Negative alteration of 𝐾𝑐: (i.e. 

deforestation) induce annual runoff increases larger, as percentage, than the ones obtained 

with positive 𝐾𝑐: variations (i.e. afforestation). 

Figure 3.12. Runoff alteration, under different 𝐴𝐼, referring to the climatic setup 5 and supposing an 

increment/decrement of 10, 20 and 30 per cent of the four morphological and vegetation descriptors from the test-

watershed configuration. The curves associated to positive alteration of the morphology and vegetation parameters 

are reported in green and the ones associated to negative variation are in red. 
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3.3.4. Validation of regression equations 

In order to demonstrate the ability of the obtained regression equations to reproduce 𝜔 

in different climates in the real world, four catchments, associated to four climatic setups 

(as defined in 3.2.1) are analysed; the first scenario has been not considered since it is an 

ideal condition. The parameters values as resulted from regression equations (named 

“assessed 𝜔”) have been compared with the ones calculated by fitting the Fu’s curve to 

hydrological data (named “hydrological  𝜔”). 

The first case study is Saline River Basin at Rye, Arkansas (USA) and it is a sub-

catchment of Ouachita River with an extension of 2102 km2. The climate is Atlantic-

oceanic with constant rainfall during the year and potential evaporation that has a peak in 

summer months (June -August). Climatic condition of this watershed is associable to 

climate scenario 2. Mean annual rainfall 𝑃̅ is 1314 mm with runoff coefficient of 0.33; 

mean annual potential evapotranspiration 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  is 945 mm, near to real evapotranspiration 𝐸𝑇 (883.6 mm). Evergreen forest is the most prevalent LU coverage (96 %) and the 

remaining part is urban and built-up areas.  

The second case is the Parana River at Guaira, which is in the South America and pass 

through Brazil, with an approximate area of 830 000 km2. The climate is tropical with a 

constant value of potential evapotranspiration and a precipitation peaks in December, 

following seasonal pattern of climate scenario 3. 𝑃̅ is pretty high (1469.7 mm), as 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  

(1368.15 mm); the runoff coefficient is about 0.22, also due to high mean annual 

evapotranspiration (1144.15 mm). The largest part of the basin is covered by pasture 
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(44%), while annual crop and sugar cane occupy the 27% and 9% of the watershed, 

respectively; finally, forest is only the 9% of total of Parana basin.  

The third case study is a tributary of the Missouri River and its basin covers three USA 

states: Montana, North and South Dakota with a catchment area of 1970 km2. Climate 

refers to climate condition 4, with the most important precipitations in summer months 

and mean annual value of 394.2 mm. Precipitation is in-phase with the potential 

evapotranspiration that has a maximum in the middle of the year, with a mean annual 

value of 1022 mm. Runoff coefficient is 0.06 and mean annual evapotranspiration is 372.3 

mm. The vegetation consists of permanent wetland (61%) and woody savannah (37%).  

The latter case study refers to a watershed in California, namely the Santa Ysabel 

Creek, with a typical Mediterranean climate, characterized by wet winter/autumn and dry 

summers, attributable to climate scenario 5. Santa Ysabel Creek has an extension of 112 

km2, 𝑃 is 521.95 mm; only a small fraction of rainfall, namely 6%, is transformed into 

discharge. 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  is 1405.25 mm due to high temperature and only 489.1 mm becomes real 

evapotranspiration 𝐸𝑇 because of soil moisture limitation. Forest and shrubland are the 

prevalent land cover type (51% and 46%), with little percentage of savannas. Monthly 

rainfall and temperature in the four considered case study are represented in Figure 3.13. 

Starting from the basin morphological and vegetation characteristics, the 4 

aforementioned model parameters (𝜁, 𝑘𝑠𝑢𝑏, 𝑐0 and 𝐾𝑐) have been calculated. The 

maximum water holding capacity 𝜁 is calculated using different soil parameters, 

according to Eq. 2.19. 𝑛, 𝑠𝑓𝑐 and 𝑠ℎ were obtained from soil type info, while 𝑍𝑟 has been 

related to the vegetation type within the considered basin following Yang et al. (2016). 
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The evaluation of the subsurface parameter 𝑘𝑠𝑢𝑏 has been done using the global maps 

provided by Beck et al. (2013). 

  

                   

      

                       

      

                             

      

                              

      

Figure 3.13. Seasonal patterns of monthly rainfall and potential evapotranspiration in the four considered 

case study basins. The red line represents the mean monthly potential evapotranspiration, whereas the blue 

bar the mean monthly precipitations from MOPEX database (Duan et al., 2006). Case study with asterisk: 

precipitation and potential evapotranspiration dataset come respectively from CRU TS version 4.00 (Harris 

et al., 2014) and CGIAR-CSI Global Aridity Index (Global-Aridity) and Global Potential Evapo-Transpiration 

(Global-PET) Climate Database (Trabucco et al., 2008; Zomer et al., 2008)Climatic data are provided by 

different sources: for the 3 US watershed (Saline River Basin at Rye, the tributary of the Missouri River and 

Santa Ysabel Creek) Model Parameter Estimation Experiment (MOPEX) (Duan et al., 2006) is used, while 

for the Parana at Guaira basin CRU TS version 4.00 (Harris et al., 2014) and CGIAR-CSI Global Aridity 

Index (Global-Aridity) and Global Potential Evapo-Transpiration (Global-PET) Climate Database (Trabucco 

et al., 2008; Zomer et al., 2008) have been adopted. In order to give a morphological and vegetation 

characterization of the study cases, different sources of data have been used: for the 3 US watershed, MOPEX 

(Duan et al., 2006) database and for Parana at Guaira basin the info reported by Melo et al. (2016) and soil 

maps. 
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The percentage of impervious area 𝑐0 has been obtained from soil use info reported 

within the mentioned database. The coltural coefficient 𝐾𝑐 has been supposed to be related 

to vegetation type; the value for forest is set equal to 1.5, 1.25 for shrubland and 

savannahs, 1 for cropland and grassland and 0.5 for bare soil. Then a weighted average 

provided a unique value over the considered basins.  

Once calculated the model parameters, 𝜔 has been calculated through the regression 

equations of Section 2.3 and reported values in the column “Assessed 𝜔” in Table 3.3. 

On the other hand, climatic and hydrological data allow to define 𝐴𝐼 and 𝐸𝐼 for each of 

the case study, and consequently 𝜔 can be assessed by making the Fu’s curve pass through 

those points. A simple comparison has been carried out between the “hydrological” and 

“assessed” 𝜔 values, while the relative percentual difference ∆𝜔 is assessed and reported 

in Table 3.3. For the considered case study, errors are indeed limited, only 3% for the 

Santa Ysabel Creek near Ramona.  

The results are encouraging, but it is however necessary to underline some limitations 

of the proposed method. First, the definition of a climatic pattern may be too simplistic 

in representing seasonal behaviour of rainfall and potential evapotranspiration worldwide. 

In addition, the daily rainfall representation as a Poissonian process, with constant 

interarrival time, could result in errors in streamflow estimation. In fact low values of 𝜆̅ 

imply elevate soil moisture and more runoff production and viceversa. Thus, a correct 

characterization of 𝜆̅ is crucial for a precise description of long-term hydrological 

dynamics. 
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Table 3.3. Case study basins, their associated climatic setup and morphological and vegetation parameters, 

evaluated by a “general database”, composed by MOPEX database (Duan et al., 2006), Padrón et al. (2017), Melo et 

al. (2016) and other mixed information. The last three columns point out the results of comparison between 

“hydrological 𝜔” (obtained by the Fu’s expression) and “assessed 𝜔” (obtained by the proposed linear regression 

expressions). 

  

Case study 
Climatic 

setup 

𝜁 
 

[mm] 

𝑘𝑠𝑢𝑏 
 

[1/day] 

𝑐0 
 

[-] 

𝐾𝑐 
 

[-] 

Hydrologic 𝜔 
Assessed 𝜔 

∆𝜔 
 

[%] 

Saline 
River near 

Rye 
2 155,05 0,08 0,03 1,50 4,50 4,44 1,21% 

Parana 
River at 
Guaira 

3 146,95 0,08 0,02 1,13 2,96 2,92 1,25% 

Little 
Missouri at 

Camp 
Crook 

4 44,41 0,17 0,01 1,25 2,92 2,90 0,60% 

Santa 
Ysabel 

Creek near 
Ramona 

5 96,35 0,09 0,00 1,38 2,72 2,63 3,10% 
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3.4.  Near future climatic and land use scenarios 

In this thesis, climate and land use (LU) represent the only drivers of the hydrological 

response in Sardinia. Therefore, several climatic and LU scenarios will be taken into 

account to consider the highest number of possible evolutions of the near future 

hydrological behaviour of Sardinia. 

Within Caracciolo et al. (2017)’s approach, climatic scenarios are represented by four 

out of five parameters of the analytical expression of probability density distribution (pdf) 

of annual surface runoff 𝑄. Remembering Eq. 2.10, each climatic scenario will be 

associated to a set of mean and standard deviation values of annual rainfall 𝑃 and potential 

evapotranspiration 𝑃𝐸𝑇 (𝑃̅,𝑃𝐸𝑇̅̅ ̅̅ ̅̅ ,𝜎𝑃2,𝜎𝑃𝐸𝑇2 ).  

These parameters will be evaluated at regional scale to provide a general estimate of 

hydrological behaviour and water availability in Sardinia in the near future. 

EUROCORDEX climate modelling (CM) outputs have been used to characterize near 

future climate.  

As stated in Chapter 1 and in Section 2.4.2, CM outputs are affected by systematic 

errors from different sources, so bias correction (BC) methods have been adopted to 

define the less unbiased future climatic scenarios. BC results and climatic scenarios will 

be illustrated in Section 3.4.1.  

LU scenarios, epitomized in the proposed method by Fu’s parameter 𝜔, will be 

hypothesized following three approaches described in Section 2.4.3. LU maps from 

CORINE Land Cover (CLC) inventory have been used to depict ongoing modification of 
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LU in Sardinia. Then, LU scenarios will be associated to 𝜔’s values to be representative 

of LU effect at regional scale within Caracciolo et al. (2017)’s approach. LU scenarios 

and the related 𝜔 will be reported in Section 3.4.2. 

The five parameters will be assessed for two periods: 2006-2050 and 2051-2100.  

 

3.4.1. Climatic scenarios 

To define climatic scenarios, the preliminary phase is the BC of CM rainfall and 

temperature outputs. 

Firstly, in the parametrization phase, the observed timeseries have been adopted to 

calibrate the BC methods as described in Section 2.4.2. The performances of BC methods 

are evaluated by the comparison of the observed, raw and BC HS CM empirical 

cumulative density distributions (ecdfs) of climatic timeseries, at daily and yearly scale. 

These results will allow to quantify the magnitude and the sign of CM systematic errors, 

to highlight BC methods performance. Then, after the parametrization phase, to predict 

near future rainfall and temperature trends, raw RCPS CM rainfall and temperature 

outputs will be corrected by the calibrated parameters, calculated during the 

parametrization phase. Again, the ecdfs of observed and BC RCPS 𝑃 and 𝑃𝐸𝑇 will be 

compared to understand the near future behaviour of rainfall and temperature. Given BC 

RCPS temperature dataset, BC RCPS potential evapotranspiration outputs will be 

calculated by the Thornthwaite’s formula (Eqs. 2.34-2.35 and 3.1-3.2). 

Finally, given BC 𝑃 and 𝑃𝐸𝑇 timeseries, spatial-averaged values of the climatic 
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parameters (𝑃̅,𝑃𝐸𝑇̅̅ ̅̅ ̅̅ ,𝜎𝑃2,𝜎𝑃𝐸𝑇2 ) will be calculated and they will defined the set of parameter 

associated to a climatic scenario. This procedure will be repeated for 14 different CM, 

then 14 climatic scenarios will be created.  

The results of BC procedures for CM rainfall and temperature outputs will be shown 

referring to 16 test grid points (Figure 3.14) of the regridded-data of EUROCORDEX 

project (see Section 2.4.1). The test grid points have been selected following the idea to 

take into account the meteo-climatic variability inside the Sardinian territory.  

  

          

               

    

  

    

  

    

  

    

  
   

  
  

  
  

 

                       

Figure 3.14. Centroids of grid points Grid points of the regular grid at 0.1° (~50 km) used to interpolate the 

observed and CM datasets. Green cells represent the test grid points adopted to test bias correction performance. 
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In this Section, only the results of CM#13 will be displayed for the sake of brevity. 

For each test grid point (Figure 3.14) and given a CM (CM#13), Figure 3.15 shows 

the observed (dashed black line), raw (continuous black line) and BC HS (coloured lines) 

daily rainfall ecdf. Regarding BC ecdf, the red, violet and green ones are associated to HS 

rainfall timeseries corrected respectively by linear scaling method (LS), power 

transformation method (PT) and distribution mapping method with gamma distribution 

(DM-Γ).  

There is not a clear trend in the sign of the correction, meaning that in the selected grid 

points BC methods both reduce and increase quantiles associated to each percentile. 

However, this variability is attributable to the attempt of BC methods to reproduce 

orographic effect, that CMs do not fully represent as attested by Mascaro et al. (2018).  

Generally, all BC methods corrected well the raw HS CM daily ecdfs except for the 

right tails, namely high extreme events (Figures 3.15). This result is expected because all 

the BC methods here adopted do not account for extremes and the interdependence 

effects. Under the hypothesis that the BC HS and observed timeseries well fit a given 

theoretical distribution, the idea of DM method is to modify the distribution of BC daily 

rainfall timeseries. Then, the performances are strictly related to the DM approach 

adopted (Li et al., 2010) and to the selected theoretical distribution. Gamma distribution 

is widely adopted to fit the daily rainfall events, however other distributions as 

exponential, Pareto, GEV and Weibull (Wilks, 1998; Deidda and Puliga, 2006; Ye et al., 

2018) are more suitable for extreme events.  

Despite PT is rougher than DM-Γ, the performance in reproducing observed daily 
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rainfall ecdfs are comparable to the last one. LS showed the worst performances between 

BC methods here considered as attested by the LS HS daily rainfall ecdfs’ departure to 

the observed one.  

Since the BC has been applied at daily scale, the BC HS 𝑃 ecdfs diverge more than 

daily ones by the respective observed ecdfs (Figure 3.16). As for the daily scale, BC HS 𝑃 ecdfs displayed the higher deviations to the observed ones in the higher percentiles.  

General effect of BC is to shift BC ecdfs closer to the observed ones, thus correcting 

the median (and the mean) and variance of timeseries. BC performance decreases moving 

from daily to annual scale as expected, but mean and standard deviation, which are 

statistics parameter of interest in this thesis, are corrected and reproduced with 

satisfaction. 
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Figure 3.15.Comparison between observed (dashed black), HS raw biased (solid black) and HS bias 

corrected (BC) (solid coloured) daily rainfall empirical cumulative empirical density functions (ecdfs) for the 

sixteen test grid points considered of the CM#13. Red, violet and green lines represent the HS BC daily rainfall 

ecdfs by linear scaling (LS), power transformation (PT) and distribution mapping (DM-Γ) approaches. x refers 

to daily rainfall. 
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Figure 3.16. Comparison between observed (dashed black), HS raw biased (solid black) and HS bias 

corrected (BC) (solid coloured) annual rainfall (𝑃) cumulative empirical density functions (ecdfs) for the sixteen 

test grid points considered of the CM#13. Red, violet and green lines represent the HS BC annual rainfall ecdfs 

by linear scaling (LS), power transformation (PT) and distribution mapping (DM-Γ) approaches. X refers to 𝑃. 
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For the 16 test grid points, in Figure 3.17, BC HS daily temperature ecdfs of CM#13 

are reported. The observed (dashed black line), raw HS (continuous black line) and BC 

HS (red lines) ecdfs are displayed, highlighting that in the case of temperature the only 

BC method adopted corrects well the raw HS ecdf with a simple distribution as Gaussian. 

This is due to the statistical properties of temperature, that differently to rainfall, is not a 

zero-bounded and intermittent climatic variable, reason why good fitting performances 

are easier to achieve.  

Differently to rainfall, the divergence of the BC HS daily temperature ecdfs by the 

observed ones is more reduced, but, similarly to rainfall, is higher in the extreme 

quantiles.  
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Figure 3.17. Comparison between observed (dashed black), HS raw biased (solid black) and HS bias 

corrected (BC) (solid red) daily temperature cumulative empirical density functions (ecdfs) for the sixteen test 

grid points considered of the CM#13. The BC approach adopted is the distribution mapping (DM-Gauss).x refers 

to daily temperature. 
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Given the purpose to reproduce BC mean and standard deviation of HS and RCPS 𝑃 

and 𝑃𝐸𝑇 (temperature), the results just showed can be considered satisfactory. BC 

performances are better at daily scale because obviously BC methods here adopted 

operate at that scale. Future improvements could be oriented to correct CM outputs at 

different scales (Johnson and Sharma, 2012; Mehrotra and Sharma, 2016; Mehrotra and 

Sharma, 2019). Other efforts could be done in future to improve BC taking into account 

the intermittence nature of rainfall and extreme events for both the considered meteo-

climatic variables. 

After the parameterization phase, the BC procedures have been applied to correct the 

raw RCPS CM outputs (correction phase). 

As done previously, for each selected test grid point in Figure 3.18 BC RCPS daily 

rainfall ecdfs are reported together with raw RCPS and observed ones. Generally, the 

effect of BC is to reduce the deviation of BC RCPS daily rainfall ecdfs to observed ones. 

For this reason, the quantile range consequently changes, becoming more comparable 

with the observed ecdfs. This suggests that BC operates on variance of the process. PT 

and DM-Γ ecdfs are similar and comparable to observed ecdfs, despite it is evident that 

BC RCPS ecdfs represent wetter climatic conditions. In some test grid points, LS ecdfs 

deviate significatively to the last ones probably to inability to represent extreme events 

properties.  

Therefore, LS, PT and DM-Γ 𝑃 ecdfs are comparable and do not diverge from each 

other like at daily scale as shown in Figure 3.19.  

The deviation between the raw RCPS temperature ecdfs and the BC ones is not 
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pronounced as for the rainfall, meaning that systematic errors of CM are lower than the 

CM rainfall dataset, as highlighted in Figure 3.20. 

  

Figure 3.18. Comparison between observed (dashed black), RCPS raw biased (solid black) and RCPS bias 

corrected (solid coloured) daily rainfall cumulative empirical density functions (ecdfs) for the sixteen test grid points 

considered of the CM#13. Red, violet and green lines represent the RCPS bias corrected daily rainfall ecdfs by linear 

scaling (LS), power transformation (PT) and distribution mapping (DM-Γ) approaches. X refers to daily rainfall. 
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Figure 3.19. Comparison between observed (dashed black), RCPS raw biased (solid black) and RCPS bias 

corrected (BC) (solid coloured) annual rainfall (𝑃) cumulative empirical density functions (ecdfs) for the sixteen test 

grid points considered of the CM#13. Red, violet and green lines represent the HS BC annual rainfall ecdfs by linear 

scaling (LS), power transformation (PT) and distribution mapping (DM-Γ) approaches. x refers to annual rainfall (P). 
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Figure 3.20. Comparison between observed (dashed black), RCPS raw biased (solid black) and RCPS bias 

corrected (BC) (solid green) daily temperature cumulative empirical density functions (ecdfs) for the sixteen test grid 

points considered of the CM#13. The BC approach adopted is the distribution mapping (DM-Gauss RCPS). x refers to 

daily temperature. 
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Since this work is oriented to define the mean and standard deviation of 𝑃 and 𝑃𝐸𝑇 

(𝑃̅, 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑃 and 𝜎𝑃𝐸𝑇) here intended as four out of five parameters of the proposed 

method to estimate 𝑄 pdf, Figures 3.21 and 3.22 represent BC spatial-averaged 𝑃 and 

daily temperature 𝑡𝑑 statistical moments for Sardinia in 2006-2051 and 2051-2100 period. 

Spatial-averaging operation is intended as the mean of a given parameter associated to all 

grid points inside the Sardinian territory. Despite the research is oriented to define near 

future 𝑃𝐸𝑇 central moments, in this step temperature outcomes are reported to give a 

more general idea of future climate trends. In the following steps, analogous results of 𝑃𝐸𝑇 will be showed.  

Therefore, for the sake of clarity, it is worth to highlight that from now on the results 

refer to the BC RCPS (RCP 8.5 scenario) CM rainfall and temperature outputs that have 

been bias corrected by distribution mapping with gamma and gaussian distribution 

respectively for rainfall and temperature. These results have been selected because they 

showed the best performances, as highlighted in the previous paragraphs.  

Regarding rainfall (Figure 3.21, first row), all CMs agree in reduction of 𝑃̅ in the future 

compared to the baseline value (710.2 mm), ranging from 608.70 mm (CM#14) to 699.2 

mm (CM#2) in 2006-2050 and from 507.8 mm (CM#7) to 696.0 mm (CM#2) in 2051-

2100. In 2006-2050 period for every CM, spatial-averaged 𝜎𝑃 (Figure 3.21, second row) 

is on average lower than the observed one (baseline value) (189.10 mm) and vary 

significatively between CMs, ranging from 159.6 mm (CM#7) to 190.60 mm (CM#7). 

Generally, 𝜎𝑃 increases in the 2051-2100 (minimum 167.20 mm, CM#1, maximum 

200.90 mm CM#12).  



Results 

 

 

109 

On the other hand, for each CM, spatial-averaged mean temperature 𝑡𝑑̅ will increase 

in both future periods (16.06 °C reference value), ranging from 16.88 °C (CM#12) to 

17.79 °C (CM#9) in 2006-2050 and from 18.89 °C (CM#3) to 22.22 °C (CM#8) in 2051-

2100 (see Figure 3.22, first row). Same trend has been observed for the spatial-averaged 

standard deviation of daily temperature 𝜎𝑡𝑑 , that in 2006-2050 period it is rather close to 

the observed one (6.49 °C reference value, minimum 6.42 °C CM#6, maximum 6.78 °C 

CM#12) and increase in 2051-2100 period (minimum 6.68°C CM#6, maximum 7.37°C 

CM#8) (see Figure 3.22, second row).  

Figure 3.23 shows the gridded map of ensemble mean of 𝑃̅ and the comparison with 

baseline values in 2006-2050 and 2051-2100 periods. This is a graphical representation 

of the spatial distribution of the parameter 𝑃̅.  

Given a grid point and a parameter associated with it, the ensemble mean is the mean 

of all values of that parameter associated to the different CMs here considered.  

As previously remarked, BC allowed to reproduce orographic effect on BC CM 𝑃 

(Figure 3.23, first row). Figure 3.23 (second row) shows the gridded map of the difference 

between baseline and ensemble mean of 𝑃̅ which assumes only negative values in 2051-

2100 in all Sardinia, while, even if in limited areas, a slight increase is observed in 2006-

2050. Generally, 𝛥𝑃̅ ranges from -30% to 5% with a negative gradient moving from the 

west coast to the east coast, following the observed trend of Sardinian rainfall. 

Similar to 𝑃, BC does not alter the altitude-mean temperature relation (Figure 3.24). 

In 2006-2050 period (Figure 3.24, second row), despite in some areas the ensemble mean 

of 𝑡𝑑̅ is higher than the baseline values, the gridded map reflect the increase of 
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temperature in the future. This trend is more emphasized in 2051-2100 period and the 

difference between ensemble mean and baseline 𝑡𝑑̅ is spatially homogeneous in both 

periods. 

Figures 3.25 and 3.26 display the same results for standard deviation. The gridded map 

of the ensemble mean of 𝜎𝑃 is similar for both periods here considered. 𝜎𝑃 on average 

ranges between 150 and 180 mm in 2006-2050 and between 140 and 160 mm in 2051-

2100. Extremes values are observed in the east coast attributable to board effects/extreme 

rainfalls. Referring to the baseline 𝜎𝑃, Figure 3.25 (second row) displays an increase in 

standard deviation more pronounced in the west coast up to a maximum of 30%. 

Regarding temperature (Figure 3.26), ensemble mean of 𝜎𝑡𝑑  is higher in the internal areas 

with an increasing trend through the time. 𝜎𝑡𝑑  ranges approximately between 5.9 and 7.4 

°C in 2006-2050 and 6.3 and 7.4 °C in 2051-2100. The deviation from the baseline 𝜎𝑡𝑑  is 

homogenous in both periods. 
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Figure 3.21. Spatial-averaged bias corrected (BC) mean (first row) and standard deviation (second row) of annual 

rainfall (𝑃) of 14 CM rainfall outputs for Sardinia. The dashed red line represents the baseline value. 
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Figure 3.22. Spatial-averaged bias corrected (BC) mean (first row) and standard deviation of daily temperature 

(𝑡𝑑) of 14 CM temperature outputs for Sardinia. The dashed red line represents the baseline value. 
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Figure 3.23. Gridded maps of bias corrected (BC) ensemble mean of mean (first row) and percentage difference 

from baseline values (second row) of annual rainfall (𝑃) for Sardinia in 2006-2050 and in 2051-2100. 
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Figure 3.24. Gridded maps of bias corrected (BC) ensemble mean of mean (first row) and percentage difference 

from baseline values (second row) of daily temperature (𝑡𝑑) for Sardinia in 2006-2050 and in 2051-2100. 
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Figure 3.25. Gridded maps of bias corrected (BC) ensemble mean of standard deviation (first row) and percentage 

difference from baseline values (second row) of annual rainfall (𝑃) for Sardinia in 2006-2050 and in 2051-2100. 
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Figure 3.26. Gridded maps of bias corrected (BC) ensemble mean of standard deviation (first row) and percentage 

difference from baseline values (second row) of daily temperature (𝑡𝑑) for Sardinia in 2006-2050 and in 2051-2100. 
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After BC of CM temperature outputs, the associated potential evapotranspiration 

timeseries have been evaluated by Thornthwaite (1948) (see Section 2.4.2). In Figures 

3.27 and 3.28, the gridded map of ensemble mean of mean and standard deviation of 𝑃𝐸𝑇 

(𝑃𝐸𝑇̅̅ ̅̅ ̅̅  and 𝜎𝑃𝐸𝑇) have been reported. The trend of 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  is coherent with the increase of 

mean temperature that becomes more relevant in 2051-2100 period and follows the 

temperature (altitude) spatial distribution (Figure 3.27 first row). The change 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  and 𝜎𝑃𝐸𝑇 compared to the baseline ones range from -5% to 5% in the 2006-2050, while it is 

more pronounced in 2051-2100 (Figure 3.28). 𝜎𝑃𝐸𝑇 showed an important deviation from 

the baseline values (Figure 3.28 second row).   
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Figure 3.27. Gridded maps of bias corrected (BC) ensemble mean of mean (first row) and standard deviation (second 

row) of annual potential evapotranspiration (𝑃𝐸𝑇) in 2006-2050 and in 2051-2100. 
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Figure 3.28. Gridded maps of bias corrected (BC) percentage difference between ensemble mean and baseline 

values of mean (first row) and standard deviation (second row) of annual potential evapotranspiration (𝑃𝐸𝑇) in 2006-

2050 and in 2051-2100. 



 

 

 

120 

All these analyses have been conducted to characterize the future climate and to define 

climatic parameters of Caracciolo et al. (2017)’s framework. Then, for each CM, BC 

statistics (spatial-averaged mean and standard deviation 𝜎) are reported in Table 3.4 

which correspond to 𝑃̅, 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑃 and 𝜎𝑃𝐸𝑇, meaning four out of five of the parameters of 

Eq. 2.10 . In Table 3.5 the baseline values of spatial-averaged mean and standard deviation 

of 𝑃 and 𝑃𝐸𝑇 are reported. These parameters have been calculated at regional scale 

(spatial-average) to provide a general estimate of hydrological behaviour and water 

availability in Sardinia. 

As previously said, the future trend for 𝑃 is decreasing as attested by the CM spatial-

averaged 𝑃̅, while conversely, the increase in the temperature determines higher values 

of spatial-averaged 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ . The variability of 𝑃 is limited than the observed one, but with 

an increasing trend, as attested by 𝜎𝑃, while for 𝑃𝐸𝑇, 𝜎𝑃𝐸𝑇  is comparable to the baseline 

value in 2006-2050 and then raises in the 2051-2100. 
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 2006-2050 2051-2100 

 𝑃̅ 𝜎𝑃 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  𝜎𝑃𝐸𝑇 𝑃̅ 𝜎𝑃 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  𝜎𝑃𝐸𝑇 

 (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) 

CM#1 634.91 161.14 844.99 55.19 598.96 158.21 1004.89 77.25 

CM#2 680.65 116.78 851.45 50.40 662.92 123.58 1027.45 85.20 

CM#3 645.16 153.47 839.60 53.53 581.52 146.12 1013.57 82.76 

CM#4 648.77 184.45 836.65 61.18 592.48 178.74 1036.96 90.03 

CM#5 646.81 137.02 856.38 53.91 607.19 153.46 1009.60 95.92 

CM#6 627.85 150.80 836.86 58.38 617.90 156.60 1047.95 93.06 

CM#7 617.47 192.43 853.12 59.57 509.07 195.33 1093.07 98.44 

CM#8 639.28 187.48 842.91 69.92 537.59 211.34 1089.43 108.54 

CM#9 685.16 158.01 849.88 62.07 615.65 177.84 1055.59 102.23 

CM#10 671.75 170.89 845.29 65.68 594.22 163.94 1068.78 101.93 

CM#11 608.59 164.13 837.21 73.18 556.36 181.46 1033.88 96.46 

CM#12 606.80 189.24 836.63 64.94 596.34 217.17 1027.41 101.20 

CM#13 630.78 167.00 838.65 80.37 583.49 180.22 1035.34 91.01 

CM#14 613.04 146.94 845.76 61.85 578.93 153.09 1050.49 96.48 

EM 639.79 162.84 843.96 62.16 588.04 171.22 1042.46 94.32 

Table 3.4. For 2006-2050 and 2050-2100, spatial-averaged mean and standard deviation values of annual rainfall 

(𝑃) and annual potential evapotranspiration (𝑃𝐸𝑇) calculated by the 14 RCP 8.5 scenario (RCPS) bias corrected (BC) 

climate modelling (CM) outputs from EUROCORDEX project. In the last row ensemble mean (EM) values of the 

previous statistics are reported. 

Baseline 

𝑃̅ (mm) 710.1529 𝜎𝑃 (mm) 189.0843 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  (mm) 850.063 𝜎𝑃𝐸𝑇 (mm) 65.42338 

Table 3.5. For baseline period, spatial-averaged mean and standard deviation of annual rainfall (𝑃) and annual 

potential evapotranspiration (𝑄) calculated by the observed rainfall and temperature datasets. 
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3.4.2. Land use scenarios 

Ten future LU scenarios have been considered starting from the Sardinia LU map of 

2018, that here has been defined as baseline LU scenario. As reported in the LU maps 

from Corine Land Cover’s project, in the baseline LU scenario the predominant LU type 

is agriculture (46.36%), followed by sclerophyllous vegetation with a percentage of 

27.55%. Due to the low population density, urban type is the least common in Sardinia 

(3.02%), while the grassland and low vegetation covers 3.71% of the island. Water bodies 

and other LU types are present for 1.9% altogether. The covering percentage for the 

baseline and for future LU scenarios are reported in Table 3.6. The future LU scenarios 

refer to different periods (2006-2051 and 2051-2100), likewise which characterize future 

climate. 

Five future LU scenarios (Scenario 1-5) have been created, here called constant trend 

scenarios (CT-S), under the hypothesis that, the covering percentage of a land cover type 

varies in the future following a trend given by past LU evolution. The other covering 

percentages associated to the other LU types, except for water bodies and other LUs that 

are supposed to be equal to the baseline value, have been rescaled accordingly from the 

baseline LU scenario. The past Sardinia LU maps have been defined by the information 

of Corine Land Use dataset which contains six European LU maps starting from 1990 to 

2018. All LU types showed a linear trend except for grassland and low vegetation which 

LU covering percentage has a decreasing power function evolution. For the five CT-S LU 

scenarios, all covering percentages associated are reported in Tables 3.6 and 3.7. 

Scenarios from 6 to 9, fixed change scenarios, are defined arbitrarily 
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subtracting/adding covering percentage from a given LU type and adding/subtracting to 

another ones, trying to reproduce detected and common LU changes. In particular, 

Scenario 6 represents a massive abandonment of agriculture lands (-15% in 2050 and -

30% in 2100, with reference to baseline) that will change in sclerophyllous vegetation 

and grassland and low density vegetation (+15% in 2050 and +30% in 2100, with 

reference to baseline). The opposite trend is represented in the Scenario 7, where 

spontaneous vegetation is replaced by agriculture (+2.5% in 2050 and +5.0% in 2100, 

with reference to baseline). In the Scenario 8, the forest is converted to agriculture (+5.0% 

in 2050 and +10.0% in 2100, with reference to baseline), while in the Scenario 9, the 

urban development is represented at the expense of sclerophyllous vegetation and 

grassland and low density vegetation (-2.5% in 2050 and -5.0% in 2100, with reference 

to baseline). 

Finally, the LU Scenario 10 is a CVD scenario where the complex relation between 

climate (mean temperature) and vegetation (forest) have been simplified. Figure 3.29 

reports the relation between observed and ensemble mean values of temperature in 2006-

2050 and in 2051-2100, and altitude both associated to grid points. Despite 𝑅2 has a low 

value due to the high climatic variability, for every temperature-altitude combination it is 

clear that exists a negative linear relation, meaning that also BC CM reproduce correctly 

the well-known and observed negative temperature gradient. In addition, the dashed lines 

represent the linear regressions between temperature and altitude, that they will be 

adopted to describe the relation between the climatic and morphological variables. 

However, as remarked in Section 3.4.1, RCPS CM dataset forecast an increasing in mean 
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temperature. This finding implies that under the same altitude in the future higher mean 

temperature will be recorded as shown in Figure 3.29.  

The last evidence could influence the stress of vegetation due to climate. The survival 

of some plant species is strictly linked to the mean and the extremes of temperature. Forest 

vegetation is typical related to cold climates, while sclerophyllous vegetation suits to dry 

climates. Due to the temperature-altitude relation future shift-up (Figure 3.29), under the 

same altitude, some kind of vegetation could not have the ability to survive more since 

exposed to high climatic stress. Therefore, the main hypothesis was to define altitude-

threshold (meaning temperature-threshold) that define the minimum altitude 

(temperature) for the survival of forest vegetation, which could be the most affected by 

future increase of temperature. In Figure .3.30, the cumulated number of cells associated 

to forest LU type is associated to the altitude, referring to the baseline LU scenario (2018). 

This relation has been assumed fixed in the future too. Therefore, an initial altitude-

threshold has been defined for reference LU scenario, equal to 100 m and the associated 

baseline mean temperature has been obtained from Figure 3.29. From the RCPS 2006-

2050 temperature-altitude relation, the altitude associated to the previous temperature has 

been calculated, which indicates the new altitude-threshold for forest vegetation survive. 

This last value has been reported in Figure 3.30, obtaining a different cumulated number 

of cells associated to forest LU type. The difference between the numbers of cells 

associated to RCPS 2006-2051 scenario and baseline altitude-threshold defines the 

reduction of covering percentage of forest due to the climate change. The second 

hypothesis was to suppose that the missing forest LU type is substituted by sclerophyllous 
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vegetation. This procedure has been replied to calculate the reduction of forest in 2051-

2100, where the baseline altitude-threshold is evaluated from the one of RCPS 2006-

2051.  

Under these hypotheses, the forest will decrease by 7.68% in 2050 (covering 

percentage will be 9,78% in 2050) and by 8.51% (covering percentage will be 1.27% in 

2100). On the other hand, sclerophyllous vegetation will take the place of the forest, 

following the idea that it can handle higher mean temperature. 

Given these future LU scenarios, as described in Section 2.3, the corresponding 𝜔 have 

been obtained (Tables 3.6 and 3.7).  

  

Figure 3.29. Scatter and regression analysis between altitude and mean temperature. Black, red and blue colour 

refer respectively to baseline, RCPS in 2006-2050 and RCPS in 2051-2100. 
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Figure 3.30. Cumulated number of grid cells associated to forest land use type (CORINE land use map 2018) for 

each altitude (solid light blue line). Dashed vertical blue and red lines highlight altitude that in 2006-2050 and 2051-

2100 (RCPS 2006-2050 and RCPS 2051-2100) will indicate the minimum altitude at which forest land use type could 

survive due to climate change in Sardinia. The hypothesised reduction of coverage area of forest in 2006-2100 and 

2051-2100 will be proportional to the difference between cumulated cells marked by horizontal dashed blue and red 

lines and the black one representing the baseline value. 
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Land use scenario/ 
 Land use scenario type 

Urban Agriculture Grassland 
and 

 low density 
vegetation 

Forest Sclerophyllous vegetation Water bodies Other ω 

1/CT-S ▲ 3.96% ▬ 45.50% ▬ 3.76% ▬ 17.94% ▬ 26.94% ▬ 1.20% ▬ 0.70% ▼ 2.32 

2/CT-S ▬ 2.79% ▲ 48.08% ▬ 3.65% ▬ 17.42% ▼ 26.16% ▬ 1.20% ▬ 0.70% ▼ 2.35 

3/CT-S ▬ 2.99% ▬ 47.30% ▼ 1.16% ▲ 18.65% ▬ 28.00% ▬ 1.20% ▬ 0.70% ▲ 2.37 

4/CT-S ▬ 2.88% ▬ 45.51% ▬ 3.76% ▲ 19.01% ▼ 26.94% ▬ 1.20% ▬ 0.70% ▼ 2.36 

5/CT-S ▬ 2.79% ▼ 44.14% ▬ 3.65% ▬ 17.40% ▲ 30.12% ▬ 1.20% ▬ 0.70% ▲ 2.38 

6/FC-S ▬ 3.02% ▼ 31.36% ▲ 11.21% ▬ 17.46% ▲ 35.05% ▬ 1.20% ▬ 0.70% ▲ 2.39 

7/FC-S ▬ 3.02% ▲ 48.86% ▼ 2.46% ▬ 17.46% ▼ 26.30% ▬ 1.20% ▬ 0.70% ▬ 2.35 

8/FC-S ▬ 3.02% ▲ 53.86% ▬ 3.71% ▼ 9.96% ▬ 27.55% ▬ 1.20% ▬ 0.70% ▼ 2.32 

9/FC-S ▲ 5.52% ▼ 45.11% ▼ 2.46% ▬ 17.46% ▬ 27.55% ▬ 1.20% ▬ 0.70% ▼ 2.28 

10/CVD-S ▬ 3.02% ▬ 46.36% ▬ 3.71% ▼ 9.78% ▲ 35.23% ▬ 1.20% ▬ 0.70% ▲ 2.36 

Baseline 3.02% 46.36% 3.71% 17.46% 27.55% 1.20% 0.70% 2.35 

Table 3.6. For each land use (LU) scenario and 2006-2050, the Fu’s parameter 𝜔 is reported (last column). Every row reports for each LU scenario the kind of conceptualization (Land use 

scenario/Land use scenario type) and the percentage of covering area of LU type (Urban, Agriculture, Grassland and low density vegetation, Forest, Sclerophyllous vegetation, Water bodies and 

Other). 
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Land use scenario/ 
Land use scenario type 

Urban Agriculture Grassland 
and low 
density 

vegetation 

Forest Sclerophyllous 
vegetation 

Water bodies Other ω 

1/CT-S ▲ 5.26% ▼ 44.87% ▬ 3.71% ▬ 17.69% ▼ 26.56% ▬ 1.20% ▬ 0.70% ▼ 2.32 

2/CT-S ▼ 2.64% ▲ 50.81% ▬ 3.45% ▬ 16.47% ▼ 24.73% ▬ 1.20% ▬ 0.70% ▼ 2.35 

3/CT-S ▬ 3.02% ▲ 47.76% ▼ 0.22% ▲ 18.83% ▬ 28.27% ▬ 1.20% ▬ 0.70% ▲ 2.37 

4/CT-S ▬ 2.81% ▼ 44.48% ▬ 3.68% ▲ 20.80% ▼ 26.33% ▬ 1.20% ▬ 0.70% ▼ 2.36 

5/CT-S ▲ 2.65% ▼ 41.95% ▬ 3.47% ▬ 16.54% ▲ 33.50% ▬ 1.20% ▬ 0.70% ▲ 2.38 

6/FC-S ▬ 3.02% ▼ 16.36% ▲ 18.71% ▬ 17.46% ▲ 42.55% ▬ 1.20% ▬ 0.70% ▲ 2.39 

7/FC-S ▬ 3.02% ▲ 51.36% ▼ 1.21% ▬ 17.46% ▼ 25.05% ▬ 1.20% ▬ 0.70% ▬ 2.35 

8/FC-S ▬ 3.02% ▲ 61.36% ▬ 3.71% ▼ 2.46% ▬ 27.55% ▬ 1.20% ▬ 0.70% ▼ 2.32 

9/FC-S ▲ 8.02% ▼ 43.86% ▼ 1.21% ▬ 17.46% ▬ 27.55% ▬ 1.20% ▬ 0.70% ▼ 2.28 

10/CVD-S ▬ 3.02% ▬ 46.36% ▬ 3.71% ▼ 1.27% ▲ 43.74% ▬ 1.20% ▬ 0.70% ▲ 2.36 

Baseline 3.02% 46.36% 3.71% 17.46% 27.55% 1.20% 0.70% 2.35 

Table 3.7. For each land use (LU) scenario and 2051-2100, the Fu’s parameter 𝜔 is reported (last column). Every row reports for each LU scenario the kind of conceptualization (Land use 

scenario/Land use scenario type) and the percentage of covering area of LU type (Urban, Agriculture, Grassland and low density vegetation, Forest, Sclerophyllous vegetation, Water bodies and 

Other).  
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3.5. Influence of the climate and land use on 

annual surface runoff distribution of 

Sardinia in the near future 

Sections 3.1 and 3.2 showed that the normality assumption of annual potential 

evapotranspiration 𝑃𝐸𝑇 and rainfall 𝑃 is a reasonable hypothesis, as highlighted by 

goodness-of-fit metrics and the non-parametric test results. These findings ensured the 

validity of the hypothesis of Caracciolo et al. (2017) approach (see Section 2.1).  

In Section 3.3 the linkage between Fu’s parameter and land use (LU) properties has 

been highlighted and regression equations have been developed (Section 3.3). The last 

ones provided the instrument to evaluate Fu’s parameter in ten LU scenarios (Section 

3.4.2).  

14 bias corrected climatic scenarios have been determined in Section 3.4.1, each of 

which is represented by four parameters (mean and standard deviation of 𝑃 and 𝑃𝐸𝑇), 

evaluated at regional scale.  

Therefore, given the climatic and LU scenarios, represented by the five parameters of 

the proposed method (Caracciolo et al., 2017), in this Section near future probability 

density function (pdf) of annual surface runoff 𝑄 for Sardinia will be reported. As stated 

in Section 2.1, 𝑄 is supposed to be a random variable that fits gaussian distribution 

following the expression of Caracciolo et al. (2017) (Eq. 2.10).   

Despite several climatic and LU scenarios have been considered and hypothesized, 
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four different combination of future/baseline climate and LU scenarios have been 

considered to estimate possible future pdf of 𝑄: 

a) 𝐸𝑀𝑃  𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠: future BC ensemble mean of 𝑃 and future LU 

scenarios affect pdf of baseline 𝑄. 𝑃𝐸𝑇 is assumed to be equal to the baseline 

value;  

b) 𝐸𝑀𝑃𝐸𝑇  𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠: future BC ensemble mean of 𝑃𝐸𝑇 and future LU 

scenario affect pdf of baseline 𝑄. 𝑃 is assumed to be equal to the baseline value; 

c) 𝑃 +  𝑃𝐸𝑇  𝐵𝐶: The influence of each climate model is here considered. The 

effect of LU change is neglected and equal to the baseline one. 

d) 𝐸𝑀𝑃  𝐵𝐶 + 𝐸𝑀𝑃𝐸𝑇 𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠: Climate (BC ensemble mean values) 

and LU scenarios are all considered.  

 

In order to guide the reader, Table 3.8 resumes and clarify the values that the five 

parameters in Eq. 2.10 assumes for each combination. 

Given the four combinations of climate and LU scenarios previously listed and the 

associated values of the five parameters requested in Eqs. 2.10 (𝑃̅, 𝜎𝑃, 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , 𝜎𝑃𝐸𝑇  and 𝜔, 

Tables 3.4-3.7), Figures 3.31 and 3.32 report the pdf of 𝑄 of Sardinia respectively for 

2006-2050 and 2051-2100 periods. For each combination and both periods, the common 

effect in 𝑄 pdf is a left-shift, meaning that in future the water availability will be more 

limited than in the baseline period. 
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 Table 3.8. Summary of the four combinations considered to represent near future possible pdf of annual surface 

runoff (Q). For each combination, values of parameters in Eq. 2.10 are reported. “EM” refers to the value of spatial-

averaged ensemble mean mean/standard deviation from CMs, “Baseline” indicates the value assumed in the 

observation period. “All from CMs (x)/All (x)” indicate that for each couple of mean and standard deviation values 

from CMs (equal to x) and each Fu’s parameter from land use (LU) scenario (equal to x), an assessment of the pdf of 𝑄 will be done. “N° pdf” refers to the set of pdfs that will be considered for each combination. 

 

The reduction of 𝑄 for Sardinia is more critical moving from 2006-2050 to 2051-2100 

period, according with climatic trends. This fact is related to the combined effect of the 

decrease of 𝑃 and the raise of 𝑃𝐸𝑇: the first reduces the meteo-climatic inputs in 

hydrological system and the second one diminishes subsurface runoff contribution in the 

water balance and then in the pdf of 𝑄.  

In all combinations, variability in 𝑄 is more reduced than in the baseline pdf. This is 

attributable to lower spatial-averaged standard deviation of 𝑃 and 𝑃𝐸𝑇, as highlighted by 

RCPS BC CM outputs (Tables 3.4 and 3.5). 

Generally, the effect of LU change on the 𝑄 is smaller than climatic one. As attested 

Combination Name 
𝑃 𝑃𝐸𝑇 

Land use 

scenario 
N° 

pdf 𝑃̅ 𝜎𝑃 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  𝜎𝑃𝐸𝑇 𝜔 

a 𝐸𝑀𝑃 𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 EM EM Baseline Baseline All (11) 11 

b 𝐸𝑀𝑃𝐸𝑇  𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 Baseline Baseline EM EM All (11) 11 

c 𝑃 +  𝑃𝐸𝑇  𝐵𝐶 
All from 

CMs (14) 

All from 

CMs (14) 

All from CMs 

(14) 

All from 

CMs (14) 
Baseline 14 

d 
𝐸𝑀𝑃 𝐵𝐶 + 𝐸𝑀𝑃𝐸𝑇 𝐵𝐶+ 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 

EM EM EM EM All (11) 11 



 

 

 

132 

in 𝐸𝑀𝑃 𝐵𝐶 + 𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 (Figure 3.31.a and Figure 3.32.a) and 𝐸𝑀𝑃𝐸𝑇  𝐵𝐶 +𝐿𝑈 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 (Figure 3.31.b and Figure 3.32.b), 𝑄 pdfs are so close each other under a 

fixed climatic configuration and different LU scenario. In addition, these combinations 

highlight that 𝑄 will be more sensitive to 𝑃 changes than to 𝑃𝐸𝑇. This is related to the 

higher future variation of 𝑃 compared to 𝑃𝐸𝑇, meaning that 𝑃 will be the main driver in 

changes in hydrological response.  

Regarding 𝑃 +  𝑃𝐸𝑇  𝐵𝐶 combination in which effect of LU change is neglected (𝜔 

is equal to baseline value), generally all climatic inputs from BC CM outputs cause a 

reduction of mean and variance of 𝑄. There is disagreement between CMs as attested by 

different pdfs generated by Caracciolo et al. (2017)’s methods. These issues are related 

mostly to the disagreement between 𝑃, rather than 𝑃𝐸𝑇, CM outputs as shown in Section 

3.4.1. 

In Figure 3.31.d and 3.32.d, climate and LU change are considered to affect the 𝑄 pdf. 

The pdfs show that 𝑄 on average in the near future will decrease (left-shift) with an 

increase in frequency around the average value with a consequent reduction in variance. 

This trend becomes stricter from the first period (2006-2050) (Figure 3.31.d) to the second 

one (2051-2100) (Figure 3.32.d).  
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Figure 3.31. Regional distributions of annual surface runoff (Q) for Sardinia in 2006-2050, assessed by Caracciolo 

et al. (2017). The four plots refer to four combination of climate and land use change and have been created to highlight 

near future trends in Q of Sardinia. Detailed information about the four combination are available in Table 3.8. 
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Figure 3.32. Regional distribution of annual surface runoff (Q) for Sardinia in 2051-2100, assessed by Caracciolo 

et al. (2017). The four plots refer to four combination of climate and land use change and have been created to highlight 

near future trends in Q of Sardinia. Detailed information about the four combination are available in Table 3.8. 
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4. Conclusion and future research 

 

 

 

This thesis has been focused on the probability density function (pdf) of annual surface 

runoff 𝑄 in the island of Sardinia (Italy) under transient climate and land use (LU). 

Moving from Budyko and Fu’s theory, Caracciolo et al. (2017)’s framework supposes a 

gaussian pdf in a closed-form for 𝑄. Five parameters are requested to estimate the 𝑄 pdf, 

which are annual rainfall 𝑃 and potential evapotranspiration 𝑃𝐸𝑇 central moments 

(𝑃̅,𝑃𝐸𝑇̅̅ ̅̅ ̅̅ ,𝜎𝑃2,𝜎𝑃𝐸𝑇2 ) and Fu’s parameter 𝜔. These parameters have been associated to several 

climatic and LU scenarios. Some propaedeutic analyses have been conducted. Indeed, the 

validity of 𝑃 and 𝑃𝐸𝑇’s normality assumption has been argued, which represents a 

hypothesis of the proposed method for the assessment of 𝑄 pdf. The relationship between 

Fu’s parameter 𝜔 and LU watershed properties has been discussed and regression 

equations for the calculation of 𝜔 have been developed.  

Starting from ten possible LU configuration for Sardinia, this tool has been used to 

determine 𝜔 for ten near future LU scenarios. From bias corrected EUROCORDEX 

climate modelling (CM) outputs it was possible to define 14 climatic scenarios, which 

one associated to a set of four climatic parameters of the proposed methods.   

Regarding gaussian assumption for 𝑃 and 𝑃𝐸𝑇 have been discussed and tested moving 

from theoretical basis, namely Central Limit Theorem (CLT). Regarding 𝑃, this was done 
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by combining: 1) goodness-of-fit metrics to conclude on the approximate convergence of 

the empirical cumulative density function (ecdf) of 𝑃 to a normal shape, and classify 𝑃 

samples into two complementary groups, 2) logistic regression analysis to identify the 

statistics of daily rainfall that are most descriptive of 𝑃 convergence to a normal shape, 

and 3) a random-search algorithm to conclude on a set of constraints that maximizes the 

likelihood that the identification procedure produces accurate outcomes. The analysis was 

conducted using 3007 timeseries of daily rainfall rates obtained from the NOAA-NCDC 

GHCN database, with global coverage, which also allowed us to study how approximate 

Gaussianity of 𝑃 is affected by large-scale climatic features, as those embedded in 

Köppen-Geiger climatic classification (Kottek et al., 2006). Continental climate (D) 

exhibits the highest fraction of Gaussian distributed 𝑃 samples (i.e. 84.3%, AD test at α 

= 5% significance level), followed by warm temperate (C, 75.8%), equatorial (A, 72.5%), 

continental (E, 70.4%), and arid (B, 61.0%) climates. The analysis also showed that the 

Anderson-Darling (AD) statistical test is the most conservative one in determining 

approximate Gaussianity of 𝑃 samples (followed by Cramer-Von Mises, CVM, and 

Kolmogorov-Smirnov, KS tests), and that the fraction of dry days 𝑓𝑑𝑑, and skewness 

coefficient 𝑠𝑘𝑤𝑑  of rainfall in wet days suffice to determine approximate convergence of 𝑃 to the normal shape.  

 Under this setting, a powerful tool in determining the probability that 𝑃 samples in 

data poor regions exhibit approximately Gaussian behaviour, based on the marginal 

statistics of daily rainfall, has been created. The methods is based on two fundamental 

curves that represent the linkage between 𝑓𝑑𝑑 and 𝑠𝑘𝑤𝑑 threshold and 
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𝑃𝑟(𝐴|𝑇)/𝑃𝑟(𝐴𝑐|𝑇𝑐), and significance level. The procedure can be outlined as follows: 1) 

the definition of the optimal thresholds of 𝑓𝑑𝑑 and 𝑠𝑘𝑤𝑑, as a function of the desired level 

of significance 𝛼 of the Anderson-Darling (AD) test. 2) In the case when both 𝑓𝑑𝑑 and 𝑠𝑘𝑤𝑑 sample estimates exceed the corresponding thresholds obtained from (1), one uses 

the 𝑃𝑟(𝐴|𝑇)-curve to calculate the probability that the sample is Gaussian distributed at 

the corresponding significance level α. 3) In the case when either 𝑓𝑑𝑑 or 𝑠𝑘𝑤𝑑 (or both) 

sample estimates do not exceed the corresponding thresholds obtained from (1), then one 

uses the 𝑃𝑟(𝐴𝑐|𝑇𝑐)-curve to obtain the probability that the sample deviates significantly 

from the normal shape at the corresponding significance level α. For example, daily 

rainfall time series with fraction of dry days 𝑓𝑑𝑑  > 0.9 and daily skewness coefficient of 

positive rainrates 𝑠𝑘𝑤𝑑  > 5.92 deviate significantly from the normal shape according to 

the Anderson-Darling statistical test at the 5% significance level.  

Regarding 𝑃𝐸𝑇, statistical properties have been argued and the discussion showed that 𝑃𝐸𝑇 suit more than 𝑃 to normal distribution. Potential evapotranspiration, according to 

Thornthwaite (1948), depends on monthly temperature which in turns depends on daily 

temperature that is an unbounded variable and characterized by small variance in 

Mediterranean area. In accordance to CLT, mathematical operators of mean and sum 

strengthen and increase the speed of converge to normality shape. Given that, despite 

intermittency and high variance of daily rainfall, 𝑃 converges to normal shape under 

properties of daily rainfall samples. Then, it is believed here that also 𝑃𝐸𝑇 could satisfy 

the normality assumption hypothesis because still daily temperature seems to suit more 

to convergence to normal shape than daily rainfall. To support this idea, Anderson Darling 
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test (𝛼=0.05) has been performed for a set of 120 annual evapotranspiration timeseries, 

obtained from Sardinian Hydrological Survey thermometric network dataset. The analysis 

demonstrated that 102 out of 120 𝑃𝐸𝑇 sample exhibit a gaussian distribution. 

The discussion about the validity of normality assumption for 𝑃 is more exhaustive 

than for 𝑃𝐸𝑇. Therefore, not enough attention has been paid to the question of 

interdependence between 𝑃𝐸𝑇 and 𝑃. Then, future research will be oriented to dig deeply 

in the convergence of 𝑃𝐸𝑇 to normal shape and to test the hypothesis of interdependence 

of between 𝑃𝐸𝑇 and 𝑃. 

After investigating in the validity of normality assumption of 𝑃𝐸𝑇 and 𝑃, the linkage 

between Fu’s parameter and LU properties have been discussed by three in-silico 

experiments. Therefore, these experiments aimed to investigated deeply also the water 

partitioning processes and the influence of climate and LU in long-term hydrological 

variables, as well as 𝑄.  

Five seasonal patterns of rainfall and potential evapotranspiration (called climatic 

setups) have been used and 4 basin morphological and vegetation descriptors (𝜁, 𝑘𝑠𝑢𝑏, 𝑐0 

and 𝐾𝑐) have been selected to summarize climate and basin characteristics. First, given a 

climate and a basin, it was demonstrated that water partitioning is only related to the 

aridity index, that is a measure of local climatic conditions. This is a different point of 

view about the Budyko’s theory: water partitioning rules for a given basin, in a given 

climatic setup, forced by different couples of stochastic 𝑃(𝑡) and 𝑃𝐸𝑇(𝑡), are well 

described by a Fu’s curve, as stated by the high values of coefficient of determination 𝑅2.  

Second, an experiment was made to assess the climate effect in determing 𝜔; 
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hydrological behaviour of the same watershed was simulated within different climate 

scenario. As expected, water partition is heavily affected by climate: under Mediterranean 

climate the highest mean annual runoff 𝑄 is observed, while the oceanic climate is the 

driest among the considered climatic setups. This means that seasonal patterns and the 

phase between rainfall and potential evapotranspiration (temperature) play a non-

negligible role in long term water partitioning.   

Third, it was evaluated how the morphological and vegetation properties influence 

water partitioning. Then, given different climate and different watershed, the effect of 

morphological and vegetation descriptors in water partitioning processes was 

mathematically described. Five linear regressions between the four model parameters and 𝜔 have been calculated, one for each climatic setup, providing an optimal tool for 

assessment of Fu’s parameter. The coltural coefficient 𝐾𝑐 and the maximum soil water 

holding capacity 𝜁 has been observed that are the most important in influencing long term 

hydrological processes.  

Finally, the regressions equations performances have been validated for four basins in 

US and South America obtaining encouraging results. Obviously, the range within which 

regression equations have been tuned and the limited number of parameters are a 

limitation for the presented method, that introduce further approximation within 

Budyko’s theory. Nevertheless, the regression equations enlarge the feasibility of Fu’s 

equation, providing a roughly assessment of annual runoff in limited data conditions and 

with a low computational effort. 

Given these propaedeutic results (normality assumption of 𝑃𝐸𝑇 and 𝑃, and Fu’s 
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parameter estimation equations by LU properties), reliable near future climate and LU 

scenarios have been created for the study case, the island of Sardinia (Italy). Regarding 

climate scenarios, daily rainfall and temperature outputs of EUROCORDEX project have 

been considered to predict near future 𝑃 and 𝑃𝐸𝑇 trends over Sardinia. 14 historical (HS) 

and RCP 8.5 (RCPS) scenarios CM outputs have been bias corrected at daily scale by 

different BC approaches (three for rainfall, linear scaling LS, power transformation PT 

and distribution mapping DT-Γ, and just one for temperature, distribution mapping DT-

Gauss). For rainfall, DT is the best method for correcting HS outputs at daily scale within 

the BC approaches adopted. PT method achieved good results as well. Nevertheless, 

given the approaches here adopted, BC did not perform well for right tails. In addition, 

for rainfall, moving from daily to annual scale, BC achieved worst performances since 

BC approaches here adopted operate at daily scale. BC of CM temperature outputs 

showed better results than rainfall, except for extreme temperatures. 

Future research should be oriented to remove systematic errors of climate models even 

in extremes quantiles and possibly at different time scale. Here, due to research purposes, 

BC results could be considered satisfactory because BC approaches reproduced observed 

mean and standard deviation accurately. In the correction phase, as attested by BC RCPS 

outputs, for the future (2006-2100) a reduction of 𝑃 and an increase of 𝑃𝐸𝑇 will be 

expected over Sardinian territory in reference to baseline. The gridded map of ensemble 

mean of 𝑃̅ highlighted the good performances of BC methods to reproduce orographic 

effect. This finding was observed also for BC CM temperature. 

Regarding land use, ten LU scenarios have been proposed which have been 
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hypothesised following three approaches here called constant trend scenarios (CT-S), 

fixed change scenarios (FC-S), climate-vegetation-driven scenarios (CVD-S). For each 

LU scenario, a value of Fu’s parameter has been calculated by stepwise regression 

equations of Section 3.3.3.  

Spatial-averaged future climate (mean and standard deviation of 𝑃 and 𝑃𝐸𝑇) and LU 

scenarios (Fu’s parameter 𝜔) parameters have been evaluated referring to two periods 

(2006-2050 and 2051-2100). 

From the ten near future LU scenarios and the climatic scenarios, four different 

combinations of climate and LU forcings have been created and for each one, a set of pdfs 

of 𝑄 for Sardinia have been defined. The first combination which represents the effect of 

future ensemble mean of 𝑃 and LU scenarios on pdf (𝑃𝐸𝑇 is supposed to be equal to 

baseline values), showed a reduction of 𝑄 as attested by the left-shift of the associated 

pdf compared to the reference one. The deviations from the baseline pdf are mostly related 

to the variation of the 𝑃 statistical moments (𝑃̅ and 𝜎𝑃). The second combination which 

represents the effect of near future ensemble mean of 𝑃𝐸𝑇 and LU scenarios (rainfall is 

supposed to be equal to baseline values), highlighted that in 2006-2050 there are no 

significant deviation from the baseline pdf. 𝑃𝐸𝑇̅̅ ̅̅ ̅̅  and 𝜎𝑃𝐸𝑇 are close to the baseline values. 

This evidence highlighted that LU change affects the 𝑄 pdf with a smaller magnitude than 𝑃. The climate seems to be the main driver in the change of 𝑄 pdf, according to the related 

pdf by Caracciolo et al. (2017)’s method. In 2051-2100 due to the increase of 𝑃𝐸𝑇̅̅ ̅̅ ̅̅ , the 

pdf of 𝑄 shifts to left, meaning a reduction of mean value.   

The third combination embodies all 14 CM outputs considering both 𝑃 and 𝑃𝐸𝑇 (Fu’s 
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parameter is supposed to be equal to baseline value). The combinate effect of near future 𝑃 and 𝑃𝐸𝑇 determines the left-shift of pdfs as well.  

The last combination represents the combinate effect of climate and LU change. For 

climate, both future 𝑃 and 𝑃𝐸𝑇 ensemble mean parameters and for LU, all Fu’s parameter 

values are considered. The result is the left-shift of the pdfs of 𝑄 as well. 

The results of Chapter 3 highlighted that the near future water resources are going to 

decrease due to the expected reduction of annual rainfall and the increase of mean 

temperature. Mean annual surface runoff will decrease as the variability of 𝑄 will do, as 

highlighted by the reduction of extreme quantiles. The effect of LU change is significative 

and depends on LU scenarios, but in terms of the modification of the shape of 𝑄 pdfs is 

not comparable to climate influence (annual rainfall and potential evapotranspiration), 

that affects more deeply water resources distribution.  

In relation to what has been shown in the last and conclusive Chapter, the reduction of 

mean annual surface runoff could lead to criticisms in the management of water resources 

in Sardinia. Water resources scarcity will result in a more difficult management of the 

regional water supply system, that could lead to more frequent crises and stress in the 

regional agricultural and socio-economic system.  

The proposed methodology has been applied at regional scale providing a general 

indication of the near future water availability in Sardinia. Although the obtained results 

could be considered satisfactory and interesting, future research will be oriented to adapt 

this approach at basin scale. In particular, the proposed framework might suit to large 

watersheds of Sardinia, which are of absolute interest because they provide the largest 
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part of water resources in the island. Obviously, thorough downscaling and bias correction 

techniques should be used to adapt climate forcings from CM outputs at basin scale. 

Therefore, in these lines, a deeper investigation in the ongoing Sardinia LU change 

processes are requested, that should account for the regional land use guidelines, 

environmental and urban plans. More accurate near future assessment of water resources 

in this way will be available to water management agencies of Sardinia.  

 





Appendix 

 

 

139 

Appendix   

Figure A. 1. Dependence of the optimal thresholds of the fraction of dry days 𝑓𝑑𝑑  (a), and the standard deviation 𝜎𝑤𝑑  (b) and skewness coefficient 𝑠𝑘𝑤𝑑  (c) of rainfall in wet days, on the level of significance α of the Anderson-Darling 

(AD) test, for the 3007 NOAA-NCDC daily rainfall timeseries analysed. 
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Figure A. 2. Comparison of the conditional probabilities 𝑃𝑟(𝐴|𝑇) and 𝑃𝑟(𝐴𝑐|𝑇𝑐), with the marginal probabilities 𝑃𝑟(𝐴) and 𝑃𝑟(𝐴𝑐) = 1-𝑃𝑟(𝐴), as a function of the level of significance α used for the Anderson-Darling (AD) test, for the case when three 

influential predictor variables (i.e. Set II: 𝑓𝑑𝑑 , 𝜎𝑤𝑑 , 𝑠𝑘𝑤𝑑) are used to constraint classification to G and NG groups; see main text for 

details. 
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Figure A. 3. Dependence of the optimal thresholds of the fraction of dry days 𝑓𝑑𝑑  (a), precipitation concentration index PCI (b), 

and skewness coefficient 𝑠𝑘𝑤𝑑  of rainfall in wet days (c), on the level of significance α of the Anderson-Darling (AD) test, for the 3007 

NOAA-NCDC daily rainfall timeseries analyzed. 
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Figure A. 4. Comparison of the conditional probabilities 𝑃𝑟(𝐴|𝑇) and 𝑃𝑟(𝐴𝑐|𝑇𝑐), with the marginal 

probabilities 𝑃𝑟(𝐴) and 𝑃𝑟(𝐴𝑐) = 1-𝑃𝑟(𝐴), as a function of the level of significance α used for the Anderson-Darling 

(AD) test, for the case when three influential predictor variables (i.e. Set III: 𝑓𝑑𝑑 , PCI, 𝑠𝑘𝑤𝑑) are used to constraint 

classification to G and NG groups; see main text for details. 
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