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Abstract

As the multimedia technologies evolve, the need to control their quality becomes
even more important making the Quality of Experience (QoE) measurements a key
priority. Machine Learning (ML) can support this task providing models to analyse
the information extracted by the multimedia. It is possible to divide the ML models
applications in the following categories:

• QoE modelling : ML is used to define QoE models which provide an output
(e.g., perceived QoE score) for any given input (e.g., QoE influence factor).

• QoE monitoring in case of encrypted traffic: ML is used to analyze passive
traffic monitored data to obtain insight into degradations perceived by end
users.

• Big data analytics : ML is used for the extraction of meaningful and useful
information from the collected data, which can further be converted to action-
able knowledge and utilized in managing QoE.

The QoE estimation quality task can be carried out by using two approaches: the
objective approach and subjective one. As the two names highlight, they are re-
ferred to the pieces of information that the model analyses. The objective approach
analyses the objective features extracted by the network connection and by the used
media. As objective parameters, the state-of-the-art shows different approaches that
use also the features extracted by human behaviour. The subjective approach in-
stead, comes as a result of the rating approach, where the participants were asked
to rate the perceived quality using different scales. This approach had the problem
to being a time-consuming approach and for this reason not all the users agree to
compile the questionnaire. Thus the direct evolution of this approach is the ML
model adoption. A model can substitute the questionnaire and evaluate the QoE,
depending on the data that analyses. By modelling the human response to the per-
ceived quality on multimedia, QoE researchers found that the parameters extracted
from the users could be different, like Electroencephalogram (EEG), Electrocardio-
gram (ECG), waves of the brain. The main problem with these techniques is the
hardware. In fact, the user must wear electrodes in case of ECG and EEG, and
also if the obtained results from these methods are relevant, their usage in a real
context could be not feasible. For this reason my studies have been focused on the
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developing of a Machine Learning framework completely unobtrusively based on the
Facial reactions.



Introduction

The popularity of video streaming platforms, such as YouTube and Netflix, as well
as the augmented sharing of multimedia contents (videos in particular) through
social networks, required a deeper control for the network multimedia transmis-
sions. Indeed, Cisco predicts global IP video traffic to be 82% of all IP traffic by
2022, up from 75% in 2017 [Cis20]. Such an increase of multimedia traffic, together
with the high service quality expected by end-users, shifted the research studies
to user-centered network and service management approaches [SKVHC18, AA20].
Accordingly, the QoE has become more and more important for the successful de-
ployment of multimedia services as the QoE reflects the subjective quality perceived
by the user [LKB+19]. QoE is defined as the ’the degree of delight or annoyance of
the user of an application or service.’ [LCMP12]. The perceived QoE can be usually
assessed by objective or subjective measures. Objective methods are mathematical
metrics classified into three main categories, namely, Full Reference (FR), Reduced
Reference (RR), and No Reference (NR), based on the availability of the reference
stimuli. These metrics compare the original and distorted data to define the quality.
Subjective tests require humans to rate the perceived quality of presented stimuli,
typically using discrete quality scales, from which the Mean Opinion Score (MOS)
is derived [ITU08].

The collection of user’s subjective perceived quality and feedback is of paramount
importance to identify the root causes of quality degradation and to take the nec-
essary corrective actions in service and network management [CDF+14, KDSS19].
Indeed, besides coding and network distortions that are measurable, there are other
factors that may influence the user’s experience, such as the user’s characteris-
tics, the device and the context of use, which may vary depending on the user
[CSW+16, YLG+18]. However, while convenient and effective, this kind of self-
report technique can be problematic because it may be subject to bias from factors
not related to the stimulus. These may include, for example, the interviewer’s reac-
tion to the questions, the way the questions are formulated, and the context (tests
are typically conducted in the laboratory). Additionally, users may be annoyed
by surveys and interviews, which are generally boring and time-consuming. For
these reasons, alternative approaches for QoE evaluation started to be investigated,
such as psychophysiological measures (EEG, gaze direction) and facial expressions
[EDM+17, ABSM18]. The subject of this research’s thesis falls into this area, with
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a specific focus on the possibility to estimate the perceived QoE automatically and
unobtrusively by analyzing the face of the video viewer, from which facial expres-
sion and gaze direction are extracted. If effective, this would be a valuable tool
for the monitoring of personal QoE during video streaming services without asking
the user to provide feedback, with great advantages for service management. The
QoE evaluation approach just introduced is the outcome of three years of studies,
experiments and research on the QoE and Facial Emotion Recognition (FER) field.
FER field or more general the expression recognition field are a not well explored
field. The facial emotion detection has been approached in different ways. The
state of the art shows two main approach to understand the facial expressions. The
analysis could be based on Facial Action Coding System (FACS), that analyses the
movement of each muscle of the face, or the facial expression usually analysed with
a Convolutional Neural Network (CNN). Both approaches use two branches of the
Artificial Intelligence (AI) as key to understanding the facial reactions. The usage
of a ML model or a CNN permits to reach results that in another way could be
impossible to obtain. CNNs permit to make deeper analysis on images to extract
the characteristics, but they require a huge amount of data to be perfectly trained.
ML models can be used as well as the CNNs but from our studies, they cannot
reach comparable results to CNNs. Their strength is the lightness and efficiency in
smaller problems obtaining high performance in accuracy and timing terms. The AI
also cover different research application areas because of its dynamism. In fact, just
talking about the QoE field, ML models helped researchers to correlate the Quality
of Service (QoS) key factor to the level of pleasure of the final user [ABSM18]. More-
over, as it will be explained in chapter 2, a lot of experiments have been investigated
analysing the human physiology. All the humans’ extracted pieces of information
have been correlated using statistical methods and also using ML models and CNNs.
Their strength relies on the capability in making pattern recognition between the
information, making easier the work for the researcher. A deeper explanation about
these two branches of the AI is given in part 5. Anyway, both approaches are
applied to investigate the correlation between facial expressions and the human’s
emotional state of users when consuming a multimedia service, such as watching a
video sequence or during a VoIP call [TDL+15, ABSM18, AWZ12]. In my research
both methods have been deeply studied, obtaining the best results whit the FACS
features approach, but for clarity all the workflow regarding the CNN approach and
the FACS method is explained in the following chapters.

The dissertation is organized as follows:

• Part 1 shows the different developed techniques used to increase the recognition
accuracy of the facial expressions using Convolutional Neural Networks and a
Generative Adversarial Network.

• Part 2 explains the AI framework for the video-streaming quality estimation
based on facial expressions. Based on the previous studies about the FER, in
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this part the transition from the FER general approach to the more precisely
FACS is explained.

• Part 3 shows the application of the introduced approach to a smart-room
scenario, giving also a definition of a Quality of Experience Managements
system for Smart City services.

• Part 4 shows the final conclusions and future works.
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Part I

Facial Expression





Chapter 1

Facial Expression Recognition

1.1 Introduction

As explained in the previous chapter, an approach to understanding the perceived
quality from the facial expressions is the final goal of the whole research. The
first study has been focused on the application of a CNN to understand the facial
expressions. Its result has been correlated with the perceived quality. To understand
its feasibility I started to investigate what the facial expressions were. The State
of the Art explains that Facial Expression Recognition (FER) is a challenging task
involving scientists from different research fields, such as psychology, physiology
and computer science, whose importance has been growing in the last years due
to vast areas of possible applications, e.g., human-computer interaction, gaming,
healthcare. The six basic emotions (i.e., anger, fear, disgust, happiness, surprise,
sadness) were identified by Ekman and Freisen as main emotional expressions that
are common among human beings [EF71]. The CNN usage is nowadays a common
approach to face the FER problem. The CNNs thanks to their structure are efficient
methods to analyse or make pattern recognition on the images. The main problem
that the CNN usage highlights, it is the huge amount of data that it requires to be
trained in the proper way. Therefore, researches adopted a lot of Data Augmentation
(DA) techniques to increase the number of images. In this part, we will focus on
the analysis of these DA techniques. As the main objective of this research is to
investigate whether the selection of the proper DA technique may compensate the
lack of large DB for training the FER model, this work, not provides a novel CNN
but the whole work has been based on the VGG16 CNN.

The main reasons at the basis of the proposed study are: i) DA techniques for
FER systems are mostly used to remedy the small dimension of public image-labelled
DBs. However, it is not always easy to understand which DA technique may be more
convenient for FER systems because most of the state-of-the-art experiments use
different settings which makes the impact of DA techniques not comparable. ii)
There is limited research in this regard. To the best of the author knowledge, the
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only study proposing a comparison of DA techniques is [PWBL17]. However, only
limited DA techniques are considered, smaller DBs are used, and no cross-database
evaluation is performed. iii) The specific utilization of GAN as a DA technique for
FER systems is barely investigated in the literature.

1.2 Background

Most of traditional FER studies consider the combination of face appearance descrip-
tors, which are used to represent facial expressions, with deep learning techniques
to handle the challenging factors for FER, achieving the state-of-the-art recogni-
tion accuracy [LD18]. The study in [GAC16] used Principal Component Analysis
(PCA), Local Binary Pattern (LBP) histogram and Histogram of Oriented Gradi-
ent (HOG) for sample image representation whereas the proposed FER system is
based on boosted neural network ensemble (NNE) collections. Experimental re-
sults are accomplished on multicultural facial expression datasets (RaFD, JAFFE,
and TFEID) and the achieved accuracy is comparable to state-of-the-art works. A
novel edge-based descriptor, named Local Prominent Directional Pattern (LPDP),
is proposed in [MAAWI+19]. The LPDP considers statistical information of a pixel
neighborhood to encode more meaningful and reliable information than the existing
descriptors for feature extraction. Extensive experiments on FER on well-known
datasets (CK+, MMI, BU-3DFE, ISED, GEMEP-FERA, FACES) demonstrate the
better capability of LPDP than other existing descriptors in terms of robustness in
extracting various local structures originated by facial expression changes. Shan et
al. [SGM09] used LBP as feature extractor and combined different machine learning
techniques to recognize facial expressions. The best result are obtained by using LBP
and Support Vector Machine (SVM) on the CK+ DB. Cross-database validation is
also performed training with the CK+ and testing with JAFFE. In [LMR+17], a FER
system is proposed based on an automatic and more efficient facial decomposition
into regions of interest (ROI). These ROIs represent 7 facial components involved in
the expression of emotions (left eyebrow, right eyebrow, left eye, right eye, between
eyebrows, nose and mouth) and are extracted using the positions of some landmarks.
A multiclass SVM classifier is then used to classify the six basic facial expressions
and the neutral state. A cross-database evaluation is also performed training with
the KDEF DB and testing with the CK+ DB. Similarly, Gu et al. [GXV+12] divided
each image into several local ROIs containing facial components critical for recog-
nizing expressions (i.e., eyebrow corner, mouth corner and wrinkle). Each of these
ROIs is then subjected to a set of Gabor filters and local classifiers that produce
global features representing facial expressions. In-group and cross-database experi-
ments are conducted using CK+ and JAFFE DBs. In [AD14], landmark points are
used for the recognition of the six basic facial expressions in images. The proposed
technique relies on the observation that the vectors formed by the landmark point
coordinates belong to a different manifold for each of the expressions. Extensive ex-
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periments have been performed on two publicly available datasets (MUG and CK+)
yielding very satisfactory expression recognition accuracy. [dSP15] investigates the
performance of cross-classification using facial expression images from different cul-
tures taken from 4 DBs, i.e., CK+, MUG, BOSPHOROUS and JAFFE. Different
combinations of descriptors (HOG, Gabor filters, LBPs) and classifier (SVM, NNs,
k-NNs) were employed for experiments. Experiment results highlighted that the
most effective combination for in-group classification was formed by the associa-
tion of HOG filter and SVM. However, when classifying different DBs, even with
the most effective combination, the accuracy dropped considerably. [HM17] pro-
posed a novel Deep Neural Network (DNN) method for FER based on a two-step
learning process aimed to predict the labels of each frame while considering the la-
bels of adjacent frames in the sequence. Experimental evaluations performed with
three DBs (CK+, MMI, and FERA) showed that the proposed network outper-
forms the state-of-the-art methods in cross-database tasks. [MCM16] presented a
novel deep neural network architecture for the FER problem, which examines the
network’s ability to perform cross-database classification. Experiments are con-
ducted on seven well-known facial expressions DBs (i.e., MultiPIE, MMI, CK+,
DISFA, FERA, SFEW, and FER2013) obtaining results better than, or comparable
to, state-of-the-art methods. Lopes et al. [LdASOS17] propose a combination of
CNN and image pre-processing steps aimed to reduce the need for a large amount
of data by decreasing the variations between images selecting a subset of the fea-
tures to be learned. The experiments were carried out using three public DBs (i.e.,
CK+, JAFFE and BU-3DFE). Both in-group and cross-database evaluations are
performed.

Although numerous studies have been conducted on FER, it remains one of the
hardest tasks for image classification systems due to the following main reasons:
i) significant overlap between basic emotion classes [EF71]; ii) differences in the
cultural manifestation of emotion [dSP15]; iii) need of a large amount of training
data to avoid overfitting [LD18].

Moreover, many state-of-the-art FER methods present a misleading high-accuracy
because no cross-database evaluations are performed. Indeed, facial features from
one subject in two different expressions can be very close in the features space; con-
versely, facial features from two subjects with the same expression may be very far
from each other [LdASOS17]. For these reasons, cross-database analyses are pre-
ferred to improve the validity of FER systems, i.e., training the system with one DB
and testing with another one.

Large DBs are typically needed for training and testing machine learning al-
gorithms, and in particular deep learning algorithms intended for image classifica-
tion systems, mostly to avoid overfitting. However, although there are some public
image-labelled DBs widely used to train and test FER systems, such as the Karolin-
ska Directed Emotional Faces (KDEF) [GDRLV08] and the Extended Cohn-Kanade
(CK+) [LCK+10], these may not be large enough to avoid overfitting. Techniques
such as DA are then commonly used to remedy the small dimension and/or class
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imbalance of these public DBs by increasing the number of training samples. Basi-
cally, DA techniques can be grouped into two main types [SK19]: i) data warping
augmentations: generate image data through label-preserving linear transforma-
tions, such as geometric (e.g., translation, rotation, scaling) and colour transfor-
mations [SSP03, LHZL18]; ii) oversampling augmentations: task-specific or guided-
augmentation methods which create synthetic instances given specific labels (e.g.,
Generative Adversarial Network (GAN)) [YSH18, ZLL+18]. Although the second
can be more effective, their computational complexity is higher.

In literature are presented few works that show the efficiency of this approach.
Due to the small dimension of public image-labelled DBs, DA techniques are com-
monly used to augment the DB dimension. Geometric DA techniques are used
the most, due to their low computational complexity. Simard et al. demonstrated
the benefits of applying geometric transformations of training images for DA, such
as translations, rotations and skewing [SSP03]. In [LHZL18], five DA geometric
techniques have been included in the FER system, which are rotation, shearing,
zooming, horizontal flip, and rescale. Experimental results showed that DA boosted
the model in terms of accuracy. In [ZBO17], two DA techniques are considered in the
proposed FER system, i.e., random noise and skew. The former adds random noise
to the position of the eyes whereas the latter applies a random skew, i.e., changes
the corners of the image to generate distortion. Extensive cross-database experi-
mentations are conducted using 6 DBs (i.e., CK+, JAFFE, MMI, RaFD, KDEF,
BU3DFE, ARFace), which outperform state-of-the-art results in most of the cases.
In [PWBL17], four DA methods are compared as CNN enhancer: resize, face detec-
tion & cropping, adding noises, and data normalization. The combination of face
detection with adding noises for DA boosted the performance of the CNN in terms
of accuracy.

In [PWBL17], four DA methods are compared as CNN enhancer: resize, face de-
tection & cropping, adding noises, and data normalization. The combination of face
detection with adding noises for DA boosted the performance of the CNN in terms
of accuracy. Besides geometric transformations, more complex guided-augmentation
methods may be used for DA, such as the GAN [GPAM+14]. In [ZSX+19], a gen-
eral framework of DA using GANs in feature space for imbalanced classification is
proposed. Experiments were conducted on three DBs, i.e., SVHN, FER2013, and
Amazon Review of Instant Video, which showed significant improvement with fea-
ture augmentation of GANs. In [YSH18], a conditional GAN is used to generate
images aimed at augmenting the FER2013 dataset. A CNN is used for training the
prediction model and the average accuracy obtained 5% increase after adopting the
GAN DA technique. In [ZLL+18], a framework is designed using a CNN model as
the classifier and a cycle-consistent adversarial networks (CycleGAN) as the gener-
ator for DA. Experiments on 3 DBs (FER2013, JAFFE, SFEW) showed that the
proposed GAN-based DA technique can obtain 5%− 10% increase in the accuracy.
In [CHW+19], a FER method based on Contextual GAN is proposed, which uses a
contextual loss function to enhance the facial expression image and a reconstruction
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Figure 1.1: Examples of novel synthetic images generated with the GAN.

Figure 1.2: The proposed FER system. The dashed line separates the training phase
from the testing phase.

loss function to maintain the identity information of the subject in the expression
image. Experimental results on the augmented CK+ and KDEF DBs show that this
method improves the recognition accuracy of about 5%. However, all these studies
have not performed a cross-database evaluation.
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1.3 The proposed FER system

The framework of the proposed FER system is shown in Fig. 1.2. The dashed
line separates the training phase from the testing phase. The operations performed
during the training phase are the following. Firstly, a face detection operation is
performed to detect and select only the face information from the training images,
which are acquired from the selected training DB. The emotion labels associated to
each training image are used by the CNN to train the Emotion Prediction model.
Different DA techniques are implemented to augment the training DB, namely:
horizontal reflection (HR),vertical reflection (VR), cropping (CR), translation (TR),
GAN. These techniques have the objective to increase the size of the training DB for
the model training process by producing novel but different versions of the original
images. The augmented images are resized to be compatible with the CNN accepted
image size. The CNN is trained with these images and its output is the Emotion
Prediction model, which is able to process a face image and predict one of the six
basic human emotions (anger, sadness, surprise, happiness, disgust and fear) or the
neutral emotion. The experiment design aims to identify the impact of each DA
technique on the accuracy of the Emotion Prediction model. The performance of
the Emotion Prediction model is computed using the testing DB, which does not
contain any image used for training the model so as to perform cross-DB evaluation.

In the following sections, details of the major elements of the proposed FER
system will be provided.

1.3.1 Face detection

The face detection operation allows selecting only the face information from the
input image by removing all unnecessary data for emotion recognition. Firstly, the
RGB input image is converted into a gray-scale image. Then, for the face detec-
tion operation the S3FD has been used: Single Shot Scale-invariant Face Detector
[ZZL+17], which solves the problem of anchor-based detection methods whose per-
formance decrease rapidly as the faces becoming smaller.

1.3.2 Geometric DA techniques

• Horizontal reflection: the HR, also known as horizontal flip, is a DA technique
that creates a mirrored image from the original one along the vertical direction.

• Vertical reflection: the VR, also known as vertical flip, is a DA technique that
creates a mirrored image from the original one along the horizontal direction.
A VR is equivalent to rotating an image by 180 degrees and performing a HR.

• Translation: the TR DA technique performs a random moving of the original
image along the horizontal or vertical direction (or both). Padding zeros are
added to the image sides.
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• Cropping : the CR DA technique randomly samples a section from the original
image. The cropped image size is large enough to contain a relevant part of
the face.

1.3.3 Generative Adversarial Network

A GAN is a framework including two deep networks, one (the generative) pitted
against the other (the discriminative). This approach allows the neural network
to create new data with the same distribution of training data. The generator
attempts to produce a realistic image to fool the discriminator, which tries to dis-
tinguish whether this image is from the training set or the generated set [ZLL+18].
In the proposed FER system, I used the GAN implemented for the DeepFake au-
toencoder architecture of the FaceSwap project1. In Fig. 1.1, I show some novel
synthetic images generated with the GAN. The face images from the KDEF DB
are used as the base to create novel synthetic images using the facial features of 2
images (i.e., Candie Kung and Cristina Saralegui) selected from the YouTube-Faces
DB [WHM11]. It can be seen how the novel images differ between each other, in
particular with respect to the eyes, the nose, and the mouth, whose characteristics
are taken from the Candie and Cristine images. A DB with these novel synthetic
images has been created and made it public2.

1.3.4 Convolutional Neural Network

The CNN considered for the proposed FER model is the VGG16, a popular CNN
proposed by K. Simonyan and A. Zisserman, which competed in the ImageNet Large
Scale Visual Recognition Challenge achieving a top-5 accuracy of 92.7% [SZ14]. The
VGG16 has made the improvement over the AlexNet CNN by replacing large kernel-
sized filters (11 and 5 in the first and second convolutional layer, respectively) with
multiple 33 kernel-sized filters one after another.

1.4 Experimental results

The experiments were performed using 3 publicly available DBs in the FER research
field: the KDEF [GDRLV08], the CK+ [LCK+10] and the ExpW [ZLLT16]. The
KDEF DB is a set of 4900 pictures of human facial expressions with associated
emotion label. It is composed of 70 individuals, each displaying the 6 basic emotions
plus the neutral emotion. Each emotion was photographed (twice) from five different
angles, but for our experiments I only used the frontal poses, for a total of 490
pictures. The CK+ DB includes 593 video sequences recorded from 123 subjects.
Among these videos, 327 sequences from 118 subjects are labeled with one of the

1https://github.com/deepfakes/faceswap
2http://mclab.diee.unica.it/?p=272
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Data Augmentation
Testing DB: CK+ Testing DB: ExpW

Accuracy Accuracy
No DA 53 % 15.7 %
CR 50 % -
VR 53 % -
HR 57 % -
TR 61 % -
GAN 75 % -
HR & TR 63 % 20 %
GAN & HR & TR 83.2 % 43.2 %

Table 1.1: Comparison of the overall emotion recognition accuracy achieved by the
proposed FER system considering different DA techniques. Training DB: KDEF,
Testing DBs: CK+ and ExpW.

6 basic emotions plus the neutral emotion. The ExpW DB contains 91,793 faces
labeled with the 6 basic emotions plus the neutral emotion. This DB contains a
quantity of images much larger than the others DB and with more diverse face
variations.

A cross-database evaluation process was performed by training the proposed FER
model with the KDEF DB augmented with the considered DA techniques with the
following setting: 1) 490 images created with HR; 2) 490 images created with VR; 3)
490 images created randomly translating 20% of each image (optimal setting found
empirically); 4) 490 images created randomly cropping 50% of each image (optimal
setting found empirically); 5) 980 images generated with the GAN (70 individuals
from KDEF DB × 7 emotions × 2 subjects from YouTube-Faces DB). The size of
the training DB was 980 images when using HR, VR, TR and CR DA techniques,
and 1470 images when using the GAN.

The DA techniques as well as the CNN have been implemented with PyTorch
[PGC+17] and the related libraries. The experiments were conducted with a Mi-
crosoft Windows 10 machine with the NVIDIA CUDA Framework 9.0 and the
cuDNN library installed. All the experiments were carried out using an Intel Core
i9-7980XE with 64 GB of RAM memory and two graphic cards Nvidia GeForce
GTX 1080 Ti with 11 GB of GPU memory each one.

The testing has been performed with the CK+ (first experiment) and ExpW
DBs (second experiment). Table 1.1 summarizes the values of the overall emotion
recognition accuracy achieved considering different DA techniques. Specifically, I
computed the macro-accuracy; however, I refer to it in the rest of the work only as
accuracy. In Table 1.2, I compare the recognition accuracy achieved for the single
emotions for the best combination of DA techniques.
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Data Augmentation: Testing DB: CK+ Testing DB: ExpW
GAN & HR & TR Accuracy Accuracy
Anger 50 % 20.7 %
Sadness 100 % 28 %
Surprise 60 % 56.2 %
Happiness 100 % 62.5 %
Disgust 100 % 20.3 %
Fear 75 % 20.3 %
Neutral 100 % 88.2 %

Table 1.2: Comparison of the recognition accuracy of single emotions achieved by
the proposed FER system for the best combination of DA techniques, i.e., GAN &
HR & TR. Training DB: KDEF, Testing DBs: CK+ and ExpW.

1.4.1 First experiment: Testing with the CK+ DB

In the first experiment (testing with the CK+ DB), when no DA techniques are
used, i.e., the FER system is trained with the original dataset, the achieved overall
accuracy is 53%. The CR is the only DA technique that causes a reduction of the
emotion recognition accuracy (50%) while the VR DA technique does not bring any
enhancement with the system achieving the same accuracy (53%). The HR and the
TR DA techniques allow the FER system to slightly improve the performance by
achieving an accuracy of 57% and 61%, respectively. The single DA technique that
permits the FER system to reach the greatest accuracy, i.e., 75%, is the GAN. The
combination of the two most performing geometric DA techniques, i.e., the HR and
the TR, brings to a 10% increase of accuracy with respect to the no DA case (63%
vs. 53%). However, the combination of these two techniques with the GAN allows
to achieve the greatest overall emotion recognition accuracy, i.e., 83.2%, with a 30%
increase when compared with the no DA case. I want to specify that the GAN
generated images were not augmented with the geometric transformation, but just
added to the set of geometric augmented normal images. Therefore, the size of the
training DB when augmenting with the GAN & HR & TR combination was 2450.
With regard to the recognition accuracy of single emotions, the sadness, happiness,
disgust and neutral emotions were recognized with 100% accuracy whereas fear,
surprise and anger achieved 75%, 60% and 50% accuracy, respectively.

1.4.2 Second experiment: Testing with the ExpW DB

In the second experiment, the system is tested with the ExpW DB, which contains a
quantity of images much larger than the training DB (KDEF) and with more diverse
face variations. The accuracy has been computed only for the case of no DA and
for the combinations of DA techniques that achieved higher accuracy in the first
experiment. It can be seen that the accuracy achieved by training only with the
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Method Training DB Accuracy
Proposed KDEF 83.20 %
da Silva et al. [dSP15] MUG 45.60 %
da Silva et al. [dSP15] JAFFE 48.20 %
da Silva et al. [dSP15] BOSPHOROUS 57.60 %
Lekdioui et al. [LMR+17] KDEF 78.85 %
Gu et al. [GXV+12] JAFFE 54.05 %
Hasani et al. [HM17] MMI+FERA 73.91 %
Mollahosseini et al. [MCM16] 6 DBs 64.20 %
Zavarez et al. [ZBO17] 6 DBs 88.58 %

Table 1.3: Comparison among state-of-the-art cross-database experiments tested on
the CK+ DB.

original dataset is really low, i.e., 15.7%. The combination of HR with TR techniques
allows to increase the accuracy up to 20%. However, also in this case, the greatest
accuracy is obtained using a combination of GAN with HR and TR for augmenting
the training dataset. The achieved accuracy is 43.2%, i.e., 27.5% higher than the case
of no DA and comparable to the 30% increase obtained in the first experiment. This
confirms that this combination of DA techniques is effective to improve the emotion
recognition accuracy of FER systems. With regard to the recognition accuracy of
single emotions, the neutral emotion achieved the greatest accuracy, i.e., 88.2%,
followed by happiness (62.5%), surprise (56.2%), sadness (28%), anger (20.7%), and
finally disgust and fear (both 20.3%). These results disagree with those obtained in
the first experiment (except for neutral, happiness and surprise emotions) and the
likely reason is the difference between the tested datasets.

1.4.3 Comparison with the state-of-the-art

Finally, in Table 1.3, the greatest accuracy achieved by the proposed FER system
has been compared with those achieved by state-of-the-art cross-database experi-
ments conducted for FER systems and tested on the CK+ DB. It can be seen that
the approach proposed by [ZBO17] is the only one that outperforms our proposed
approach. However, they trained their model using a bigger dataset composed by 6
DBs (more than 6,200 images). Furthermore, it must also be noted that our results
are achieved by using only 2 images to generate novel synthetic training images
with the GAN. Probably, by augmenting the training DB with additional images
the performance will improve, which will be the objective for future experiments.
Further details regarding the state-of-the-art studies considered for the comparison
are provided in Section 1.2.
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1.5 Conclusions

The use of GAN-based DA has been experimented and combined also with other ge-
ometric DA techniques, for FER purposes. The ”augmented” KDEF DB was trained
using the well-known VGG16 CNN neural network and the CK+ and ExpW DBs
were used for testing. The results demonstrate that geometric image transforma-
tions, such as HR and TR, provide limited performance improvements; differently,
the adoption of GAN enriches the training DB with novel and useful images that
allow for quite significant accuracy improvements, up to 30% with respect to the
case where DA is not used. These results confirm that FER systems need a huge
amount of data for model training and foster the utilization of GAN to augment the
training DB as a valid alternative to the lack of huge training DB. The drawback
of GAN is the relevant computational complexity that introduces significant times
for the generation of the synthetic images. Specifically, in our experiments, 3 days
were needed to reach a loss value of 0.02 for training the GAN network, from which
I obtained the augmented dataset that permitted to reach 83.20% of accuracy. This
result highlights the relevance of training data for emotion recognition tasks and
the importance of considering the correct DA technique for augmenting the training
dataset when large datasets are not available. A possible solution to reduce the time
needed to train the GAN network may be to generate a lower number of synthetic
images with the GAN and combine this technique with less complex geometric DA
techniques.
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Part II

From FER to QoE





Chapter 2

QoE approach evaluation from
Facial Expressions

2.1 Introduction

Since the PhD research main objective was evaluating the QoE automatically, my
studies led my research to approach the QoE evaluation in a different way. As a
first approach, I thought to find a correlation between the main 7 facial emotions
and QoE values. Finding a correlation between only 7 emotions and the 5 scores
of the Absolute Category Rating (ACR) scale that are indicative of the perceived
QoE value was the first problem. Shaping this problem in an ML approach, it is
possible to consider the 7 emotions as features and the 5 scores of the ACR scale
as the target to predict. In this approach the usage of a features’ number close to
the number of labels leads to assume that there is a correlation almost one-to-one
between the felt emotion and one of the levels of the ACR scale. Furthermore,
the QoE is given by the whole experience, then use a single categorized emotion
to describe a whole experience could be too reductive. Therefore, a more common
approach is to generalize the problem using more features and mapping them to the
target. For this reason, I went deeper into the facial emotions field, trying to discover
what can describe better the facial expression. The FACS is an anatomically based
framework for decoding all distinct recognizable facial movement. It splits facial
expressions into individual components of muscle movement, called Action Units
(AU) [EF78]. From [VKA+11] we can appreciate that from AUs is also possible to
infer the felt emotion. Then by using the FACS is possible to increase the number
of features for an ML approach.

Moreover, using this approach I could focus on the objective of investigating the
potentialities to estimate the QoE automatically and unobtrusively by acquiring
a video of the face of the subject from which facial expression and gaze direction
are continuously extracted. This avoids bothering the subjects with questions to
collect opinions and feedback. Indeed, while convenient and effective, self-report is
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problematic because it is subject to biasing from factors not related to the stimulus,
such as the interviewer reaction to the questions, the way the questions are answered,
and the context (tests are typically conducted in laboratory). Moreover, surveys and
interviews are time-consuming and may be invasive and annoying for the users.

Therefore, this research specifically focused on the estimation of perceived QoE
for video streaming services. To this aim, two different experiments have been con-
ducted: i) a crowdsourcing test in which participants were asked to watch and rate
the quality of 20 videos subject to impairments caused by combinations of 3 video
Key Quality Indicators (KQIs), namely, initial delay, number of buffering events
and duration of buffering events; ii) a laboratory test in which participants were
asked to watch and rate the quality of 105 videos subject to impairments caused by
combinations of 2 video KQIs, namely, size of blurring kernel and blurring duration.
The facial AU were considered as the features to capture the facial expression of
the viewer, whereas the position of the eyes’ pupils was the feature considered to
evaluate the viewer’s gaze direction. Three facial metrics to derive significance from
these facial features are defined.

Furthermore , the impairment level (IL) feature has been defined. It has the
objective to highlight the level of impairment introduced to the video by the com-
binations of video KQIs concerning the video without impairments. The IL feature,
together with the aforementioned facial metrics and the respective QoE values pro-
vided by the participants, were used to train different ML classifiers aimed at QoE
estimation. Specifically, two QoE estimation models are defined: i) AU&GDtoQoE :
takes as input the AU features and the position of the eyes’ pupil; ii) AU&GD&KQItoQoE :
takes as input the AU features, the position of the eyes’ pupil and the service’s KQIs.
The performance of the considered ML classifiers was compared in terms of accu-
racy, sensitivity, and specificity, whereas the QoE estimation models were validated
using three different quality scales: 5-level, 3-level, and 2-level scales.

2.2 Background

Various QoE evaluation approaches, alternative to survey and interviews, have been
proposed in the literature to support subjective tests and provide deeper insights
into high-level QoE features. Most of these studies are based on psychophysiolog-
ical measures, such as electroencephalography (EEG), to overcome the problem of
potentially misleading rating scales and conscious decision making by identifying
implicit responses to physical stimuli [EDM+17].

With regard to speech quality assessment using EEG, the studies in [ASA+12]
and [UMMVA19] investigated the potentials of event-related-potentials (ERP) anal-
ysis as a valid tool to indicate variation in quality perception. In particular, in
[UMMVA19], the research focused on the P300 component and its two subcompo-
nents, P3a and P3b. With regard to audiovisual quality assessment using EEG, the
study in [AASM16] concluded that for longer sequences, low-quality conditions led
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Reference Stimuli Distortion Assessment Psychophysiological measure
[ABSM18] 2D videos Bandwidth, delay, video resolution Subjective test Face expression
[TDL+15] 2D videos No Subjective test Face expression
[AWZ12] Speech Delay, bandwidth and packet loss Subjective test Acoustic feature
[ASA+12] Speech Signal-correlated noise Subjective test EEG

[UMMVA19] Speech Signal-correlated noise Subjective test EEG
[AASM16] Audiovisual Coding at low bitrate Subjective test EEG and EOG (electrooculogram)
[KHL+14] 2D and 3D videos Coding at high quantization parameter Subjective test EEG
[ARM14] 2D videos Coding at low bitrate Subjective test EEG and eyetracking
[RBLC16] 2D videos Coding at high quantization parameter GCD and gaze analysis-techniques Eyetracking
[RLC17] 2D videos Packet loss Subjective test Eyetracking

[EPCZ10] 2D videos Packet loss Subjective test Eyetracking

[JNBJ08] 2D videos
Induced amusement and

Subjective test
Face expression and

sadness emotions 15 physiological measures

Table 2.1: Comparison of reference studies based on psychophysiological measures.

to higher α and θ waves (the result of EEG analysis), which respectively indicate
decreased alertness and attention. The α activity was also found to be significantly
predictive of video quality [KHL+14]. In [ARM14], α values and pupil dilation were
used as parameters of a linear regression model, whose predictions of QoE scores
achieved a correlation value of 0.64 with subjective QoE scores. Other studies con-
sidered eye-related measurements to investigate cognitive activities relevant to QoE
assessment that are not easily observable through methods such as the EEG. For
example, by monitoring the movement of the eyes, it is possible to collect valuable
insights regarding visual attention. Eye blink rate is instead related to visual fatigue
and pupil dilation to cognitive load. A gaze contingent display (GCD) was used by
[RBLC16] to study the impact of spatio-temporal distortions in the peri foveal and
extra-peri foveal regions using an eye-tracker. Eye-tracking data and the associated
differential MOS (DMOS) results obtained from a subjective test involving videos
containing localized distortions are examined in [RLC17]. Moreover, studies on gaze
tracking have shown that distortions located in salient regions have a significantly
higher impact on quality perception as compared to distortions in non-salient re-
gions [EPCZ10]. For this reason, gaze direction is often integrated into image and
video quality metrics with the objective to further improve their quality prediction
performance [BBE+09].

There is a wide variety of related work when it comes to utilizing ML techniques
to predict the QoE. ML has been utilized for video quality prediction in terms
of perceptual quality [MH19], creation of predictive NR metrics for video qual-
ity assessment [TVMSL17], encrypted video streaming [SCW+19], human activity
recognition [MBL+15], video QoE in wireless cellular networks [MJ19, CDW+17]
and QoE prediction for Voice over IP (VoIP) calls [CPTP15, CM20]. Deep learning
models are used in [LCL+18] for multimedia QoE prediction, in [LMSS20] for adap-
tive video streaming and in [TVMF+17] for live video streaming. For passive gaming
video streaming applications, NR video quality estimation based on ML was used by
[BJGM19]. A review of predictive QoE management using ML in video streaming
services is presented in [TPDL18].

The relevant techniques of sentiment analysis and Facial Expression Recogni-
tion (FER) have also been recently explored by following ML-based approaches. In
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[LdASOS17], a CNN is combined with specific image pre-processing steps aimed to
extract only expression specific features from a face image and explore the presen-
tation order of the samples during training. [XH19] proposes a novel deep-based
framework, which mainly consists of two branches of the CNN. One branch extracts
local features from image patches while the other extracts holistic features from the
whole expressional image. Local and holistic features are then aggregated before the
classification process. [KKKL18] built an emotion-based feed-forward deep neural
network that produces the emotion values of a given image. The produced emo-
tion values are continuous values in two-dimensional space (valence and arousal),
which are considered more effective than using the standard emotion categories (i.e.,
happiness, sadness, anger, fear, disgust, surprise and neutral) to describe emotions.
[DT15] proposes a deep learning framework to jointly learn face representation using
multimodal information. To this, the deep learning structure was composed of a set
of elaborately designed CNNs and a three-layer stacked auto-encoder (SAE). The
proposed system is benefitting from the complementary information in multimodal
data, which achieves a higher than 99.0% recognition rate. In [ZZC+16], a novel deep
neural network (DNN)-driven feature learning method is proposed, which extracts
from each facial image scale invariant feature transform (SIFT) features correspond-
ing to a set of landmark points. By training the DNN model with a feature matrix
consisting of the extracted SIFT feature vectors, it was possible to learn a set of
optimal features that are well suitable for classifying the facial expressions across
different facial views.

However, a limited number of studies specifically explored the links between QoE
influencing factors (e.g., with regard to visual signal degradation) and human users’
emotional responses on a behavioral level of analysis [SA14]. With regard to voice,
[AWZ12] examines how a user’s affective behavior changes with the communica-
tion quality as mediated through different network QoS conditions, and how such
changes can be detected and used to predict QoE. Classification techniques based
on Support Vector Machine (SVM) and k-nearest neighbors (k-NN) predict QoE
with an accuracy of 67.9%. In [JNBJ08], ML algorithms were trained with video
recordings of participants’ faces and physiological measurements to predict rated
emotions in real-time. The obtained results revealed an overall good fits of the pre-
diction models, and the performance was improved when classifying the category
rather than the intensity of emotions. In [TDL+15], a QoE prediction system for
video services based on emotion’s analysis is provided. The major objective was to
identify whether the video content watched by the viewer was in line with his/her
content preferences. However, the proposed system was trained using data obtained
from only 3 participants and validated by only 2 participants. In [ABSM18], the pre-
diction of the user’s QoE for video services was based on both emotional factors and
network QoS parameters. Different ML algorithms were employed to test the system
but the highest correlation (0.79) between subjective Mean Opinion Score (MOS)
and predicted MOS was achieved with gradient based-boosting and Random Forest
bagging based methods. However, also in this case, the number of video sequences
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Figure 2.1: Proposed methodology: training phase and operational phase.

(8) and testers (14) was limited for training and validation of the ML systems. Fur-
thermore, these systems estimate the averaged MOS and not the subjective QoE
perception of the single user.

2.3 Proposed Methodology

The past studies, discussed in Section 2.2, have revealed that human emotions may
be derived from facial expressions and viewer’s visual attention may be gathered
by gaze direction. The objective of this study is then to go deeper by looking at
the relationship between this kind of viewer’s information and the perceived quality.
The considered scenario consists of the user consuming a video streaming service,
whose face is recorded using a video camera. Observing the user’s facial expressions
and gaze direction, and measuring the video’s KQIs during the video streaming
session may be possible to estimate the degree of quality perceived. In Figure 2.1,
the framework of the proposed methodology is shown, which is composed of two
phases: a training phase and an operational phase.

The training phase consists of:

1. Data collection: face images of the user, the video’s KQIs, and feedback pro-
vided by the users (in terms of ACR scores) are collected during the training
phase to create a dataset.

2. Data pre-processing : includes the extraction of facial expression features and
gaze direction from the face images of the user, and the classification of the
impairment level of the measured video’s KQIs. These KQIs are measured
through quality metrics acquired at both end-device and server sides.

3. Definition of the QoE model : different QoE estimation models are defined and
trained by means of different ML classifiers. The performance of these models
is computed in terms of specific metrics (i.e., accuracy, specificity, sensitivity)
to determine the best model in estimating the QoE based on the input features.

The output of the training phase is a ML-based QoE estimation model, which is the
key part of the operational phase. The operational phase consists of:
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1. Data acquisition: face images of the user and video’s KQIs are acquired in
real-time by the system.

2. Data pre-processing : facial expression features and gaze direction are extracted
from the recorded face images; an impairment level is assigned to the video’s
KQIs.

3. QoE estimation: the QoE estimation model estimates the QoE perceived by
the user based on the KQIs’ impairment level and on the facial features and
gaze direction extracted from the recorded face images of the user.

It is to highlight that, concerning the facial expressions, privacy and security of
users are safeguarded as the system only collects video features which do not contain
any information related to the user identity. Indeed, facial expression features are
immediately extracted at the face acquisition device and no pictures containing the
face of the users are stored. The process is not reversible so that from the extracted
features it is not possible to get back the users’ face traits and to obtain any sensitive
data of the user.

2.4 Data Collection

For dataset generation, two experiments were conducted to collect ground-truth
quality perception values about video streaming services. One of these experiments,
described in Section 2.4.1, was a crowdsourcing test in which participants had to
watch and rate the quality of 20 videos impaired by long initial delays and re-
buffering events. The other, described in Section 2.4.2, was a laboratory test in
which participants were asked to watch and rate the quality of 105 videos subject
to impairment caused by blurring.

2.4.1 Crowdsourcing test

The crowdsourcing test (Crowd) was carried out on the crowdsourcing platform
Amazon Mechanical Turk (MTurk). By selecting 5 undistorted videos from the
LIVE Mobile Stall Video Database1 [GBY+14, GBY+16] 20 test video sequences
were created, (codec: H.264, format: MP4, resolution: 1280×720 px, frame rate: 25
fps) introducing some long initial delays and buffering distortions. Specifically, the
KQIs considered for this tests are the initial delay and the number and duration of
buffering events. By combining these parameters 4 versions of test videos have been
created:

• Original (OR): 30-second version of the original video content without initial
delay and buffering interruptions.

1http://live.ece.utexas.edu/research/LIVEStallStudy/index.html
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• Long Initial (LI): original video content plus a long initial delay that lasted
randomly in the range 8− 20 s.

• Long Initial + Few Long Buffering (LIFL): original video content plus a long
initial delay (between 8 and 20 s) plus few (between 1 and 3) long (between
10 and 15 s) buffering events.

• Long Initial + Many Short Buffering (LIMS): original video content plus a
long initial delay (between 8 and 20 s) plus many (between 4 and 7) short
(between 2 and 4 s) buffering events.

Before conducting the test, the participant had to agree with the test conditions,
which were shown on the first web page. Then, a training session was held to present
to the participant an example of the impairments introduced. To this, I created 4
training videos each one with a different version of the test conditions described
above with video content different from those used for the test videos. The partici-
pants had to participate to the training session before starting with the actual test.
Then, the first test video to watch appeared in the next web page. The participant
could decide when to start the playback of the video, during which his/her face was
recorded by the PC’s webcam. To facilitate the participant’s attention on the video,
this was shown in the center of the screen. At the end of the video reproduction,
the video automatically disappeared and the participant was notified about the suc-
cessful face recording and storage event. Then, the participant was allowed to rate
the perceived video quality in terms of the ACR scores defined by ITU Rec. P.910,
i.e., 5 (Excellent), 4 (Good), 3 (Fair), 2 (Poor), 1 (Bad) [ITU08]. All the 20 videos
were watched with the same procedure and the total time required to complete the
test was around 25 minutes.

With regard to participant selection, no sex/age/country filtering was applied
to the participant’s requirements, but his/her HIT Approval Rate had to be greater
than 90% to be accepted. This choice was aimed at increasing the probability to
involve “reliable” testers. Appropriate PC requirements, screen size, display reso-
lution, and ambient lighting were suggested in the provided test conditions but I
was not able to actually verify those requirements from the platform. Therefore, I
checked that these conditions were respected watching the videos of the recorded
participants. I then considered only participants that watched the test videos with
appropriate ambient lighting while they were sitting in front of a desk using a PC
monitor. In particular, good ambient lighting was also needed to process the face im-
ages. With regard to the video playback, the test platform was set to first download
the video and then play the video to avoid additional stalling events.

Many test results were discarded after the first data filtering for several reasons:
i) the test was not completed, i.e., the participant did not watch and rate all the
videos; ii) the participant did not record his/her face but just rated the video quality;
iii) recorded videos of the participants had a bad quality and were not appropriate
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Figure 2.2: Crowd test: MOS with 95% CI for each video version.

for extracting facial expression features. Eventually, 20 participants completed the
test successfully.

Outliers were identified through intra-rater and inter-rater reliability metrics,
following the indications in [HSH+11, HKH+14, HHM+15]. The former tells to which
extent the ratings of an individual rater are consistent and it was computed as the
Spearman rank-order correlation coefficient (SRCC) between the participant ratings
and the corresponding test conditions. The average value, computed considering all
20 participants, was 0.899. I defined as outliers the participants whose ratings
obtained an intra-rater reliability lower than 0.75 [RGR+17]. As result I found and
removed 2 outliers. After outliers removal, the average intra-rater reliability was
0.916. On the other hand, the inter-reliability describes the degree of agreement
among raters and was computed as the SRCC between all participant ratings and the
corresponding test conditions. The value was 1 before and after the outliers removal.
Then, the final filtered data consisted of 360 ratings provided by 18 participants for
the 20 test videos.

In Figure 2.2, the average MOS with 95% confidence interval (CI) computed for
each test video version (OR, LI, LIFL and LIMS) is shown. The CI was computed
using the Clopper-Pearson method as suggested in [HHVSK18] for QoE tests char-
acterized by a small sample size and the use of discrete bounded rating scales. As
expected, the OR videos, i.e., the videos with no impairments, achieved the highest
MOS. The second highest MOS is achieved by the LI videos, where only the long
initial delay is present. Both these 2 video versions achieved a MOS higher than 3.5
for all video contents, which means that viewers perceived a more than sufficient
video quality. Particularly, OR videos achieved good quality (MOS higher than 4).
Conversely, the LIFL and LIMS videos achieved insufficient quality (MOS slightly
lower than 3) and poor quality (MOS slightly lower than 2.5), respectively.
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2.4.2 Laboratory test

The laboratory test (Lab) was conducted recruiting 19 healthy participants, na-
tive German speakers with normal or corrected-to-normal vision (8 females, mean
age: 29.5, range: 21–39 years). From the Sports Videos in the Wild (SVW)SVW
database, 15 videos were selected which show basketball players throwing the ball
inside the basket (codec: H.264, format: MP4, resolution: 480×270 px, frame rate:
30 fps) [SLU+15]. All selected videos were cut to be 20 seconds long. 7 versions of
the 15 original videos by introducing different levels of blurring have been created,
covering only the second half of the video or the entire video:

• BLR0 : original video without blurring impairment.

• BLR5H and BLR5E : video post-processed with a Gaussian blurring kernel
with the size of 5×5 px and standard deviation (SD) of 3 covering respectively
the second half of the video and the entire video.

• BLR10H and BLR10E : video post-processed with a Gaussian blurring kernel
with the size of 10 × 10 px and SD of 3 covering respectively the second half
of the video and the entire video.

• BLR15H and BLR15E : video post-processed with a Gaussian blurring kernel
with the size of 15× 15 px and SD of 3 covering the second half of the video
and the entire video, respectively.

The KQIs considered for this test are then the size of the blurring kernel and the
blurring duration.

Before starting the test, participants received detailed written and oral instruc-
tions regarding the test procedures. Also, several training videos were shown that
included all kinds of blurring impairments introduced to the test videos so as to
present to the participants a preview of the video quality they had to watch and
rate during the actual test. During the test the participants watched the test video
sequences on an LCD computer monitor (size: 22.1×8.5×15.6 inches, resolution:
1920×1080 px, frame rate: 60 fps) and were seated at a distance of about 70 cm from
the monitor. During the video playback, the face of the participant was recorded
with a webcam (Logitech C920 HD Pro). After watching each video, participants
had to rate the video quality on the ACR scale (same scale used for the Crowd test)
and to select whether the person in the video scored a basket (this question was
used to evaluate the participant’s attention during the task). After 25 videos were
watched and assessed, a message automatically appeared suggesting participants to
have a break, which participants used to rest for 5 minutes. Then, the next group
of 25 videos could be watched and rated. The time required to complete the test
was approximately one hour.

Outliers were identified utilizing intra-rater and inter-rater reliability metrics as
for the Crowd test (see Section 2.4.1). The average intra-rater reliability computed



42 CHAPTER 2. QOE APPROACH EVALUATION FROM FACIAL EXPRESSIONS

Figure 2.3: Lab test: MOS with 95% CI for each video version.

considering all 19 participants was 0.897. As for the Crowd test, I defined as outliers
the participants whose ratings obtained an intra-rater reliability lower than 0.75. I
found 2 outliers. After removing the 2 outliers, the average intra-rater reliability was
0.934. The inter-rater reliability value was 1 before and after the outliers removal.
Then, the final filtered data consisted of 1785 ratings provided by 17 participants
for the 105 test videos.

In Figure 2.3, the MOS is showed with 95% CI computed for each video ver-
sion. The CI was computed using the Clopper-Pearson method as suggested in
[HHVSK18]. It is evident that the size of the blurring kernel is the main factor that
decreases the perceived video quality and the greater is the kernel size, the lower
is the MOS. However, the QoE is also influenced by the duration of the blurring
effect as video entirely covered by blurring achieved lower MOS than those partially
covered (only second half of the video).

The present laboratory test aimed to analyze also the effects of visual qual-
ity degradation on perceived quality and emotional state of participants watching
video clips. The emotional state has been controlled using a self-assessment manikin
(SAM) method and by automatically analyzing the subjects facial reactions. The
SAM questionnaire allows for highlighting if there is a correlation between the im-
pairments of the video and the felt emotion. Thus, relationships between subjective
measures of emotion and quality could be examined. The emotional state mea-
surement has been collected by using the following approach: three discrete 9-class
(valence, arousal and dominance) for the emotional dimensions evaluation from the
self-assessment manikin (SAM) have been used [BL94]. Each scale title contained
German antonyms: ‘Wie körperlich entspannt / erregt sind Sie?’ (English: ‘How
bodily relaxed / aroused are you?’) for arousal, ‘Wie emotional kontrolliert / un-
kontrolliert sind Sie?’ (‘How emotionally controlled / uncontrolled are you?’) for
dominance and ‘Wie angenehm / unangenehm fühlen Sie sich?’ (‘How pleasant /
unpleasant do you feel?’) for valence.
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2.5 Data Pre-processing

This section shows the procedures followed to pre-process the collected data, which
are illustrated in Figure 2.4. The final objective of the proposed data pre-processing
operations is to prepare the features for the ML-based estimation model in a way
that allows for merging datasets collected from different subjective tests, as it is
the case of our two datasets described in Section 2.4. The proposed processing
relies on: i) the 3 metrics that are defined in Section 2.5.1 and that make facial
expression and gaze direction features independent from the duration of the recorded
user’s face videos; ii) the ACR and MOS normalization process described in Section
2.5.2 that allows for comparing subjective scores collected from different tests; iii)
the devised impairment level feature described in Section 2.5.3, which is aimed at
making comparable the measured KQIs for streaming sessions with different types
of impairments.

Figure 2.4: Data pre-processing.

2.5.1 Facial expression and gaze direction features

The face acquisition device collected the images of the face of the test participants (at
a rate of 30 fps) while they were watching the test videos. From these face images,
facial expressions and gaze direction features were extracted using the OpenFace
toolkit [BZLM18, WBZ+15, BMR15]. Specifically, the task has been based on the
Facial Action Coding System (FACS) to analyze the facial expressions by means
of facial Action Units (AUs) [EF78]. For each face image the OpenFace outputs 6
gaze direction (GD) features and 35 AUs: 18 AUc detect the activation of a specific
muscle whereas 17 AUr detect the activation intensity (from 1 to 5)2. OpenFace

2https://github.com/TadasBaltrusaitis/OpenFace/wiki/Output-Format
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Figure 2.5: Temporal evolution of the intensity of some AUs for a participant during
the reproduction of the BLR10H test video.

allows for setting the face tracking confidence, which computes the confidence value
of the face tracker regarding the facial landmark detection. The confidence value
has set to 98%, which means that the features were extracted only for the frames
were a face was identified with a confidence higher than 98%. This guarantees high
feature extraction accuracy. OpenFace library has also the option for self-calibration
of the head pose tracking, which allows for automatic setting of camera parameters
in terms of focal lengths and optical centre length. Figure 2.5 shows an example
of the temporal evolution of the intensity of some AUs for a participant during the
reproduction of the BLR10H test video. It can be seen as some AUs are activated
more than others when the blurring starts to impair the video quality. Figure 2.6
shows an example of the temporal evolution of the gaze direction for a participant
during the reproduction of the same test video. Again, evident variations can be
noticed during the blurring event towards the left-right and up-down directions.

As summarized in Figure 2.4, I collected on average 1700 and 500 face images
(frames from the recorded video) per participant per test video for the Crowd and
Lab test, respectively. Differences are due to different test video lengths. These
must be multiplied by the number of considered features, i.e., 41 (6 GD + 35 AUs)
and by the number of recorded videos (400 and 1995 for the Crowd and Lab test,
respectively). For the design of an effective ML algorithm, the features has been
analysed to focus on those that were the most significant. For this reason, I first
conducted the ANOVA analysis and then defined 3 metrics to derive a significance
from the features extracted from each recorded video containing the face image of
the participants: the frequency of activation of the AUc, the intensity of activation
of the AUr, and the variance of the GD.

To try to reduce the dimensionality of the considered features, and to investigate
their significance for QoE estimation, a one-way ANOVA has been computed for
both the Crowd and Lab tests, whose results are shown in Table 2.2. Note that
the F value (variance between the means of the considered populations) and the p
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Figure 2.6: Temporal evolution of the gaze direction for a participant during the
reproduction of the BLR10H test video.

value (when p < 0.001 the null hypothesis is rejected) help to understand whether
the considered feature is statistically relevant for QoE estimation, i.e., whether the
feature training set including that feature and the feature training set not including
that feature are significantly different.

Note that this table are provided only the values for the features which were
significant for both the Crowd and Lab test. With regard to the eye gaze features,
the x and y direction vectors for both the leftmost (eye0) and rightmost (eye1) eyes
are statistically relevant, as well as the x and y gaze direction angles in radians. With
regard to the AUs, both the intensity and activation of inner brow raiser (AU01),
outer brow raiser (AU02), brow lowerer (AU04), nose wrinkler (AU09), lip corner
depressor (AU15), chin raiser (AU17), and lip tightener (AU23) are statistically
relevant. The intensity of lid tightener (AU07), lip corner puller (AU12), dimpler
(AU14), lip stretcher (AU20), lips part (AU25), and jaw drop (AU26), and the
activation of upper lid raiser (AU05), cheek raiser (AU06), upper lip raiser (AU10),
lip suck (AU28), and blink (AU45) are also significant. These results highlight
that not all the features are significant for both tests but different impairments can
provide different reactions in terms of perceived quality. Moreover, the AUs can
provide insights regarding the emotions felt by the viewers [LCK+10]. For example,
AU23 must be present for anger, AU9 and AU10 for disgust, AU12 for happiness,
either AU01+AU02 or AU05 for surprise and either AU01+AU04+AU15 or AU11
for sadness. On the basis of this ANOVA analysis, the 6 GD and 25 AU features
in Table 2.2 are the most significant for QoE estimation and I computed 3 metrics
from these feature arrays as explained in the following.
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Feature
Crowd Lab

F p F p
Eye0-gaze x vector 8.35E+14 < 0.001 4.06E+12 < 0.001
Eye0-gaze y vector 8.09E+14 < 0.001 4.56E+12 < 0.001
Eye1-gaze x vector 6.61E+14 < 0.001 5.67E+12 < 0.001
Eye1-gaze y vector 6.61E+14 < 0.001 5.03E+12 < 0.001

Gaze x angle 8.00E+14 < 0.001 5.46E+12 < 0.001
Gaze y angle 1.93E+14 < 0.001 4.72E+12 < 0.001

AU01c 1.49E+14 < 0.001 1.50E+14 < 0.001
AU02c -1.52E+13 > 0.001 1.84E+14 < 0.001
AU04c 2.16E+14 < 0.001 7.95E-01 > 0.001
AU07c 1.32E+14 < 0.001 1.10E+14 > 0.001
AU09c 1.57E+14 < 0.001 1.00E+14 > 0.001
AU12c 1.05E+14 > 0.001 1.28E+14 < 0.001
AU14c 2.30E+14 < 0.001 1.32E+14 < 0.001
AU15c 1.41E+14 < 0.001 1.08E+14 > 0.001
AU17c 1.36E+14 < 0.001 2.70E+14 < 0.001
AU20c 6.33E+14 < 0.001 1.26E+14 < 0.001
AU23c 1.65E+14 < 0.001 1.46E+14 < 0.001
AU25c 6.27E+14 < 0.001 1.42E+14 < 0.001
AU26c 2.09E+14 < 0.001 1.09E+14 > 0.001
AU01r -1.50E+13 > 0.001 4.10E+14 < 0.001
AU02r 1.44E+14 < 0.001 9.79E+04 < 0.001
AU04r 1.32E+14 < 0.001 9.79E-01 > 0.001
AU05r 1.33E+14 < 0.001 1.01E+14 > 0.001
AU06r 1.30E+14 < 0.001 9.70E-01 > 0.001
AU09r 1.31E+14 < 0.001 9.84E-01 > 0.001
AU10r 1.40E+14 < 0.001 9.59E+04 < 0.001
AU15r 1.42E+14 < 0.001 9.81E-01 > 0.001
AU17r 1.35E+14 < 0.001 9.40E-01 > 0.001
AU23r 1.23E+14 < 0.001 9.87E-01 > 0.001
AU28r 1.26E+14 < 0.001 9.62E-01 > 0.001
AU45r 1.34E+14 < 0.001 9.99E-01 > 0.001

Table 2.2: ANOVA results for the considered features.
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The frequency of activation FAUj
c

of the j-th AUc over the activation of all the
AUc was computed, as in Eq. (2.1). Activation means that the AUc assumes a value
greater than 0.

FAUj
c

=

∑N
n=1 a

j
n∑N

n=1

∑J
j=1 a

j
n

(2.1)

where ajn = 1 if AU j
c,n > 0, otherwise ajn = 0, n ∈ {1, 2, ..., N} identifies the video

frames, and j ∈ {1, 2, ..., J} identifies the considered AUc (J = 18).
Furthermore, the intensity of the activated AUr, IAUk

r
was computed, as in Eq.

(2.2).

IAUk
r

=
N∑

n=1

AUk
r,n (2.2)

where n ∈ {1, 2, ..., N} identifies the video frames, and k ∈ {1, 2, ..., K} identifies
the considered AUr (K = 17).

Finally, a definition of the variance of the GD, VGDg is given, which is computed
as the variance of the position of the eyes’ pupils over the whole sequence of frames
of the viewer face video, as in Eq. (2.3).

VGDg =

∑N
n=1(GD

g
n −GDg)

N
(2.3)

where g ∈ {1, 2, 3, 4, 5, 6} identifies respectively the six single features that determine
the gaze direction, i.e., 0x, 0y, 1x, 1y, Anglex, and Angley. From these, I was able
to estimate which part of the video the visual attention of the viewer was focused
on and, most important, to notice whether the viewer look the other way. This
was totally feasible for the Lab test as it was a controlled test during which all
test conditions were verified to avoid participant’s defections. On the contrary, the
Crowd test was more difficult to control. However, as participants were recorded, I
verified that all participants watched the videos while they were sitting in front of
a desk using a PC monitor.

Therefore, the facial expression features selected and used to train the ML-based
QoE estimation model presented in Section 2.6.3 are: 1 VGD, 13 FAUc and 12 IAUr . It
is important to highlight that by computing these metrics I obtain the same number
of features for each recorded video, regardless the video length. This is important
to make feature datasets compatible for merging.

2.5.2 ACR scores

As illustrated in Figure 2.4 and discussed in Sections 2.4.1 and 2.4.2, 400 and 1995
ACR scores have been collected for the Crowd and Lab test, respectively. After
outliers removal, I kept a total of 360 and 1785 ACR scores, respectively.

As it can be noticed in Figures 2.2 and 2.3, participants of different tests used
the MOS scale differently for rating the video quality. Indeed, blurring impairments
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Figure 2.7: Normalized MOS computed for both the datasets and definition of the
ILs.

were perceived as more annoying than buffering events. The greatest MOS for the
Lab test is slightly greater than 3, whereas for the Crowd test the MOS ranges from
2.5 to 4.5. To be able to merge these datasets, the ACR scores were normalized
applying for both the datasets the mean normalization method as follows:

ACRnorm =
ACR− ACRmean

ACRmax − ACRmin

(2.4)

where ACRmean = MOS, ACRmax = 5 and ACRmin = 1. ACRnorm values are
mapped in the [-1;1] range. Then the normalized MOS from the obtained normalized
ACR scores has been computed, which is shown in Figure 2.7 (for easier comparison,
MOS values were also shifted to set the lowest value to 0), from which I define the
impairment levels as described in the next section. Then the ACR score datasets
were merged together (and corresponding features) for training the ML-based QoE
estimation model presented in Section 2.6.3.

2.5.3 Impairment level of video KQIs

As already mentioned, KQIs for the considered applications are also considered as an
additional input for the QoE estimation. The video KQIs considered for the Crowd
test are the initial delay, the number of buffering events and the buffering duration,
whereas those considered for the Lab test are the size of the blurring kernel and the
blurring duration. Besides the facial metrics introduced in Section 2.5.1, has been
considered for training the ML-based model also a feature that contains information
regarding these KQIs related to the different test condition.

Due to the differences in the KQIs characterizing different service settings, the IL
feature has been defined, which could be used for any settings. It has the objective
to highlight the level of impairment introduced to the video through the specific
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setting measured KQIs. To define the IL I relied on the normalized MOS shown in
Figure 2.7 and I decided to consider 3 ILs. I considered the worst test conditions
(LIMS) as the zero quality and the best test condition (BLR0) as the 100% quality.
IL0 includes test conditions achieving a MOS between 67% and 100% of the maxi-
mum normalized MOS. IL1 includes test conditions achieving a MOS between 33%
and 66% of the maximum quality, and finally IL2 considers test conditions achiev-
ing MOS lower than 33% of the maximum quality. This approach discretizes the
measured KQIs and allows for comparing them even if they are not typically com-
parable as identify different impairments. I based on this approach assuming that
when users perceive lower quality than expected, their disappointment is reflected
in their facial expressions and the higher is the disappointment the different is the
facial expressions’ variation.

The IL is then an additional feature that I considered for training the ML-based
model. I identify this feature as KQI impairment level KQIILl where l ∈ {0, 1, 2}
identifies the IL. With this feature is then possible to merge datasets obtained from
tests considering different KQIs.

2.5.4 Emotional state analysis

To evaluate the correlation between the human emotions, visual impairments and
perceived quality, a data analysis approach was used: The effects of experimental
quality manipulations were examined by means of multivariate analysis of variance
(MANOVA). Hereby, participants’ subjective reports could be tested for significant
underlying relationships between visual degradation factors, perceived quality and
emotional responses. More closely, this approach mirrors analyses of explicit user
feedback typically conducted in the field. Two repeated-measures MANOVAs were
calculated with ACR, valence, arousal and dominance ratings as well as correct
decision as dependent variables and either blurring level (0, 5, 10, 15) or blurring
length (no, half, whole) as within-subject factor. In case of statistically significant
effects, pairwise comparisons were computed only between the degraded levels of
blurring level (5, 10, 15) and blurring length (half, whole) using multiple paired t-
tests with Holm correction. The statistical significance levels for the MANOVA and
post-hoc analysis were both set to α = 0.05 and in the former case Šidák-adjusted
(αSID = 0.0253). Multivariate analysis suggested significant effects of blurring level
on ACR rating (F [3] = 192.79, p < 0.001), arousal rating (F [3] = 4.075, p = 0.011),
valence rating (F [3] = 7.06, p < 0.001) and correct decision (F [3] = 18.077, p <
0.001). In post-hoc analysis, all pairwise comparisons between blurring levels with
regard to ACR, arousal and valence ratings turned out significant (all p < 0.001).
For correct decision, the lowest blurring level significantly differed from the two
higher ones (5 vs. 10, p < 0.01, 5 vs. 15, p < 0.001). Furthermore results manifested
significant effects of blurring length on ACR rating (F [2] = 269.1, p < 0.001), valence
rating (F [2] = 7.057, p < 0.01) and correct decision (F [2] = 13.228, p < 0.001).
Post-hoc pairwise comparisons between half- and whole-blurring conditions were



50 CHAPTER 2. QOE APPROACH EVALUATION FROM FACIAL EXPRESSIONS

only significant for ACR rating (p < 0.001). Line plots in figure 2.8 contain mean
values for each factor (blurring length: plot 1–3, blurring level: 4–6). The mean
arousal rating increased across blurring intensities (from 0 to 5 to 10 to 15): From
4.088 (standard error of the mean: 0.11) to 4.33 (0.082) to 4.549 (0.092) to 4.711
(0.1).

(a) (b) (c)

(d) (e) (f)

Figure 2.8: Effects of experimental factors blurring length (top row) and blurring
level (bottom row) on ACR rating (left column), valence rating (middle column)
and correct decision (right column). Purple squares represent arithmetic means,
error bands represent 95% confidence intervals (N = 19).

2.6 ML-based QoE Model

In this section the considered features, (Section 2.6.1), the considered DA ap-
proach (Section 2.6.2) and the proposed QoE estimation models have been de-
scribed(Section 2.6.3).
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2.6.1 Features

When training a ML-based model two types of variable must be considered: in-
dependent and dependent variables. The former are the controlled inputs and are
typically referred to as features. The latter represent the output or outcome resulting
from altering these inputs.

In this case, the considered features are 27: 1 VGD, 13 FAUc , 12 IAUr and 1
KQIILl. The outputs are the 2145 ACR scores. The feature matrix is then 2145×
27. These features are the result of the data pre-processing operations described in
Section 2.5 and illustrated in Figure 2.4.

2.6.2 Data Augmentation

Since the obtained dataset had a class imbalanced problem (number of ACR scores:
’1’: 970, ’2’: 593, ’3’: 326, ’4’: 150, ’5’: 106), a class over-sampling method for
creating synthetic samples instead of replicating samples in the dataset was used.
Specifically, the adaptive synthetic (ADASYN) algorithm which balances binary
classes was used for the present study [HBGL08]. The ADASYN algorithm aims
to improve class balance by synthetically creating new examples from the minority
class via linear interpolation between existing minority class examples. The idea
behind this algorithm is using a weighted data distribution for different minority
class samples with respect to their capacity in learning [HYGS08]. The algorithm
works creating more examples in the vicinity of the boundary between the two classes
than in the interior of the minority class. In our case, the dataset has been extended
to also handle multiple classes (k classes) by simply calling the ADASYN algorithm
for k − 1 classes that are not the majority class and merging the obtained results.
After the DA process, the number of ACR scores for each class was: ’1’: 970, ’2’:
893, ’3’: 626, ’4’: 450, ’5’: 406, for a total of 3345 values. As explained above, the
majority class has always the same dimension. The other classes were augmented
to reduce the gap between the classes.

2.6.3 QoE estimation model

Two ML-based QoE estimation models based on the features described in Section
2.6.1 were defined. Specifically, the QoE models are as follows:

• AU&GDtoQoE : takes as input for each video the features related to the
viewer’s facial expressions and gaze direction (VGD, FAUc , and IAUr), and as
output the viewer’s QoE.

• AU&GD&KQItoQoE : takes as input for each video the features related to the
viewer’s facial expressions and gaze direction (VGD, FAUc , and IAUr), and the
impairment level of the measured video KQIs (KQIILl) and as output the
viewer’s QoE.
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Both the two QoE estimation models were implemented with two different classifiers,
namely an SVM with a quadratic kernel and a k-NN, to find a pattern within the
features dataset that could describe a correlation with the QoE final score provided
by the viewers. The k-NN has been set using the City-block distance metric, consid-
ering the neighbours’ number equal to 1 and the Square inverse distance weight. The
SVM has been set several times by changing the box constraint level and the kernel
scale size but it always achieved lower results than the k-NN. The classifiers were im-
plemented with the MATLAB software using specific machine learning libraries and
the parallel computing toolbox supported by the CUDA drivers3. Finally, for QoE
prediction I considered the three quality scales in Table 2.3. The best performance
results were obtained with the k-NN classifier in all cases.

Rate
ACR 5-level 3-level 2-level
quality scale quality scale quality scale

1 Excellent
Very good

Very good2 Good
3 Fair Sufficient
4 Poor

Bad Bad
5 Bad

Table 2.3: The three considered quality scales.

2.7 Experiment Results

In this section, the performance of the ML-based QoE estimation models proposed
in Section 2.6.3 is evaluated. It has been done using three performance metrics for
ML, i.e., accuracy, sensitivity, and specificity.

Firstly, the model performance is compared with different training/validation
rates (90%/10%, 80%/20%, and 70%/30%) and k-fold cross-validation (k = 5, and
k = 10). For this comparison I used the AU&GD&KQItoQoE model implemented
with the k-NN classifier using the original Crowd+Lab dataset without DA. Results
are provided in Table 2.4. The greatest accuracy, 87.8% and 87.7%, is achieved
respectively by the 70%/30% combination with k = 5 and by the 80%/20% combi-
nation with k = 10. Then, the specificity and sensitivity metrics are analysed. The
specificity is comparable for both the combinations whereas the sensitivity achieves
higher values for the 70%/30% combination with k = 5, in particular for the classes
’3’ and ’5’. Then, this combination is considered to compare the performance of
the QoE model trained with (AU&GD&KQItoQoE) and without (AU&GDtoQoE)
the KQIILl feature. Also in this case the models were implemented with the k-NN
classifier using the original Crowd+Lab dataset without DA. Results are shown in
Table 2.5. It can be seen that considering the KQIILl feature the accuracy in-

3https://docs.nvidia.com/cuda
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creases from 81.9% to 86.8%. Specificity and sensitivity are increased as well when
this feature is considered for model training. Furthermore, using the aforementioned
setting, the model has been trained also without the GD feature. However, results
were quite poor as accuracy reach 60%, specificity ranges from 70% to 90% and
sensitivity ranges from 20% to 60% for all the 5 classes.
Finally, in Table 2.6 I compare the accuracy, sensitivity, and specificity metrics ob-
tained with the AU&GDtoQoE and AU&GD&KQItoQoE models implemented with
the k-NN classifier using the augmented datasets. In particular, for each model I
performed two cross-dataset evaluations (applying DA on the training dataset) and
an evaluation using the combined (Crowd+Lab) augmented dataset (see Section
2.6.2) and a 70%/30% training/validation combination with k = 5 (best combina-
tion obtained in Table 2.4). First of all, it can be noticed that the k-NN classifier
performs better when trained with all features (AU, GD and KQIILl) in terms of
all the considered metrics and for each of the 3 quality scales, which confirm the
results of Table 2.5. This suggests that the impairment level defined in Section
2.5.3 is a feature that allows the ML-based model to better define a pattern within
the features dataset that describes a correlation with the ACR scores. Both the
cross-dataset evaluations achieved good performance but the greatest performance
are achieved training on the combined augmented datasets. For this case, an ac-
curacy of 93.9%, 97.1% and 98.1% is achieved for the 5-level, 3-level and 2-level
quality scales. Indeed, in general the performance achieved using the 2-level quality
scale are higher than those achieved using the 3-level quality scale, which in turn are
higher than those achieved using the 5-level quality scale. However, considering that
using the 5-level quality scale I am defining a mapping between the complete ACR
quality scale and the viewer’s perceived video quality derived from his/her facial
expressions and gaze direction, the achieved performance remain relevant. Nonethe-
less, the greater performance achieved by the 3-level and 2-level quality scales may
be due to the fact that it is easier to identify extreme emotions (such as positive
or negative) from facial expressions whereas halfway emotions are more difficult to
be identified. Still, the use of the 3-level and 2-level quality scales may be useful
for QoE estimation as it may help to identify when the viewer is not satisfied by
the perceived quality, which may be due to the distortions affecting the video re-
production. For example, a 3-level quality scale is used in [LKB+19] to evaluate
whether the video quality is acceptable or annoying (Not Annoying / Annoying but
acceptable / Not acceptable).
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Training Validation k
5-level quality scale

Specificity Sensitivity Accur.

90% 10% 5

1 = 91.73% 1 = 94.79%

86.9%
2 = 95.83% 2 = 87.23%
3 = 97.59% 3 = 77.67%
4 = 98.32% 4 = 72.92%
5 = 98.19% 5 = 72.22%

80% 20% 5

1 = 91.54% 1 = 95.40%

86.7%
2 = 96.11% 2 = 87.02%
3 = 97.03% 3 = 75.50%
4 = 98.25% 4 = 72.75%
5 = 98.37% 5 = 70.10%

70% 30% 5

1 = 91.43% 1 = 95.98%

87.8%
2 = 96.20% 2 = 88.57%
3 = 97.69% 3 = 87.18%
4 = 98.44% 4 = 74.40%
5 = 98.69% 5 = 73.91%

90% 10% 10

1 = 91.89% 1 = 95.80%

86.8%
2 = 95.72% 2 = 84.74%
3 = 95.79% 3 = 87.63%
4 = 99.32% 4 = 77.26%
5 = 98.53% 5 = 78.67%

80% 20% 10

1 = 93.82% 1 = 95.53%

87.7%
2 = 96.11% 2 = 87.26%
3 = 97.21% 3 = 78.67%
4 = 97.51% 4 = 78.57%
5 = 98.60% 5 = 66.67%

70% 30% 10

1 = 91.33% 1 = 93.68%

86.2%
2 = 95.82% 2 = 86.19%
3 = 96.80% 3 = 81.64%
4 = 98.01% 4 = 65.29%
5 = 98.48% 5 = 58.69%

Table 2.4: Comparison of accuracy, sensitivity, and specificity metrics for dif-
ferent training/validation rates and k-fold cross-validation. Results concern the
AU&GD&KQItoQoE model implemented with the k-NN classifier using the origi-
nal Crowd+Lab dataset without DA.
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Model
Training Validation 5-level quality scale 3-level quality scale 2-level quality scale
dataset dataset Specificity Sensitivity Accuracy Specificity Sensitivity Accuracy Specificity Sensitivity Accuracy

AU&GDtoQoE

Lab

1 = 98.00% 1 = 74.19%

78.0% 84.4% 91.4%
2 = 96.39% 2 = 79.17% 1/2 = 95.72% 1/2 = 80.56% 1/2 = 95.36% 1/2 = 91.39%

Crowd 3 = 88.43% 3 = 82.61% 3 = 93.20% 3 = 82.16% 3/4/5 = 95.36% 3/4/5 = 91.39%
augmented 4 = 95.41% 4 = 83.33% 4/5 = 85.77% 4/5 = 87.70%

5 = 92.77% 5 = 76.74%

Crowd

1 = 88.44% 1 = 87.71%

83.5% 93.7% 95.6%
2 = 89.19% 2 = 83.01% 1/2 = 71.50% 1/2 = 98.45% 1/2 = 91.17% 1/2 = 97.84%

Lab 3 = 96.94% 3 = 81.77% 3 = 98.76% 3 = 94.07% 3/4/5 = 91.17% 3/4/5 = 97.84%
augmented 4 = 99.22% 4 = 74.10% 4/5 = 99.53% 4/5 = 89.82%

5 = 99.90% 5 = 77.78%
1 = 91.43% 1 = 95.98%

87.8% 93.6% 96.8%
70% 30% 2 = 96.20% 2 = 86.56% 1/2 = 73.33% 1/2 = 98.15% 1/2 = 94.85% 1/2 = 99.02%

Crowd+Lab Crowd+Lab 3 = 97.69% 3 = 80.18% 3 = 98.50% 3 = 93.08% 3/4/5 = 94.85% 3/4/5 = 99.02%
augmented augmented 4 = 98.44% 4 = 79.40% 4/5 = 99.41% 4/5 = 88.86%
k = 5 k = 5 5 = 98.69% 5 = 78.91%

AU&GD&KQItoQoE

Lab

1 = 99.99% 1 = 88.57%

85.2% 90.5% 95.9%
2 = 98.92% 2 = 77.60% 1/2 = 97.63% 1/2 = 87.23% 1/2 = 98.13% 1/2 = 88.09%

Crowd 3 = 87.17% 3 = 93.75% 3 = 95.25% 3 = 89.78% 3/4/5 = 98.13% 3/4/5 = 88.09%
augmented 4 = 95.11% 4 = 87.62% 4/5 = 91.77% 4/5 = 92.54%

5 = 98.49% 5 = 77.23%

Crowd

1 = 88.02% 1 = 91.76%

86.5% 97.7% 99.0%
2 = 91.50% 2 = 88.03% 1/2 = 98.41% 1/2 = 98.64% 1/2 = 97.18% 1/2 = 99.00%

Lab 3 = 98.09% 3 = 79.80% 3 = 97.75% 3 = 97.78% 3/4/5 = 97.18% 3/4/5 = 99.00%
augmented 4 = 99.52% 4 = 81.05% 4/5 = 99.99% 4/5 = 93.33%

5 = 99.81% 5 = 87.50%
1 = 95.85% 1 = 96.87%

93.9% 97.1% 98.1%
70% 30% 2 = 96.18% 2 = 93.23% 1/2 = 92.17% 1/2 = 98.38% 1/2 = 91.33% 1/2 = 99.36%

Crowd+Lab Crowd+Lab 3 = 98.41% 3 = 90.26% 3 = 97.89% 3 = 96.08% 3/4/5 = 91.33% 3/4/5 = 99.36%
augmented augmented 4 = 98.61% 4 = 89.47% 4/5 = 99.35% 4/5 = 94.02%
k = 5 k = 5 5 = 99.29% 5 = 89.67%

Table 2.6: Comparison of accuracy, sensitivity, and specificity metrics obtained with
the AU&GDtoQoE and AU&GD&KQItoQoE models implemented with the k-NN
classifier using the augmented datasets.

Model
5-level quality scale

Specificity Sensitivity Accuracy

AU&GDtoQoE

1 = 90.49% 1 = 87.52%

81.9%
2 = 93.19% 2 = 84.66%
3 = 94.63% 3 = 82.87%
4 = 98.09% 4 = 70.65%
5 = 98.20% 5 = 70.97%

AU&GD&KQItoQoE

1 = 92.72% 1 = 92.83%

86.8%
2 = 94.73% 2 = 85.21%
3 = 96.41% 3 = 83.50%
4 = 98.32% 4 = 78.75%
5 = 99.26% 5 = 79.10%

Table 2.5: Comparison of accuracy, sensitivity, and specificity metrics obtained with
the AU&GDtoQoE and AU&GD&KQItoQoE models implemented with the k-NN
classifier using the original Crowd+Lab dataset without DA.

2.7.1 Comparison with state-of-the-art QoE models

In this section I compare the performance of the proposed ML-based QoE estimation
model with those of state-of-the-art QoE models in terms of the Pearson correlation
coefficient (PCC) and Root Mean Square Error (RMSE) computed between the
actual MOS and the estimated MOS. To this, I trained a Coarse Tree regression
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model using the MOS values as independent variable (and not the ACR as in the
previous cases) and considering the 5-level quality scale (i.e., the MOS scale). The
regression model uses the Mean Squared Error (MSE) as splitting criterion and it
has the minimum leaf size set to 36. The following results have been obtained using
the 5 fold cross validation with a 70%/30% training/validation combination. The
achieved PCC and RMSE are respectively 0.989 and 0.11.

To the best of the author knowledge, the only valuable ML-based model based on
facial expressions for QoE estimation is [ABSM18]. Indeed, the model in [TDL+15]
was trained and validated with data from only 3 and 2 subjects, respectively, which is
not statistically relevant. Besides facial expression features, the model in [ABSM18]
was trained using also network QoS parameters. The testers involved for creating
the dataset for this model were 16 but no details are given regarding the number of
videos each tester had to watch and evaluate. This model, with its dataset, achieved
a PCC of 0.79, lower than the PCC achieved by our model, and an RMSE of 0.55,
which is five times the RMSE achieved by our model.

Then, I compare the performance of our model with those of QoE objective mod-
els for the single tests. With regard to the Lab test, I used the NR perceptual blur
metric defined in [CDLN07] and implemented with MATLAB[Bao20] to measure
the quality of the 105 test videos used for the Lab test. This metric basically com-
pares the intensity variations between the neighboring pixels of the original image
and the neighboring pixels of the same image after a low-pass filtering step. This
metric achieved a PCC of 0.81 and an RMSE of 0.35. The PCC is lower than that
of our model and the RMSE is three times greater, even considering that our model
achieved that performance for the entire dataset (Lab+Crowd). Note that to com-
pute properly the RMSE, I normalized the MOS values to the 0 − 1 scale used by
the blur metric to evaluate the image quality.

With regard to the Crowd test, the ITU-T P.1203 model [ITU17] implemented
with Python has been used used [RGR+17, RGR+18]4 to measure the quality of
the 20 test videos used for the Crowd test. The P.1203 framework includes a video
quality estimation module, an audio quality estimation module, and a quality inte-
gration module. I set the model to the Mode 3 to access the full bitstream and I
considered the main output O.46, i.e., the final media session quality score. This
model achieved a PCC of 0.987 and an RMSE of 0.28. While the PCC is comparable
with that of our model, the RMSE is more than doubled. In particular, the higher
RMSE is due by an overestimation of the MOS predicted by the P.1203 model with
respect to the actual MOS. The reason may be that this model is solely based on
objective measures of the video quality whereas the proposed model also considers
subjective factors derived from facial expressions that support the performance im-
provement. Again, it must be considered that our model achieved that performance
for the entire dataset (Lab+Crowd).

4https://github.com/itu-p1203/itu-p1203
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2.7.2 Impact of face acquisition frequency and computa-
tional cost

The proposed system is based on the acquisition of the user’s face and extraction
of the relevant features, which have to be performed at the user side, possible in
real-time, as described in Section 2.3. However, in this work, these procedures have
been implemented offline in our lab server and I focused on the design of the system
with particular attention to the QoE estimation performance, without considering
the engineering issues related to the implementation of the estimator in the user
terminal. However, in this section, the impact of the face acquisition frequency on
the QoE estimation is discussed, as well as the computational cost of the procedures
for the extraction of facial expression features and gaze direction from the acquired
face image. To this, specific experiments using the Lab dataset have been conducted
.

Sample rate PCC
1/5 0.995
1/10 0.985
1/15 0.975
1/20 0.964
1/25 0.956
1/30 0.945

Table 2.7: Impact of face acquisition frequency.

I define the sample rate as the rate at which the user’s face video is sampled
to obtain the frames that are used to extract the features needed to build the
dataset. I have evaluated its impact on the system performance by considering
6 sample rates: 1 sample every h frames, with h = 5, 10, 15, 20, 25, 30. The aim is to
investigate whether the QoE estimation accuracy would decrease in case the sample
rate decreases too much with respect to the ideal case (i.e., all frames are used for
QoE estimation). Six feature matrices (as defined in Section 2.6.1 but without the
KQI feature) have been obtained, one for each of the 6 considered sample rates. Then
the PCC between these feature matrices and the ideal (the one without sampling)
feature matrix has been computed. Table 2.7 reports PCC results. It can be seen
as the PCC achieves values higher than 0.94 even when only 1 face image every 30
frames is used to extract the features to create the training dataset. This means
that training the model with this reduced dataset would not impact on the achieved
estimation accuracy.

With regard to the computational cost of the acquisition device, I measured
the system performance during the feature extraction. The average time needed to
extract facial expression features and gaze direction from a 20-second long video
with 30 fps is 19.7 s. When 30 fps videos are considered, on average the duration of
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the video is needed to extract the features. However, by decreasing the sample rate
the extraction time will also decrease. As an example, the extraction time needed
by considering a sample rate of 1/5 is 3.5 s. The tested system was run on a laptop
with 16 GB of RAM and CPU Intel Core I7-7700 HQ. The feature extraction process
required, on average, 580 MB of RAM and the 47% of the CPU.

2.8 Conclusion

In this work, I focused on an ML-based approach to define a QoE estimation model
able to accurately estimate the QoE perceived by users watching video sequences.
The estimation was solely based on the analysis of the facial expressions (in terms
of AUs) and gaze directions of the user while watching the video and on the level
of quality impairment deduced by the measured video KQIs (by defining the KQI-
related feature named KQIIL). Two datasets were used for training and validation.
Among the different classifiers used to train the model, the k-NN classifier achieved
the best performance in terms of specificity, sensitivity and accuracy metrics. More-
over, the model performed better when trained with all the features (AU, gaze and
KQIIL) than with only the AU and gaze features, underlining that the information
about KQIIL is directly connected to the perceived quality and allows for achieving
better QoE estimation performance.

The proposed model outperforms state-of-the-art ML-based and objective video
QoE models in terms of the aforementioned metrics as well as in terms of PCC and
RMSE. Specifically, I achieved performance in terms of PCC and RMSE of 0.989 and
0.11, respectively. State-of-the-art studies that consider facial expression estimation
were able to achieve a PCC of 0.79, which is quite lower than what I achieved,
and an RMSE of 0.55, which is five times the one I obtained. I also compared our
results with two relevant QoE objective models. One that is appropriate for the
blurring impairment with introduced in one dataset, which achieved a PCC of 0.81
and an RMSE of 0.35, which are again worse than ours. Another that is optimal for
measuring impairments typical of video streaming scenarios that I considered in the
second dataset of our experiments, i.e., the P.1203 framework. The latter achieved
a PCC of 0.987 and an RMSE of 0.28. While the PCC is comparable with that of
our model, the RMSE is more than double with respect to ours.
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Smart context applications





Chapter 3

Approaching QoE to smart
scenarios

The previous sections highlight that a correlation between expressions, emotions and
perceived quality exists. Based on the obtained good results of the application in a
smart scenario, as the next step, I decided to test this approach in a smart context.
For this kind of approach, the typical scenario could be a smart city or a smart room,
in which people can be monitored with the previous techniques. For this reason,
smart-cities and smart-rooms environments have been studied. At the moment that
I started studying them, there was not any declaration of QoE about these two
environments. Thus, I started defining a smart-city QoE modelling approach.

3.1 Quality of Experience Management of Smart

City services

The increasing efforts in research activities related to the Quality of Experience
(QoE) reflect the fact that perceived quality is a key criterion for evaluating sys-
tems, services or applications during the design phase or during operation [MR14].
Traditionally, the QoE is mainly focused on networked multimedia and communica-
tion applications, where the person that uses an ICT product takes the role of a user
[LCMP12]. However, authors of [MR14] extended the QoE concept to a more global
view providing the following definition: “QoE is the degree of delight or annoyance
of a person whose experiencing involves an application, service, or system”. The
inclusion of the terms ‘system’ and ‘person’ allows for considering the QoE even for
those experiences where the interaction with the application, service or system is
not at the core of the consideration, e.g., a person attending a concert. Also, QoE is
defined as “an assessment of the human experience when interacting with technology
and business entities in a particular context” [LC12].

In this work, I aim to discuss the applicability of the aforementioned QoE con-
cepts to Smart City services. Smart Cities aim to create sustainable economic devel-
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opment and high quality of life by excelling in multiple key areas such as government,
transportation, environment, healthcare, living, energy. ICT infrastructure and ser-
vices represent one of the enabling factors for the actual implementation of Smart
Cities [BM15]. In a city traditional public services are those services offered to the
citizens, such as public transport, healthcare, education, for which the presence of
ICT was limited or not necessary. Smart City services may then be considered as an
‘extension’ or an ‘evolution’ of traditional public services, supported by an important
(but not essential) presence of ICT systems, with the objective to make everyday
human activities better supported by digital systems. As the offered smart public
services have to be user-centric, the key challenge is to evaluate, design and stan-
dardize new solutions oriented not only to ensure high performance with respect to
the Quality of Service (QoS) but also to guarantee high levels of QoE perceived by
the citizens.

To the best of author knowledge, the study in [BM15] is the first and only one
discussing QoE for Smart Cities. The authors provide an initial analysis and indicate
some factors related to QoE in the smart city context, i.e., usability, personalization,
usefulness, transparency, accessibility, efficiency, learnability and findable. However,
how QoE should be managed in the Smart City context is not discussed, which is
the aim of this work.

3.1.1 Quality management for traditional services

Traditional public services refer to those services offered to the citizens, such as
public transport, healthcare, education, for which the presence of ICT was limited
or not necessary. For these services, most of quality models proposed in the litera-
ture measure the service quality as the difference between the customer’s expected
service quality and perceived service quality, along different quality dimensions
(QDs) [Yar14]. Expected and perceived service quality are collected from customers
through customers’ interviews. One of the most relevant models is SERVQUAL, a
multidimensional quality model for measuring customers’ perceptions as a function
of 5 service QDs (assurance, empathy, reliability, responsiveness and tangibility) that
can be generalized to any type of service [PZB88]. Indeed, SERVQUAL has been
used as the basis to measure the quality of several traditional public services, such
as student’s satisfaction [HIRR09], healthcare service quality in a hospital [Lee17]
and quality of transit services [BDF16].

Fig. 3.1 shows the quality management framework for traditional public services.
Surveys and interviews are conducted to collect expected and perceived quality from
customers as well as the importance of the considered QDs for that specific service.
This is useful to understand which QDs have more influence on the quality perceived
by the user so that quality management actions may be directed to specific QDs.
Objective measurements are also conducted by the service providers to evaluate the
service performance, which should satisfy well-defined targeted quality values de-
cided by the service provider during service planning, and can be seen as the QoS in
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Figure 3.1: Quality management framework for traditional public services.

telecommunications systems. Then, the comparison of objective measurements with
the collected subjective opinions is aimed at investigating whether the customers are
satisfied with the provided service and, on the contrary, to suggest the QD of the
service that are not appreciated by the customers and need intervention.

In the following list the limitations with reference to quality management for
traditional services are highlighted:

1. Quality monitoring is not automatic: service providers conduct time consum-
ing and costly quality measurements, mainly through surveys and interviews.

2. Influence of QD variation is not investigated : quality measurements regard
different QDs but how the variations of these QDs may influence the overall
perceived customer quality is not investigated.

3. Objective and subjective quality measurements are collected at different times :
objective and subjective quality measurements should be measured simulta-
neously to find a correlation between them.

4. QoE models cannot be defined : as a consequence of points 2) and 3), no QoS-
to-QoE model can be derived from quality measurements.

5. Difficulty to adjust quality in real-time: even if a model is defined, generally
it is not possible to ‘act in real-time’ to adjust the quality. As an example,
consider transport service: if a line becomes crowded, the service provider
cannot instantly decide to provide more vehicles to serve all customers; gen-
erally, the number of customers for each line are observed for a certain period
of time to decide how to distribute the vehicles to provide the best service to
the customers.

6. Long temporal scale: quality evaluations and resulting correcting actions for
quality improvement are performed on a long temporal scale (monthly/yearly)
making this process inefficient in case quality degradation events occur between
two quality evaluation times.
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Figure 3.2: Proposed QoE-aware management framework for smart services.

3.1.2 Quality management for Smart City services

Smart City term is referred to those traditional public services which are importantly
(but not essentially) supported by ICT for providing enhanced service quality and
supplementary functionalities to the customers. For example, in smart healthcare
and smart transportation the essential elements of the service remain respectively
the doctors and the means of transport; however, ICT may improve overall customer
perceived quality by providing digital and additional functionalities to the customers
such as telemedicine for healthcare and smart ticketing solutions for transport ser-
vices.

As defined in [LCMP12], QoE is influenced by system, human and context fac-
tors. For pure ICT services (e.g., video streaming, VoIP), the QoE is typically
evaluated by conducting subjective quality assessment in laboratory, i.e., standard-
ized and controlled tests in which people are asked to rate the perceived quality for a
specific service. Quality ratings provided by users are used as ground-truth to derive
a correlation between variations of influence factors and variations of perceived QoE,
which are often nonlinear [RESD10, FHTG10b, TLPM17]. Mathematical QoE mod-
els are then built ‘off-line’ and can be used ‘on-line’ to manage almost in real-time
the service’s resources to provide a satisfactory service to the users. Unfortunately,
it is not possible to replicate in a laboratory a Smart City service and study how
QoE is influenced by influence factors. Therefore, the QoE must be estimated on
the fly while the service is provided. Also, besides human, system and context in-
fluence factors, for QoE evaluation of Smart City services I also consider service
influence factors, which are those factors that have an important impact on the
perceived service quality. For example, influence factors for transport services are
vehicle cleanliness, space on board, waiting time [BDF16].

In Fig. 3.2, it is shown the proposed QoE-aware management framework for
Smart City services. Besides allowing more automated and digitally assisted ser-
vices, ICT systems may also be used to support the evaluation and management of
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the quality of smart services by supplementing limitations of quality management
for traditional public services. The technologies I consider for achieving this ob-
jective are the Internet of Things (IoT) and machine learning (ML). Sensors and
actuators taking part in an IoT network can be used to acquire and collect objective
quality measures of service performance. For example, with regard to the transport
service, the GPS may be used to track the vehicle position and estimate bus fre-
quency and regularity; also, passenger’s comfort may be measured in terms of space
on board, vehicle cleanliness and driving style. The first two can be estimated with
ML algorithms from images recorded by cameras installed inside the vehicle. The
driving style can be estimated by means of sensors (e.g., accelerometer) installed
inside the vehicle. In this way, most of quality measures can be collected without
asking customers about the perceived quality, avoiding to annoy them and saving
time and money. Moreover, sensors may be used to measure context factors such as
environment factors, time of day, mobility.

A service’s App may be developed to provide the customers with a multimedia
human-to-machine interface with the service, which can be used to select service
settings and preferences as well as to visualize service information. Also, by means
of this App, the customer will be able to provide feedback regarding the perceived
service quality. Considering again the transport service as an example, the App may
provide the customer with supplementary functionalities such as find the vehicle stop
and read the timetables as well as buy and validate electronic tickets. When the
trip is over, the customer may leave comments about the perceived quality of the
trip. This App feature will replace the traditional manual conduction of survey
and interviews for collecting customer’s opinions. Furthermore, having a personal
account allows the collection of human factors such as age, sex.

Quality estimation and management will run in a cloud system. The objective
measures of system performance obtained through the IoT devices are used in QoE
models and can be complemented with subjective opinions that are collected during
and after the provisioning of the service through the service’s App, which clearly
involve directly the users. Therefore, in this case the correlation of objective and
subjective data would be possible as these measurements are collected automatically
and simultaneously thanks to the ICT elements. Continuous data observation allows
to build dynamic QoE models, which are a function of system, human, context and
service factors and evolve with the time as a function of changes in the observed
data. Also, different and personalized QoE models can be created, which may differ
on the basis of the customer’s profile.

The predicted QoE has an impact on the customer reaction (service dissatisfac-
tion, leaving the service, not paying, influencing the opinion of other people also
through social networks). As a consequence, the provider takes some correcting
actions that impact mostly on the resources, prices and communications activities.
These clearly have an impact on the users and are discovered through measurements.
The support of ICT allows to constantly monitor the quality of the provided service
and to promptly react each time insufficient quality is observed.



66 CHAPTER 3. APPROACHING QOE TO SMART SCENARIOS

The challenges raised by the proposed QoE-aware management framework are
not trivial. First, different Smart City services have different requirements and pro-
vide different functionalities. Second, most of ICT technologies which may support
smart services are emerging and not standardized, such as the IoT, Wireless Sensor
Networks (WSN) and cloud services. Interoperability and scalability issues should
be considered as well as data privacy. Therefore, the measurement and management
of the QoE for these services and technologies should be accurately designed and
tested for different and practical scenarios.

3.1.3 Conclusion

This work investigated the applicability of QoE management on Smart City services.
I discussed the limitations of quality management for traditional public services
(services for which the presence of ICT technologies is limited or not necessary).
Then, I proposed a potential framework for the QoE management in Smart City
services (traditional public services supported by an important, but not essential,
presence of ICT systems), which is based on Internet of Things and machine learning
for QoE prediction and management.

3.2 Ambient Illumination and Noise Effects on

QoE

Investigating the smart city scenario, I concluded that the environment itself could
be an impact factor for the perceived quality. Control the QoE level in a wild sce-
nario without having the managing of the external stimuli and also without knowing
which stimuli could appear, it is not the best scenario to make a study about a QoE
management system. For this reason, in the next sessions, I set a laboratory test, in
order to understand first if the environment could affect the perceived QoE and if
the emotion could help to understand the impact of different ambient condition illu-
mination and noise sounds. As a first step, the objective of this study is to evaluate
the effects of ambient illumination and noise on two multimedia consumption sce-
narios: watching a video on TV and reading a comic strip on a tablet. To this aim,
I organized an experiment furnishing a room with a sofa, a TV and a tablet to im-
plement the video streaming and reading sessions in a simulated home environment.
Different combinations of ambient illumination were simulated alternating bright
light ambient, soft light effect and dark condition. Furthermore, an annoying noise
to simulate an external noise disturbing the multimedia consumption of the partic-
ipants was selected. Then, I conducted a subjective quality assessment involving 20
people, which were asked to rate the perceived QoE using the Absolute Category
Rating (ACR) 5-level quality scale and to express their emotions completing the
Self-Assessment Manikin (SAM) questionnaire. Finally, the impact of illumination
and noise on ACR ratings and SAM scores is evaluated computing the Multivariate
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Analysis of Variance (MANOVA). A linear parametric model to predict the QoE
based on illumination and noise context factors has also been proposed.

3.2.1 Related Works

Most of the studies regarding the evaluation of the QoE for multimedia services
investigate the effects of impairments affecting the network state, the media qual-
ity and the application performance [FHTG10a, PBC16, SES+15]. Some studies
also took into account the influence of the context on QoE. [MHSK+18] focuses
on the potential of enhancing QoE management mechanisms by exploiting valu-
able context information. [LHM+18] investigates the value of context-awareness in
bandwidth-challenging HTTP adaptive streaming scenarios. [SNR15] proposes a
proactive adaptation policy to prevent application unusable state due to contextual
changes. These states are classified as: computing environment (CPU, memory,
available networks), user environment (physical and mental state of the user) and
physical environment (location, weather, noise). In [MZ5], the authors propose,
develop and validate a Context-aware approach for Quality of Experience mod-
elling, Measurement and prediction (CaQoEM), which incorporates several context
attributes and QoE parameters to measure and predict users’ QoE under uncertainty
using Bayesian networks, utility theory and a bipolar scale.

To the best of author knowledge, [WSSE15] is the only study considering the
ambient noise as a factor influencing the QoE. Specifically, they focused on the users
of a mobile video streaming system that can not appreciate the sound of a video if
the volume of the ambient noise is too high. They propose to monitor the ambi-
ent noise with the microphone of the mobile device and to increase automatically
the volume of the audio track in case the ambient noise exceeds a threshold of 75
dB. Moreover, the effects of ambient illumination on QoE have been considered for
assessing 3D video quality and multimedia services. In [NDKAK12], the effects of
ambient illumination on 3D video quality and depth perception are investigated
by conducting subjective tests under four different ambient illumination conditions
(i.e., 5, 52, 116, and 192 lux); 5 lux corresponds to a dark condition, while 192 lux
indicates a bright light environment. From the results, it has been observed that
when the ambient illumination in the content access and consumption environment
increases, the MOS ratings of the viewers for the perceived video quality also in-
crease. Conversely, when the ambient illumination increases, the perceived depth
MOS ratings of the viewers decrease. In [JAPM18], a subjective quality assessment
is conducted where participants watched 10 video sequences at different resolutions
and bitrates enriched with light, vibration and air flow sensory effects. With regard
to the lights, the results indicate that additional light effects reduce eye strain due
to a smoother lighting difference between display and background.
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Figure 3.3: Room where the experiment was conducted.

3.2.2 Methodology

In this Section, the considered scenario and the details regarding content prepara-
tion, experiment design and subjective quality assessment have been described.

Considered Scenario

The objective of this research is to investigate the effects of ambient illumination
and noise on the quality perception related to two different multimedia consumption
scenarios: watching a video on TV and reading a comic strip on tablet. To this aim,
I organized an experiment and conducted a subjective quality assessment for quality
evaluation. I furnished a room with a sofa, a TV and a tablet to implement the
video watching experiment and the reading experiment as if they were consumed in a
home environment. In Fig. 3.3, I show a picture of the room, which is equipped with
6 overhead lights (OL) and 3 dome lights (DL) behind the TV. I set the experiment
focusing on different combinations of room illumination and presence or absence
of annoying noise to introduce ambient context stimuli to the video watching and
reading experiences. For the video watching experiment, 3 different illumination
conditions have been considered: i) overhead lights on and dome lights off (bright
light ambient); ii) overhead lights off and dome lights on (soft light effect); iii)
overhead lights off and dome lights off (dark condition). I did not consider condition
iii) for the reading experiment as with all lights off it was too dark to read the comic
strip on the tablet, which was set on reading mode to simulate reading on paper. All
the illumination conditions were implemented with both the presence and absence of
annoying noise. The audio file used to introduce the annoying noise was downloaded
from YouTube and is the audio of a sander with sound intensity of 110 dB. I cut
a 13-second audio sequence from the original audio. For the experiment conditions
considering the presence of noise, the audio of the sander is reproduced in the room
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2 s later the start of the watching/reading experience.

Content preparation

For the video watching experiment, 6 different video contents belonging to the same
genre (action) were selected. The videos have a native resolution of 4K (3840×2160),
were downloaded from YouTube, and do not have any kind of impairments. a
15-second video sequence from the original videos has been cut, so that all test
videos had the same length. The cut videos were then encoded at the 4K resolution
(3840× 2160) at 30.00 fps with the MP4 codec.

The videos were reproduced on the SAMSUNG TV UHD 4K Flat Smart JU6800
Series 6 with a 60-inch diagonal screen and aspect ratio 16:9. The native screen
resolution is 3840 × 2160 pixels. The Recommendation ITU-R BT.2022 [ITU12]
suggests to watch a screen with 3840 × 2160 resolution at the optimal distance of
1.6H, where H is the height of the TV screen. The SAMSUNG TV is 74.72 cm
high, then the sofa where the participants sit to watch the TV was at the optimal
distance of 1.2 m.

For the reading experiment, I selected 4 different Peanuts comic strips with the
same structure, i.e., divided in 4 blocks with a gag in the last block. The comic strips
are JPEG images with 1600×1381 pixels resolution. The comic strips were watched
on the HUAWEI MediaPad M3 tablet, which has an IPS 8.4-inch diagonal screen
with a WQXGA resolution, 2560× 1600 pixels. The tablet was set in reading mode
with the Reading Mode App for Android with the following settings: brightness
50%, BlueLight filter enabled, BlueLight filter density 10%, and Redness 10%.

3.2.3 Experiment design

The ambient stimuli (illumination and noise) are the independent variables of the
experiment, whereas the results of the subjective assessment are the dependent
variables.

Independent Variables

Ambient illumination and noise are the ambient stimuli affecting the watching and
reading experience. I considered three ambient illumination conditions: i) OL off
and DL off (only for the video watching experiment); ii) OL on and DL off; iii) OL
off and DL on. I considered two ambient noise conditions: i) absence of noise; ii)
presence of annoying noise in the room. Table 3.3 summarizes all the considered
experiment conditions (ECs).

Dependent Variables

Absolute category rating (ACR) ratings and self-assessment manikin (SAM) scores
are employed to capture respectively variation in perceived QoE and emotional state
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EC Media End device Illumination Noise
1 4K video TV OL OFF & DL OFF No
2 4K video TV OL ON & DL OFF No
3 4K video TV OL OFF & DL ON No
4 4K video TV OL OFF & DL OFF Yes
5 4K video TV OL ON & DL OFF Yes
6 4K video TV OL OFF & DL ON Yes
7 Comic strip Tablet OL ON & DL OFF No
8 Comic strip Tablet OL OFF & DL ON No
9 Comic strip Tablet OL ON & DL OFF Yes
10 Comic strip Tablet OL OFF & DL ON Yes

Table 3.1: Experiment conditions (EC). OL: overhead lights; DL: dome lights.

of participants.

• A single discrete, five-class ACR scale with five category labels (Bad, Poor,
Fair, Good and Excellent) according to ITU-R Rec. P.800 [ITU08];

• Three discrete, nine-class graphical rating scales for emotional dimensions (va-
lence, arousal and dominance) from the SAM technique [BL94], which is a
non-verbal pictorial assessment to evaluate emotions.

3.2.4 Subjective quality assessment

In total, 20 Italian participants, 5 females and 15 males between 25-45 years old,
were recruited for the subjective quality assessment. All subjects reported normal
or corrected-to-normal vision and were compensated at the end of the experiment
with 5. The assessment was conducted in the test room shown in Fig. 3.3, which is
located in the Department of Electrical and Electronic Engineering (DIEE) of the
University of Cagliari, in Cagliari, Italy.

Before conducting the assessment, the participants were explained about all the
different experiment conditions they had to evaluate. They were informed that the
ambient conditions would be changed and they were asked to evaluate the overall
perceived QoE by considering both media quality and ambient conditions. To give
participants an overview of the different stimuli involved in the experiment, two
training videos and comic strips were shown while the different conditions of room
illumination and the presence of annoying noise were introduced. The participants
were also trained about the utilization of the ACR quality scale for rating the overall
QoE and the SAM questionnaire to express their emotions.

An ad-hoc platform has been developed to show the videos and comic strips to the
participants as well as to collect the participants’ QoE ratings and SAM scores. The
platform has been developed using the Bootstrap open source toolkit for developing
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Web applications: HTML5 was used for the front-end side and JavaScript for the
back-end side. The WebRTC JavaScript library has been used for video streaming.
The videos were played in full screen mode on the TV screen. Special attention has
been given to the end user interface to create a user friendly platform. In fact, the
platform guides the user through the video playing, comic strip reading, and rating
phases with simple and intuitive buttons/indications. The participant interacts with
the TV screen with a mouse (the keyboard is provided only for inserting the name)
and with the tablet using its touch-screen. After watching each video (reading each
comic strip) the participants were asked to rate the overall perceived QoE (including
the impact of the ambient stimuli) and complete the SAM questionnaire on the basis
of the perceived quality and emotions. After the submission of the rating scores, the
next video (comic strip) was shown. The overall time needed to complete both the
watching and reading assessments was about 15 minutes. It is important to highlight
that the ECs in Table 3.3 were presented in random order to the participants.

3.2.5 Results

In Section 3.3.3, the results of the subjective quality assessment in terms of Mean
Opininon Score (MOS) are presented. The impact of the independent variables
(illumination and noise) on ACR ratings and SAM scores is evaluated based on the
Multivariate Analysis of Variance (MANOVA) in Section 3.3.3. Finally, in Section
3.2.5, aa QoE prediction model to estimate the QoE based on the ambient stimuli
is proposed.

Mean Opinion Score

In Fig. 3.8, I show the MOS scores with 95% confidence interval (CI) computed for
each of the 10 ECs in Table 3.3. From these results, it can be seen that the noise
had a really negative impact on the perceived users’ QoE, especially for the video
watching experience. After participating to the experiment, the participants com-
mented that the noise was so annoying while watching the video that they were not
able to follow what was happening on the video. However, some participants were
able to concentrate and read the comic strip even with the presence of the noise. For
this reason, the MOS scores for the reading experience disturbed by the noise (MOS
between 2 and 2.5) are slightly greater than the MOS scores for the video streaming
experience (MOS lower than 2). Moreover, the ambient illumination does not have
any influence when the noise is present because this has total predominance on the
perceived quality. On the other hand, when the noise is absent, the participants
perceived a good QoE (MOS equal or greater than 4). Specifically, slightly better
QoE is perceived when DLs are on and OLs are off, for both the video watching and
reading experiences.
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Figure 3.4: Mean Opinion Score (MOS) with 95% confidence interval (CI).

Multivariate Analysis of variance

The effects of ambient illumination and noise on ACR ratings and SAM scores
(valence, dominance and arousal) are shown respectively in Fig. 3.5 and Fig. 3.6.
Results demonstrate that the three different illumination conditions do not provide
significant different effects on the four metrics. Indeed, the values assumed are
within similar ranges for each illumination condition. In contrast, the effect of the
noise is highly relevant on ACR rating and valence as the presence/absence of noise
produces two separated groups of ACR ratings and valence scores. Specifically, the
presence of noise greatly decreases the perceived QoE and valence. Instead, the
noise does not seem to have a relevant impact on arousal and dominance.

In order to statistically investigate the effects of ambient illumination and noise
on ACR ratings and SAM scores, I computed two-way repeated-measures MANOVA,
which allows to identify differences between groups of collected scores based on the
variation within and between different groups. Table 3.2 shows the effect of the
two independent variables (illumination and noise) and of their combined effect on
ACR rating, valence, dominance and arousal. It can be noticed that only the noise
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(a) (b)

(c) (d)

Figure 3.5: Effects of illumination on: (a) ACR-rating; (b) valence; (c) dominance;
(d) arousal.

Metric Illumination Noise Illumination∗Noise

ACR rating
F 1.75 494.85 0.18
p 0.55 < 0.001 0.83

Valence
F 3.00 193.56 0.14
p 0.05 < 0.001 0.87

Arousal
F 1.54 23.52 0.14
p 0.22 < 0.001 0.71

Dominance
F 1.11 0.09 1.72
p 0.33 0.77 0.19

Table 3.2: MANOVA analysis results.

shows a large effect on ACR rating (F = 494.85, p < 0.001), valence (F = 193.56,
p < 0.001) and arousal (F = 23.52, p < 0.001). However, no effects of ambient
illumination resulted on the four metrics. Same result is obtained for the combined
effect of noise and illumination. Therefore, statistical results emphasise that only
the ACR rating, valence and arousal groups related to the absence of noise condition
are significantly different from those related to the presence of noise condition.

Furthermore, I computed the Pearson correlation between:

• ACR ratings and valence: 0.82;
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(a) (b)

(c) (d)

Figure 3.6: Effects of noise on: (a) ACR-rating; (b) valence; (c) dominance; (d)
arousal.

• ACR ratings and dominance: 0.02;

• ACR ratings and arousal: -0.36.

These results show that ACR ratings and valence scores are correlated; indeed, both
of these metrics assume lower values in presence of noise whereas greater values are
assumed when the noise is absent (see Fig. 3.6 (a)-(b)). Such a result highlights
the importance of the emotions felt by the participant on the perceived quality
during the watching/reading experience. By contrast, arousal and dominance are
not correlated with ACR ratings.

QoE prediction

The subjective ratings provided by the participants have been divided into two
datasets: a training dataset composed of the ratings provided by 14 participants
(70% of the total) and a validation dataset composed of the ratings provided by
the remaining 6 participants (30% of the total). The training/validation dataset
selection followed a 5-fold cross-validation configuration. From the training dataset,
I computed the MOST values, while from the validation dataset, I computed the
MOSV values.
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A linear parametric model has been investigated to define a quality prediction
model based on ambient illumination and noise stimuli. It is defined as follows:

MOSp = an ·Noise+ ai · Illumination+K (3.1)

where an = −2.341, ai = 0.089 and K = 4.184 are the coefficients obtained com-
puting the linear regression between the stimuli and the MOST scores. Noise and
illumination can assume the states described in Section 3.2.3. Finally, I computed
the Pearson correlation between the MOSv values and the MOSp values predicted
with the model in Eq. (3.1), which is 0.97. This result indicates that the pro-
posed model can be used to predict the perceived QoE when the states of noise and
illumination context stimuli are known.

3.2.6 Discussion

The effects of ambient illumination and noise on video watching and reading expe-
riences have been investigated. The following findings are drawn:

• The presence of annoying noise has a relevant negative impact on user’s QoE
and valence;

• Ambient illumination has a slight impact on QoE and valence. Similarly to
[NDKAK12] and [JAPM18], soft light effect is preferred than bright light ambi-
ent. However, the participants tended to ignore illumination conditions when
the noise was present because this was too much annoying and predominant;

• QoE and valence are correlated. It seems that for this specific experiment the
perceived quality is greatly influenced by the result of the emotions felt during
the multimedia experience.

These results are interesting and open us to future challenges. The objective is to or-
ganize further experiments considering separately the effect of ambient illumination
and noise to better identify their impact on QoE. Also, besides quality evaluation,
I aim to implement control actions as a reply to the external stimuli. The room
may be equipped with a noise sensor to detect annoying noise overlapping with the
audio track of the watched video. This information may drive a smart room con-
troller to implement some actions, such as increasing the volume of the audio track
or suggesting the user to wear headphones. With regard to ambient illumination,
people living in the same house may have different preferences about illumination
conditions when watching videos. Controllable dome lights may be used to set an
illumination being a trade-off among each person’s preference. Furthermore, those
people may be automatically recognized using a camera which records the TV view-
ers. Moreover, recording the face of the viewers may also be useful to predict the
QoE from viewer emotions as results demonstrated the strong correlation between
QoE and valence. If the viewer’s face expresses a negative emotion, probably his
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perceived QoE is low. Emotion information may then be matched with context
information sensed by IoT devices and used to drive QoE management. Machine
learning may also be used to improve the accuracy of QoE models [TPDL18].

3.3 Quality of Experience Eye Gaze Analysis On

HbbTV Smart Home Notification System

Nowadays we have a lot of devices always on and wired that could manage different
systems of the house. Starting from this idea and the past work on a smart room, I
set an experiment with an HbbTV able to show pop-ups about the incoming people
at the door, incoming calls, notifications of the washing machine and status changing
of a cooking monitor system. Furthermore, using the pieces of information given
by the previous works about the prediction of the QoE with facial expressions and
gaze direction characteristics, I tested the efficiency showed by the gaze direction
features to understand the engagement level of the user with the pop-up windows.

Television has acquired a central role in the home environment being able to
deliver multimedia content to the end users. Several studies presented different
solutions to manage resources in order to broadcast multimedia contents in a real
environment [JM, DAF+18, SJR18, FMP12].

Integrated broadcast-broadband (IBB) systems allow broadcasters combining
traditional with new type of contents (i.e., due to multifunctional applications) to
the end-user [IR]. Recent studies have started to consider the HbbTV as the central
hub to handle notifications regarding the smart home devices [SGCAM17]. Several
European broadcasters started to take advantage of these new opportunities. For
example, the British Broadcasting Corporation (BBC) carried out a new testing
system in order to help manufacturers in testing performance of HbbTV devices
to allow synchronization between TV applications and companion screen services
with a program or channel that is being watched on the TV [BBC]. Moreover, the
HbbTV Certification Group developed an HbbTV Operator Application (OpApp)
to allow TV broadcasters:

• to control the user experience on Smart TVs and Set Top Boxs (STBs);

• to enable service-related TV operator support on consumer owned devices;

• to improve services maintaining the same level of functionalities over operator
owned and consumer owned devices.

The research community is proposing new IBB systems to integrate hetero-
geneous applications and services provided by devices placed in a common envi-
ronment, performing different operations, and able to communicate using different
communication standards [FPC+16, OOI+, MBSV19]. The HbbTV integrates and
shows into the reproduced multimedia TV contents the notifications coming from
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the various smart home devices, such as the smartphone, the video door-phone, the
presence sensors, the washing machine, etc. In this way, the user does not have to
control different devices while enjoying the preferred TV contents but the important
notifications are directly shown on the TV screen [GPAF18].

Therefore, there is a need to evaluate the impact on-screen notifications would
have on the user’s perceived Quality of Experience (QoE) [LCMP12]. Indeed, in
some cases notifications may disturb the user and negatively impact the QoE per-
ceived for the watched video contents. For these reasons, in this work I present
the results of a subjective quality assessment involving 30 people, aimed to evaluate
the impact of on-screen notifications while they are watching TV video contents.
Moreover, test participants were monitored while watching the video using the eye’s
gaze direction to measure the attention of the participants towards notifications.

Specifically, I considered notifications as pop-ups appearing on the TV screen
while users are watching video contents. The impact of different pop-up charac-
teristics, namely sound and content type, has been investigated. Three different
options are considered for sound, i.e., no sound, notification and alarm, whereas the
pop-up content mentions to the type of smart home devices sending the notification.

Besides asking users regarding the overall perceived QoE and usefulness/appreciation
of the different pop-up characteristics, I aim to obtain interesting results from the
analysis of user’s gaze direction as this may reveal unconscious behaviour of the
users.

3.3.1 Related Works

The majority of the QoE studies regarding multimedia services are focused on eval-
uating the effects of the impairments affecting network transmission, media quality
and application performance [FHTG10a, PBC16, SES+15]. However, other stud-
ies considered also the impact of the context on QoE. [MHSK+18] focused on the
potential of enhancing QoE management mechanisms by exploiting valuable con-
text information whereas [LHM+18] investigated the value of context-awareness in
bandwidth-challenging HTTP adaptive streaming scenarios. [PFA19] focused on
impairments provided by the surrounding environment, such as lights and noise,
while watching a video on the TV. All these aforementioned studies investigated ad-
ditional stimuli that are not linked to the multimedia content but that could impact
on the overall QoE perceived by the end user.

Pop-up notifications may also have an impact on the perceived QoE of a mul-
timedia content. The studies in [IH10, WMW15] investigated the reactions of the
users to screen notifications. It resulted that notifications are disruptive for the sub-
ject focus. However, estimating a person’s focus of attention is a challenging task. In
[SYW01], authors have developed a system to predict focus of attention in a meeting
situation from acoustic and visual information. An omnidirectional camera was em-
ployed to simultaneously track participants’ faces around a meeting table and neural
networks were used to estimate their head poses. In addition, microphones were used
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to detect who was speaking. In [RA14], an eye-tracking methodology was used to
assess the gaze path of users in goal-directed and free-viewing tasks when viewing
e-commerce pages with advertising banners. The objective was to identify the posi-
tion where a banner becomes blind for the users. The study in [EPCZ10] has shown
that distortions located in salient video regions have a significantly higher impact on
quality perception as compared to distortions in non-salient video regions. For this
reason, gaze direction is often integrated into image and video quality metrics with
the objective to further improve their quality prediction performance [BBE+09].

In this work, I extend the limited research regarding the impact of pop-up notifi-
cations on video quality of experience by considering different pop-up contents and
sounds and by employing the gaze direction to assess the user’s attention towards
the appeared pop-up.

3.3.2 Methodology

The objective of this research is to investigate the effects of pop-up appearance on
the user’s QoE by considering both the user’s subjective perception and the eye’s
gaze direction. From subjective perceptions I aim to collect insights regarding the
annoyance and utility provided by pop-up appearance on the users based on the pop-
up content type. Indeed, notifications from different smart home devices may have
a different impact on user’s perceptions. Some may be considered useful whereas
other annoying. Moreover, 3 different options for the pop-up sounds have been
considered, i.e., no sound, notification and alarm. No sound means that the pop-up
just appears silently on the video without any sound (audio signal). The notification
sound is a short sound similar to a message notification in a smartphone whereas the
alarm sound is a short louder sound similar to a siren. Finally, to further evaluate
user’s perception, I measured and analyzed the eye’s gaze direction to investigate
the user’s attention towards the pop-up. The aim is to understand whether different
content types and positions may stimulate different levels of attention to the users.

Throughout the next sections, I shortly describe the methodology followed for
tests presenting the HbbTV system, the test environment and setup, the subjective
quality assessment, and the eye’s gaze assessment.

HbbTV System

I developed a proof of concept based on the use of a smart home IoT gateway
able to manage all the devices available in the home environment. The gateway
is provided as a standalone Single Board Computer (SBC) device (i.e., Raspberry
Pi) which operates in the same network as the TV set [JAPM, JAPM18]. The
HbbTV terminal is a commercially available Nvidia Shield TV device [nvi] running
Android TV 8.0 [and] on which a custom Live Channels application with HbbTV
2.0.1 support was deployed. Finally, a wireless Sensor/Actuator Networks (WSANs)
to allow communication with Lo-RaWan, ZigBee, BLE, and WiFi sensors/actuators.
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Test Environment and Setup

The test was performed at the QoE Lab of the Department of Electrical and Elec-
tronic engineering (DIEE) of the University of Cagliari, Italy. The QoE Lab is a 4
× 4 × 2.70 m (l × w × h) equivalent to a smart home living room equipped with
a UHD 4K Flat Smart TV with a 60-inch diagonal and Wi-Fi Internet connection.
Fig. 3.3 shows a picture of the room where the experiment was conducted. The tests
involved 30 participants, who sat down on the sofa in front of the TV and singularly
watched and rated the test video sequences enhanced with pop-up notifications.
The participants were selected according to their specific preferred video content
(i.e., action movie), which was the content type selected for all the considered test
video sequences; however, all 12 video scenes were different. This choice is justified
considering that the goal of the performed test disregards video characteristics.

For tests, five types of notification contents have been considered:

• Washing machine: the washing machine finishes/changes its program and
communicates this information with a pop-up notification on the TV screen;

• Video doorbell: the doorbell system detects the presence of a guest and
redirects the information with a video notification (obtained by the camera of
the doorbell system) on the TV screen;

• Cooking monitoring system: the cooking monitoring system redirects in-
formation about critical/timing status changing of the cooking environment
with a pop-up notification on the TV screen;

For each notification content type, three different options for the pop-up sound
have been considered:

• No sound: the pop-up appears silently on the video without a sound;

• Notification: the notification sound is a short sound similar to a message
notification in a smartphone;

• Alarm: the alarm sound is a short louder sound similar to a siren.

As an example, Figure 3.7a presents the HbbTV App displaying a video doorbell
ring notification, while 3.7a.1 shows a zoom view of the displayed notification.

Finally, the notification display time was fixed to 5 seconds. This value was
obtained by preliminary evaluation tests. Table 3.3 summarizes all the considered
experiment conditions (ECs).

Subjective quality assessment

In total, 30 Italian participants, 10 females and 20 males between 20-50 years old,
were recruited for the subjective quality assessment. All subjects reported normal
or corrected-to-normal vision.
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Figure 3.7: Notification display: video dorbell (a) and zoom view of the video dorbell
(a.1)

EC Video Genre Pop-up Content Pop-up Sound
1 Documentary Washing Machine No
2 TV Show Cooking Yes (Alarm)
3 Movie Cooking Yes (Alarm)
4 Sport Washing Machine Yes (Notification)
5 TV Show Video doorbell Yes (Notification)
6 Sport Video doorbell Yes (Notification)
7 Documentary Cooking No
8 Sport Cooking Yes (Alarm)
9 TV Show Washing Machine Yes (Notification)
10 Movie Video doorbell No
11 Movie Washing Machine Yes (Notification)
12 Documentary Video doorbell Yes (Notification)

Table 3.3: Experiment conditions (EC).

Before conducting the assessment, the participants were explained about all the
different ECs they had to evaluate. They were informed that videos would be shown
with different content and sound options regarding pop-up appearances and that
they would be asked to evaluate the overall perceived QoE. To give participants
an overview of the different stimuli involved in the experiment, 4 training videos
were shown at first, which introduced all different pop-up appearance options. The
participants were also trained about the utilization of the Absolute Category Rating
(ACR) quality scale employed to capture variation in perceived QoE. The rating
scale used in the assessment is based on Mean Opinion Score (MOS) as defined
in the [ITU]. The ITU-T Rec. P.911 defines five-level rating scale: 5-Excellent,
4-Good, 3-Fair, 2-Poor, 1-Bad. Each participant in the assessment asked to give
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his/her quality rating for each video sequences.

An ad-hoc platform has been developed to show the video sequences and to
collect the participants’ QoE ratings. The platform has been developed using the
Bootstrap open source toolkit for developing Web applications: HTML5 was used for
the front-end side and JavaScript for the back-end side. The WebRTC JavaScript
library has been used for video streaming. The videos were played in full screen
mode on the TV screen. The platform guides the user through the video playing
and rating phases with simple and intuitive buttons/indications. After watching
each video the participants were asked to rate the overall perceived QoE including
the impact of the appeared pop-up. After the submission of the perceived quality
value, the next video was automatically shown. The overall time needed to complete
the assessments was about 15 minutes. It is important to highlight that the ECs in
Table 3.3 were presented in a different random order to each participant.

Eye’s gaze assessment

During the subjective assessment, the test participants were recorded with a video
camera placed on the top of the TV. The video recording was automatically started
(ended) by the platform described in Section 3.3.2 when the video test to be watched
started (ended). The recorded videos of the test participants were then processed
with the OpenFace software, which allows to extract the gaze direction features from
the faces of the participants [WBZ+15, BMR15]. In particular, the eye gaze direc-
tions that reflect the eye movement of the person were extracted, i.e., GazeAnglex,
and GazeAngley. These features provides precise information regarding the hori-
zontal and vertical movements of the eyes. If a person is looking left-right this will
results in the change of GazeAnglex whereas if a person is looking up-down this will
result in change of GazeAngley. If a person is looking straight ahead both of the
angles will be close to 0. Therefore, before starting the test, I calibrated the video
camera for each test participant so as to obtain a value close to 0 for both the gaze
angles when the person was watching at the center of the screen. This was possible
because OpenFace can show the gaze angle values from a video stream acquired in
real-time. Once the camera was calibrated the test could start.

In the data analysis process, I used the collected gaze angles to measure the
’attention’ of the user towards the pop-up. In particular, I define the user’s attention
as the ratio between the time the user’s eye gaze was directed towards the pop-up
(within the time slot of the pop-up appearance) and the total time the pop-up
appeared (5 seconds). As an example, if the participant’s eye gaze was directed
towards the pop-up for 1 second, I measured an attention of 20% (1 second out of
5 seconds). In Section 3.3.3, I analyze and comment the impact of pop-up content
type and sound on the user’s attention.
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3.3.3 Experiment Results

In this section, a discussion about the experiment results is given. Section 3.3.3
focuses on the results of the subjective quality assessment in terms of the Mean
Opinion Score (MOS). Then, the impact of pop-up appearance on ACR ratings and
user’s attention is evaluated in Section 3.3.3 by means of the Analysis of Variance
(ANOVA).

Mean Opinion Score

In Fig. 3.8, I show the MOS scores with 95% confidence interval (CI) computed for
each of the 12 ECs listed in Table 3.3. In the figure, I highlighted some of the most
relevant results by grouping them based on common experiment’s variable. First of
all, it can be noticed that, except for EC10, all ECs including pop-up appearing with
a sound achieved the lowest MOS. In particular, the Cooking pop-ups appearing with
the alarm sound (EC2, EC3, EC8) achieved the three lowest MOS, ranging from 2.8
to 3, where 3 is perceived sufficient quality. Therefore, the alarm sound seems to
be the most annoying for the users, even if the Cooking pop-up warns them about
critical/timing status changing of the cooking environment. The Cooking pop-up
that achieved higher MOS (the second highest MOS) is the one without sound (EC7),
meaning that this pop-up is much more appreciated without the alarm sound. After
the Cooking, the Video Doorbell is the least appreciated pop-up content (EC12,
EC6, EC5, EC10), regardless of the pop-up sound. Indeed, whereas for EC12, EC6
and EC5 the pop-up appearance is accompanied by a short notification sound, for
EC10 the pop-up appears with no sound. But all these ECs achieved almost the
same MOS (between 3.03 and 3.13). The more appreciated (or less annoying) pop-up
content is the Washing Machine. However, the Washing Machine pop-ups appeared
accompanied by a notification sound (EC11, EC9, EC4) achieved lower MOS than
that without sound (EC1). The notification group achieved MOS between 3.2 and
3.63, related to more than sufficient quality. The pop-up with no sound achieved
the highest MOS for the conducted test, i.e., 3.73, very close to a good perceived
quality. Finally, from the obtained MOS results, the video genre does not seem to
have any particular influence on the perceived user’s QoE.
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Figure 3.8: Mean Opinion Score (MOS) with 95% confidence interval (CI).

Summarizing the obtained MOS results, it can be seen that in general the
achieved MOS is acceptable, ranging between 2.8 and 3.7. However, pop-ups accom-
panied by a sound were perceived as more annoying than those without a sound.
This could be due by the fact that people appreciate in general the pop-up appear-
ance because they can be informed about an event even while they are enjoying some
multimedia content at the TV. However, they do not like this pop-up appearance
to be too much intrusive with sounds that may disturb and decrease the perceived
multimedia quality of the watched content. Finally, it is interesting to note that
the confidence interval of the obtained MOS results is not negligible, meaning that
pop-up perception is quite subjective among different people. Nevertheless, it must
be noticed as the confidence interval decreases with the increases of MOS, which
means that users agreed more on the good perceived quality provided by pop-ups
without sound. On the other hand, pop-ups accompanied by sound are divisive
among people.

Metric Pop-up Content Pop-up Sound

ACR rating
F 5.63 7.36
p 0.04 < 0.001

User Attention
F 0.45 7.47
p 0.635 < 0.001

Table 3.4: One-way ANOVA analysis results.

Analysis of variance

The ANOVA statistical test is typically used to determine whether data from several
groups of a factor have a common mean. With regard to the conducted experiment,
I employed the one-way ANOVA test to evaluate the effects of pop-up content and
pop-up sound on ACR ratings and user’s attention (as defined in Section 3.3.2).
The MATLAB software to perform the ANOVA test on the collected data has been
used, whose results are shown in Table 3.4. From these results, it can be seen that
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Figure 3.9: Effects of pop-up content on ACR ratings.

Figure 3.10: Effects of pop-up sound on ACR ratings.

only for the test regarding the effects of pop-up content on user’s attention the null
hypothesis is not rejected (p = 0.635 > 0.05) whereas for the other three tests the
null hypothesis is rejected (p < 0.05). Therefore, it cannot be said that different
pop-up contents are responsible for different levels of user’s attention, but their
impact is identical. This is also evident from Fig. 3.11.

With regard to the effects of pop-up content on ACR ratings (Fig. 3.9), the
Washing Machine has means significantly different from Cooking and Video Door-
bell. Indeed, it can be seen as, on average, the Washing Machine pop-up achieved
higher ACR ratings than the other two pop-ups. Moreover, Cooking and Video
Doorbell means are not significantly different and therefore their impact on ACR
ratings is identical.

With regard to the effects of pop-up sound on ACR ratings (Fig. 3.10), the pop-
up without sound has means significantly different from the pop-up with the Alarm
sound. The pop-up with the Notification sound, instead, has not means significantly
different from the other two groups. This means that only the extreme cases, i.e., No
sound and Alarm sound, have an influence on ACR ratings (respectively a positive
and a negative impact) whereas the Notification sound is on the middle ground.

Finally, with regard to the effects of pop-up sound on user’s attention (Fig. 3.12),
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Figure 3.11: Effects of pop-up content on attention.

Figure 3.12: Effects of pop-up sound on attention.

the means of the pop-ups with sound (both Alarm and Notification) have means
significantly different from the pop-up without sound. Therefore, user’s attention is
increased when pop-ups are accompanied by a sound. However, from these results,
the impact on the two different sounds on user’s attention is identical.

3.3.4 Conclusion

In this study, the impact of TV on-screen notifications on video quality of experi-
ence has been investigated. Notifications appeared in the form of pop-up containing
different contents (Washing Machine, Cooking and Video Doorbell) and accompa-
nied by different sounds (No sound, Notification, and Alarm). The results of the
conducted subjective assessment have been analyzed both by computing the MOS
and the ANOVA statistical test. The most relevant results are that in general pop-
ups are appreciated (MOS ranging from 2.8 to 3.7) but pop-ups accompanied by a
sound were perceived as more annoying achieving the lowest MOS. With regard to
the pop-up content, the Washing Machine was the most appreciated whereas Cook-
ing and Video Doorbell achieved lower MOS. These results were also confirmed by
the ANOVA test. Moreover, it has been shown as different pop-up contents have
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identical impact on user’s attention whereas different pop-up sounds have different
impact on user’s attention. In particular, attention is increased when pop-ups are
accompanied by a sound.



Part IV

Conclusions and future works





Chapter 4

Conclusions and future works

In general, the thesis has been focused on the efficacy of FER adoption to evaluate
the perceived QoE in a video-streaming session, starting from FER’s DA rules to
the definition of the framework ending with the adoption of the facial expressions in
smart scenarios. In the following 3 paragraphs, a deeper explanation of each work
is given.

In Part 1, a Convolutional Neural Network (CNN) able to classify the seven prin-
cipal human emotions (neutral, happy, sad, angry, fear, disgust and surprise) has
been used. Due to the hard task of recognize a categorized emotion from the face,
different geometric data-augmentation (DA) techniques were studied to perform the
emotion classification accuracy. The geometric DA techniques have the advantage
to be fast and easy to be applied. In this study, to understand the efficiency of the
geometric DA methods, the efficiency between DA methods and a Generative Ad-
versarial Network (GAN) trained to create a new facial expression from scratch has
been tested. However, it is not always easy to understand which DA technique may
be more convenient for Facial Emotion Recognition (FER) systems because most of
the state-of-the-art experiments use different settings, which makes the impact of
DA techniques not comparable. To advance in this direction, I evaluated and com-
pared the impact of using well-established DA techniques on the emotion recognition
accuracy of a FER system based on the well-known VGG16 CNN neural network.
In particular, both geometric transformations and a GAN to increase the number of
training images have been considered. I have performed cross-database evaluations:
training with the “augmented” KDEF DB and testing with two different DBs (CK+
and ExpW). The best results are obtained combining the horizontal reflection, the
translation and the GAN, bringing to an accuracy increase of approximately 30%.
This outperforms alternative existing approaches, even if other techniques could be
comparable relying on larger DBs.

In Part 2 I investigated the effects of visual degradations on quality perception
and emotional state of participants who were exposed to a series of short video clips.
After each video playback, participants had to decide whether a certain event hap-
pened in the video. For data collection, subjective measures of quality and emotion
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were complemented by behavioural measures derived from capturing participants’
spontaneous facial expressions. For data analysis, two general approaches were com-
bined. First, a multivariate analysis of variance approach allowed to examine the
effects of visual degradation factors on perceived quality and subjective emotional
dimensions. It mainly revealed that perceived quality and emotional valence were
both sensitive to degradation intensity, whereas the impact of degradation length was
limited when task-relevant video content had already been obscured. Second, using
a machine learning approach, an automatic Video Quality of Experience (VQoE)
prediction system based on the recorded facial expressions was derived, demonstrat-
ing a strong correlation between facial expressions and perceived quality. Hereby,
estimates of VQoE might be delivered in an objective, continuous and concealed
manner, thus diminishing any further need for subjective self-reports. The analy-
sis of recordings of participants’ facial expressions during video playback enabled
the construction of an automatic VQoE prediction system by following a machine
learning approach. The obtained results show that emotional facial expressions are
correlated with perceived quality, meaning that automatic, non-obtrusive VQoE
prediction indeed remains a feasible goal. Since the data comes from two differ-
ent datasets, obtained with different time length experiments, a metric to merge
the dataset features has been developed. This metric allows to compare the facial
features of video recordings of different length. Thus, by the training of different
classifiers with the new bigger dataset, the study highlights that the best perfor-
mance has been obtained with the k-NN, obtaining a prediction accuracy as high as
93.9 that outperforms the state-of-the-art achievements. As future works an open
source software can be developed to help the QoE community to test this method-
ology. Other tests could also be done in various context, such as the VoIP calls or
the Video calls.

In Part 3 other factors that could influence the QoE have been considered. in
fact, visual impairments are not the only problems that can affect the perceived QoE
during a multimedia session. Therefore, the environment has been studied, giving
a definition of smart-city QoE modelling and introducing different experiments in
a smart-room environment. As first step, I organized an experiment considering
different combinations of ambient illumination and introducing a disturbing noise.
Then, a subjective quality assessment has been conducted involving 20 people who
were asked to rate the perceived QoE using the 5-level Absolute Category Rating
(ACR) quality scale and to express their emotions completing the Self-Assessment
Manikin (SAM) questionnaire. From this study has been discovered that: the pres-
ence of annoying noise has a relevant negative impact on user’s QoE and valence;
the soft light effect is preferred than bright light ambient, however, the participants
tended to ignore illumination conditions when the noise was present because this
was too much annoying and predominant; QoE and emotion valence are correlated.
It seems that for this specific experiment the perceived quality is greatly influenced
by the result of the emotions felt during the multimedia experience. The results
validated our initial hypothesis.
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Furthermore, a study with 30 participants to analyse the impact of TV on-screen
notifications on video quality of experience has been investigated. Notifications
appeared in the form of pop-up containing different contents (Washing Machine,
Cooking and Video Doorbell) and accompanied by different sounds (No sound, No-
tification, and Alarm). In this test the gaze direction has been used to understand
the level of engagement of the pop-up notification. The results of the conducted
subjective assessment have been analysed both by computing the MOS and the
ANOVA statistical test. It has been shown as the pop-up contents have identical
impact on user’s attention whereas different pop-up sounds have different impact on
user’s attention. In particular, attention is increased when pop-ups are accompanied
by a sound. In future works, we aim to continue investigating how TV on-screen
notifications impact the video QoE by also considering different positions and dura-
tion of notification appearance. Furthermore, additional sounds and contents may
be considered so as to identify which of these may be appreciated by users or should
be totally avoided while watching TV video contents.

For future work, it would be interesting to further investigate the impact of dif-
ferent types of content. Moreover, a deeper study concerning other human features,
such as the voice’s pitch could be considered in order to create a more efficient
model.
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Chapter 5

Appendix

Machine learning

ML today is a key component of information systems, capable of generalizing prob-
lems thanks to the inferring based on the recorded information extracted by the
large databases. Though for its nature ML is a field of computer science, ML algo-
rithms implementations differ from the typical computer science algorithms. From
its definition, an algorithm is a series of steps that lead to a final result. In ML
the approach is completely different. ML algorithm learns directly from different
samples of the problem, and thanks to the statistical analysis application on inputs,
it can output specific values that categorize the sample or that can describe the
distance from this output.

The goal of ML is creating a model starting from input observations. These
observations can be identified with three types of learning [AM14]:

• Supervised learning: the observations/samples are provided to the models in
a tuple (fi, ti), in which f identifies the features set at the observation i and t
means the target for the observation i described by its features.

• Unsupervised learning: the samples are presented only with descriptors. Since
target elements are not presented, in this case the purpose is to find similarities
between these values and to group similar data into clusters.

• Semi-supervised learning: the samples are presented as a small amount of
labeled data (features with the correspondent target) and a large amount of
unlabeled data during training(features without the correspondent target). It
is a hybrid approach. The conjunction of unlabeled data and labeled one can
considerably improve the learning accuracy because it makes the model more
general.

ML models application depends on the type of problem that the researcher is
facing. In QoE, ML methods use a set of features obtained by networks time-
frame-stamps that are significant to the QoE. For example, considering a big set
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of observation of a network with a certain kind of problems that highlight a low
QoE level could be helpful to train the ML model. This approach can extract the
inference rules to automatically predict the low QoE level. To face this modelling
problem it is mandatory choosing the best learning type. The learning type is not
the only variable to take into account. In-fact in ML, there are a lot of models that
perform only with a certain number of features because of their structure. Talking
about supervised learning, that is the kind of ML approach used in this work, we
can find different ML methods. Here there is a brief introduction to the most known
methods:

• Linear Regression (LR): it is a linear approach used to find a correlation be-
tween the dependent variable and explanatory variables. It has an equation
in the form Y = Xβ + ε where X is the explanatory variable and Y is the
dependent variable, The slope of the line is β and ε is the value of y when
x = 0 also called intercept.

• Multiple Linear Regression (MLR): it models the relationship between two or
more explanatory variables and a response variable by fitting a linear equation
to observed data. It is then very close to an LR model except for the number
of dependent variables. Formally, it is described as follows: Y = β0 +X1β1 +
X2β2 + ...+ ε.

• Decision Tree (DT): it is a categorical decision model based on the idea of a
tree. Imaging to path a tree branch, at a certain point we will find a split
between two different paths. Then we will decide for the right branch or the
left one, based on what we need to find at the and of our path. The decision
trees models work in the same way. The goal is to create a model that predicts
the value of a target variable by learning simple decision rules inferred from
the data features.

• Support Vector Machine (SVM): it is a categorical or regression model. Fo-
cusing on the categorical classification, it tries to split the classes spreading
the data space with hyperplanes. The idea is the same as a linear separation
of the classes, but the usage of hyperplanes help the classification finding the
best dimension to split the classes.

• K-Nearest Neighbors (K-NN):it is a type of instance-based learning. In this
case, the model stores the position of the data, without creating a general
model like the previous cases. The assignment of the class to each new sample
is computed from a simple majority vote of the K nearest neighbors of each
point. The more a sample is close to a cluster of points, the more is the
probability of its belonging to their class.
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Convolutional Neural Networks

CNN are a type of Deep Learning (DL)deep learning neural network. We can con-
sider DL as a subset of ML set. It is also defined ”hierarchical learning”, in-fact
the hierarchy of concepts allow machines to learn complicated concepts by building
them out of simpler ones [Kim16]. The powerful of DL relies on its ability to learn
from raw data such as pixels values of an image, and process them in a way that
make possible to find a pattern within the image and to classify it. As explain for
the ML general methods also the DL neural networks belong to the three categories
of learning (supervised, unsupervised and semi-supervised) but because their usual
multilayered stack architecture they need more data to be trained.

In this work, I will focus on CNN. As mention before, the CNN is a layered
architecture oriented to the image classification that it is characterized by a convo-
lutional layer. Convolution means that a kernel (or filter = small matrix) is applied
to the input data to produce a feature map. In image processing the convolution
is not a novel term, in fact, this kind of operation has been used for decades to
detect edges in the image, to do the sharpening, the blurring and all the operations
that require a kernel operation on the image. The convolution process in CNNs is
used to extract the characteristics of the input images. This extraction highlights
the components of the image that make it recognizable and classifiable [DSC20]. A
simple CNN is structured as a sequences of steps:

• first step: it is composed of the input image layer. Technically it is a tensor
with a n× (h×w× d) shape where n is the number of images, h w and d are
respectively the height, the weight and the depth of the images.

• second step: it is composed of the convolutional layers and the pooling layers.
Images in a convolutional layer are organized in feature maps with n × (h ×
w × d) notation. Each image (now called unit) is connected to local patches
in the feature maps of the previous layer through a set of weights called a
filter bank. The result of this local weighted sum is then passed through a
non-linearity such as a Rectified Linear Unit (ReLU). The ReLU effectively
changes the negative values setting them to zero advantaging the increasing
of nonlinear porperties of the decision function.

• third step: applying osf the fully-connected layer. After the series of convolu-
tional and max-pooling layers, a fully connected layer link each neuron with
the activations extracted from the previous layer.

• fourth layer: applying of Softmax layer. In the end, we find the loss layer.
Typically the Softmax layer is used to predict a single class of N mutually
exclusive classes. This layer specifies the error between the predicted class
and the true label.
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