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Template update algorithms and their application to face recognition
systems in the deep learning era

by Giulia ORRÙ

Biometric technologies and facial recognition systems are reaching a very
high diffusion for authentication in personal devices and public and private
security systems, thanks to their intrinsic reliability and user-friendliness.
However, although deep learning-based facial features reached a significant
level of compactness and expressive power, the facial recognition perfor-
mance still suffers from intra-class variations such as ageing, different facial
expressions, different poses and lighting changes.

In the last decade, several “adaptive” biometric systems have been pro-
posed to deal with this problem. Unfortunately, adaptive methods usually
lead to a growth of the system in terms of memory and computational com-
plexity and involve the risk of inserting impostors among the templates. The
first goal of this PhD thesis is the presentation of a novel template-based
self-update algorithm, able to keep over time the expressive power of a lim-
ited set of templates. This classification-selection approach overcomes the
problem of manual updating and stringent computational requirements. In
the second part of the thesis, we analyzed if and to what extent this “opti-
mized” self-updating strategy improves the facial recognition performance,
especially in application contexts where the facial biometric trait undergoes
great changes due to the passage of time. In contexts of long-term use, in
fact, the high representativeness of the deep features may not be enough and
this is usually overcome with a re-enrollment phase. For this reason, one of
our goals was to evaluate how much an automatic template updating system
could compete with human-in-the-loop in terms of performance.

To simulate situations of long-term use in which the temporal variabil-
ity of biometric data is high, we acquired a new dataset collected by using
frames of some videos in YouTube related to Daily Photo Projects: people
take a picture every day for a certain period of time, usually to show how
their appearance is changing. The temporal information present in this new
dataset allowed us to evaluate how long a facial feature can remain represen-
tative depending on the context and the recognition system.

Extensive experiments on different datasets and using different facial fea-
tures are conducted to define the contexts of applicability and the usefulness
of adaptive systems in the deep learning era.
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Chapter 1

Introduction

In the last few years, facial recognition (FR) systems have spread enormously
in daily life, having been integrated into many mobile devices and public
and private security systems. The deep learning and CNNs era has made
possible to achieve a close-to-zero error rate on most state-of-the-art facial
datasets. An extensive set of templates that cover all the “intra-class” varia-
tions in the facial appearance, such as poses, illuminations, expressions and
style changes [1–3], is needed to obtain a performing FR system. In fact, al-
though a pre-processing phase partially manages to follow the variations in
pose and illumination, the variations and the ageing of the biometric traits
remain an open problem, especially in systems with small storage spaces [4,
5].

To address these limitations, several “adaptive” biometric systems have
been proposed as an alternative to a periodic re-enrolment phase [6–8]. Adap-
tive strategies, also called self-update methods, are based on the detection of
novel templates to replace or update the template gallery without the need
of the human-in-the-loop. Except for the first set of templates collected su-
pervised during the enrolment phase, update data is collected unsupervised
during system operation. Adaptive biometric systems may be affected by
an increase in computational complexity due to the continuous insertion of
novel templates into the gallery. Therefore, they do not fully meet the strin-
gent requirements of devices and applications with small storage and com-
puting resources. Moreover, adaptive algorithms may led to the introduction
of impostors in the users’ gallery, opening a severe breach from the security
point of view.

1.1 Contributions

The first goal of my PhD research was to address the facial-based self-update
problem by considering a very limited space for storing the templates per
client. We believe that, besides the advantage of meeting the stringent hard-
ware requirements of mobile devices, the limited number of templates allow
to reduce the introduction of impostors into the system. We hypothesise that
intra-class variations and inter-class variations, although large, make that
feature space smoothly partitioned according to each user. In other words,
the whole features space may be hypothesised as mono-modal when deal-
ing with samples of the same user and multi-modal when different users are
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taken into account [9]. As a matter of fact, if the neutral expression char-
acterises initial templates at a controlled lighting condition, adaptive algo-
rithms tend to attract similar faces from the same users, drifting to other ones
when expressions or environmental conditions are too far from the initial
ones [10, 11].

We introduced two primary methodologies [9]: in the first one, we pushed
our hypothesis at its extreme by adopting a clustering algorithm to identify
the distribution’s “centroid” for each user. Then, the nearest samples of that
centroid are selected and stored in the user’s gallery. In the second method-
ology, the best templates are selected according to a specific criterion to “op-
timise”. In particular, the editing algorithms used for supervised template
selection are exploited and adapted to the task [12, 13]. Both methodologies
rely on the classification-selection paradigm proposed in [3]. Furthermore,
we compared these two “optimised” selections with a random selection sim-
ulating a human supervisor. We evaluated the performance of these “opti-
mised” template update methods on three public datasets using representa-
tions of the face extracted through handcrafted methods, such as BSIF [14],
and the most well-known and powerful neural networks for face recognition,
such as FaceNet [15], ResNet50 [16] and SeNet50 [17].

However, the datasets used for this evaluation and most of the public face
datasets were collected over a short time span (from one to three years) or do
not contain temporal information on the data.

For this reason, it is difficult to assess the performance of facial recog-
nition systems (with or without adaptivity) when the variability of the bio-
metric trait is high due to the passage of time. With the aim of simulating
situations of use of a facial biometric system in the long term, we collected
a dataset using the frames of YouTube videos related to Daily Photo Projects
[18]. The temporal information and the long acquisition periods of this new
dataset have allowed us to evaluate the performance of the compact and
powerful representation of the facial deep-learning features across a large
time lapse between enrolment and test [9, 19].

Chapter 2 of this thesis gives an overview of related work for face recogni-
tion and adaptive systems. Chapter 3 presents a novel classification-selection
approach to update facial recognition systems and analyses its performance
across three publicly available datasets. In Chapter 4 a new dataset, gener-
ated explicitly conceived to embed intra-class variations of users on a large
time span, is presented. Chapter 5 concludes this manuscript by providing a
summary of the major contributions.



3

Chapter 2

Biometric technologies and
adaptive systems

Biometric recognition refers to the measurements of human biological and
behavioural characteristics to automatically recognise or authenticate a per-
son [20]. Any human characteristics which meet the requirements of univer-
sality, uniqueness, permanence and collectability [21] can be used as a biometric
identifier. However, some biometric traits are better suited to be used to au-
thenticate or recognise an individual. Among the physiological, the most
common characteristics are the fingerprints, the hand geometry, the iris and
the face; among the behavioural, we often find the signature, the voice, the
pressure style of keyboard keys and the gait.

A biometric system is a pattern recognition system that operates by ac-
quiring the user’s biometric traits, extracting the feature set and comparing
this set with the templates’ features stored in a database.

Biometric systems can operate in two modes: authentication or identifica-
tion [22](Fig.2.1).

• In authentication mode, the system verifies the user’s identity by com-
paring the acquired biometric trait with the corresponding reference,
called template, stored in the database. In this mode, the user declares
his identity with a PIN, a smart card, a user name, etc..

• In identification mode, the system compares the biometric data in input
with all the templates in the database in order to establish the user’s
identity.

Both operating modes are preceded by the enrolment phase in which a per-
son’s biometric data is captured and stored in the database. The stored data,
the templates, are associated with the user’s identity through an identifica-
tion number or string.
In general, a biometric system consists of three or four modules:

• Acquisition module: a sensor captures the biometric trait.

• Pre-processing: an optional module used to enhance the quality of the
raw data in order to extract more robust features over different acquisi-
tion scenarios.
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FIGURE 2.1: A biometric system can operate in two modes:
authentication or identification. Depending on the mode,
stored templates are matched against the templates of the de-
clared user in authentication or against all the templates in the
database in identification. A biometric system consists of four
components: a sensor, a feature extractor, a matcher, and a

database, containing the templates.
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• Feature extraction: the acquired data are processed to extract important
and discriminative information.

• Matching or classification: the extracted feature is compared with those
present in the database to generate a matching score which represents
the similarity between the references acquired in the enrolment phase
and the input query. Based on the scores, the system predicts an iden-
tity.

2.1 Face recognition

The face is an essential biometric trait for authentication and it has been
widely used in many security applications, being non-intrusive, intuitive and
with a high level of uniqueness.

A three-stage process [23] can schematise a facial recognition system:

• Face detection: starting from a single image or video, a face detector
should be able to identify and locate all the faces present regardless
of their position, scale, pose, expression and lighting conditions [24].
Many techniques have been proposed to detect and locate the face, for
example, the Viola–Jones detector [25], methods based on histogram of
oriented gradient (HOG) [26] and convolutional networks [27].

• Feature extraction: extracts relevant information from the input faces
encodes the identity information.

• Face recognition: consists of a comparison method and a classification
algorithm and performs matching of the input face against one or more
reference faces in the database.

In the last decades, several facial recognition algorithms have been de-
veloped [24]. These can be grouped into four significant technical flows (Ta-
ble 2.1) that have taken place over the last thirty years [28]. In the 1990s
and 2000s, the holistic approaches, also called appearance-based methods or
global approaches, dominated the FR research. These approaches use the
entire face as input of the recognition system, projecting it in a subspace of
reduced dimensionality. Based on the technique used to sub-project the ar-
eas of the face, the holistic approaches can be divided into two subcategories,
linear and non-linear [29]. Some examples of linear methods are Eigenface,
based on the PCA (Principal Component Analysis) technique, and LDA [30,
31] based on the construction of a discriminant subspace to distinguish the
faces. Non-linear methods include the Support Vector Machine (SVM) [32],
based on the idea of finding a hyperplane that best divides a data set into
two classes, and the Kernel Principal Component Analysis (KPCA) [33], a
non-linear reformulation of the PCA. The main issue of holistic approaches
is that these methods fail to address uncontrolled facial changes. In particu-
lar, they are ineffective in unconstrained conditions due to lack of robustness
to lighting, pose, expression and image quality variations. To solve this prob-
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Represent. Holistic learning Local handcraft Shallow learning Deep learning
Years 1990s 2000s 2010s 2012/2014

Issues
Fail to address
uncontrolled

facial changes.

Lack of
distinctiveness

and compactness.

Fails to address
facial appearance

variations.

Black-box, time-consuming, requires
powerful hardware and

a large number
of images for training.

TABLE 2.1: Feature representation evolution in FR systems.

lem, in the early 2000s, local features were proposed to select discriminative
features to identify individuals uniquely. These methods called local hand-
crafted methods or feature-based methods, are based on different types of
features: some methods, called interest-point based, detect points of interest
and extract features localized on these points, others, called local appearance-
based, divide the input image into small regions (or patches). Some well-
known local handcrafted approaches are Local Binary Patterns (LBPs) [34,
35], Gabor [36], BSIF [14], and their variants [37]. Unfortunately, these ap-
proaches exhibit as a limitation the lack of compactness and in some cases a
low distinctiveness among individuals.

The introduction of shallow learning methods, in the early 2010s, allowed
to face the problem of the low compactness level. These methods, also known
as learning-based local descriptors, use unsupervised learning methods to
encode the local micro-structures of the face into discriminative codes [38].
Although shallow learning methods achieve accuracy greater than 90%, they
cannot handle the complex nonlinear facial appearance variations such as
self-occlusion and variations in pose and illumination [39].

After 2012, the massive success of deep learning methods and convolu-
tional neural networks allowed to achieve state-of-the-art results in many CV
problems. Deep learning is based on the unsupervised learning of represen-
tations of data with multiple levels of abstraction [40]. From 2014 also the FR
community adopted deep learning methods for face feature extraction and
transformation. Among others, DeepFace [41], FaceNet [15], VGGFace [42]
and VGGFace2 [43]. Some of them achieved state-of-the-art performance on
the most challenging datasets known, such as LFW [44], IJB-A [45], IJB-B [46],
etc.

The types of neural networks used for the facial recognition task are many.
The most famous and frequent are Convolutional Neural Networks (CNN),
but Generative Adversarial Networks (GAN), Deep Belief Networks (DBN)
and Deep Boltzmann Machines (DBM) are also used [47, 48].

In recent years, the high performance achieved thanks to the era of deep
learning, has allowed the scientific community of FR to investigate other im-
portant related issues such as algorithmic discrimination due to the high bias
introduced during the training of deep models [49], the improvement of pre-
sentation attack detection performance [50], the introduction of the concept
of “explainability” in such systems [51], and many others.
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2.2 Adaptive biometric systems

Face recognition systems are sensitive to particular variations of the facial ap-
pearance due to changes in environmental conditions such as lighting changes,
to individual physiological changes (ageing, scars, etc.) and to variations in
the interaction between sensor and individual, such as the user’s pose [3, 7].
For this reason, the templates acquired during the enrolment phase might
become unrepresentative of the biometric data input.
Periodic supervised re-acquisitions partially overcome this problem. More-
over, it is almost impossible, for a human supervisor, to infer which template
is more representative if several intra-class variations must be taken into
account and the re-acquisition is invasive, expensive and time-consuming.
Adaptive systems have been proposed as a solution to this problem with the
aim to automatically update templates and adapt the facial model.
The adaptive biometric systems are based on a semi-supervised template up-
dating, that exploits, in addition to labelled data acquired during the initial
enrolment phase, unlabelled data, namely images or features sets acquired
during system operation. In particular, the face image captured when a user
requires the identity verification, is saved to evaluate if it can be added to
the template gallery after processing and verification stage. The evaluation
is based on criteria that vary according to the updating algorithm. However,
all adaptive systems aim to ensure that the captured image belongs to the
claimed user with a high probability and that does not bring redundancy of
the information represented by the templates. It is easy to note that this ap-
proach is less expensive and invasive than a typical re-enrolment session [7].
In general, a simple addition of the “novel” template to the user’s gallery
would lead to the increase of the system complexity in terms of processing
time and amount of memory required for storing data. Therefore, adaptive
systems need filtering techniques of redundant information [12, 52] (eg., au-
tomatic replacement, pruning, etc.). This also holds for the standard super-
vised updating approach [12].

2.3 Related works

Adaptive biometric systems have become popular because of their ability to
adapt to new input data. The adaptive attitude of a system is essential to
have a good performance, especially to make it robust to changes.

We introduce here a common notation in order to explain the rest of this
manuscript. The initial set of templates of k users stored in the gallery is
named gallery GT = {t1,1, t1,2, ..., tk,1, ..., tk,N}, where N is the number of tem-
plates per user. For the sake of simplicity, we consider the same number of
templates per user. Let U = {U1, ..., Un} be the so-called batches [53], the set
of samples used to simulate an update iteration and n the number of itera-
tions. U contains n sets of faces collected during operation of the system, one
for each iteration.
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According to the terminology above, the primary ratio of a traditional
self-update algorithm is described by Algorithm 1. Self-update estimates the
threshold t∗ through GT and, when the batch Ui is available for a certain
claimed user, the system compute the distances between each Ui’s sample
and the user’s template(s). Only the batch input samples that respect the
threshold t∗ are added into the user’s gallery.

The traditional self-update is based on the semi-supervised learning the-
ory [7], since the initial set of labelled templates and a set of unlabelled data
obtained during the use of the biometric system are exploited [7]. Normally,
self-update do not only rely on the addition of new templates to the gallery,
but, where present, they re-set the system parameters, which may be rep-
resented by a classifier or a feature extraction algorithm (e.g. changing the
weights of a neural network or some other kind of intermediate feature).

Algorithm 1 Traditional self-update algorithm
1: procedure TRADITIONAL SELF-UPDATE SYSTEM

2: Let GT be the intial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabeled samples
4: Estimate the update threshold t∗ using GT
5: for i = 1 to n do
6: for e in Ui do
7: if distance(e, GT) < t∗ then
8: GTnew = GT ∪ e
9: end if

10: end for
11: GT = GTnew
12: Estimate the update threshold t∗ using GT
13: end for
14: end procedure

The first adaptive algorithms for face recognition [54, 55] were based on
the application of the Principal Component Analysis (PCA) [30]. PCA re-
duces the space of features by projecting the original space into a new one.
The new space is composed of a set of orthogonal bases, called eigenvec-
tors. In [10], a semi-supervised PCA version is reported: the PCA is applied
for each batch. The semi-supervised PCA (Algorithm 2) is an off-line self-
training method that updates the templates and the eigenspace of a PCA-
based face recognition system incrementally. In the implementation of the
PCA-based adaptive system, we selected the eigenvectors number such that
the cumulative variance is constant, calculated as the sum of the most signif-
icant feature variance, equal to 80%. The i-th feature variance is calculated
as

λi
n
∑

j=1
λj

(2.1)

where λi corresponds to the i-th eigenvalue (the eigenvalues represent the
variance along with the principal components).
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Algorithm 2 Self-update with semi-supervised PCA
1: procedure SEMI-SUPERVISED PCA
2: Let GT be the intial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabeled samples
4: Compute the matrix W of the principal components using GT
5: Project GT to the eigenspace using the principal components matrix W
6: Estimate the update threshold t∗ using GT
7: Project bi to the eigenspace using the principal components matrix W
8: for i = 1 to n do
9: for e in Ui do

10: if distance(e, GT) < t∗ then
11: GTnew = GT ∪ e
12: end if
13: end for
14: GT = GTnew
15: Estimate the update threshold t∗ using GT
16: Compute the matrix W of the principal components using GTnew
17: Project GTnew to the eigenspace using the principal components matrix

W
18: Project bi to the eigenspace using the principal components matrix W
19: end for
20: end procedure

Traditional adaptive biometric systems can not distinguish between sam-
ples that contain redundant information. For this reason, some methods
try to filter the redundant information in order to mitigate the growth of
the facial recognition system. One of these methods is the “context sensi-
tive” method [52] which combines a traditional self-update method with a
change detection module. The authors introduce an approach based on in-
serting a new template only if it presents new information. The context sen-
sitive method, described in Algorithm 3, is based on the detection of changes
in ROI illumination conditions. For this reason, a global luminance qual-
ity (GLQ) index is calculated for each input data and each template of the
gallery.
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Algorithm 3 Context sensitive self-update
1: procedure CONTEXT SENSITIVE SELF-UPDATE SYSTEM

2: Let GT be the intial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabeled samples
4: Let R be the intial ROIs template gallery
5: Let GLQ(x, y) be the function to compute the global luminance quality
6: Estimate the update threshold t∗ using GT
7: Estimate the capture condition threshold tc using GLQ(GT, GT)
8: for i = 1 to n do
9: for e in Ui do

10: if distance(e, GT) < t∗ then
11: if ∑ GLQ(e, Ri) ≥ tc then
12: GTnew = GT ∪ e
13: end if
14: end if
15: end for
16: GT = GTnew
17: Estimate the update threshold t∗ using GT
18: end for
19: end procedure

GLQ is a quality index based on image correlation, luminance, distor-
tion and contrast distortion. A sufficiently high GLQ value indicates that the
sample has new capture conditions in comparison to the stored templates,
which justifies the increase in complexity of the system. Therefore, this con-
text sensitive method allows inserting genuine templates that present many
intra-class variants to update the gallery.
Other adaptive biometric methods aim to filter redundant information by a
two-staged approach, classification and selection. In the first stage, the in-
put samples are pseudo-labelled based on the probability of belonging to a
given class. The second stage selects the best samples to update the system
gallery. Ref. [11] (algorithm 4) proposes a two staged classification-selection
approach based on harmonic function and risk minimization technique. In
particular, in the classification stage, soft probabilistic labels are assigned to
input data by calculating the adjacency matrix and by finding the harmonic
function on the graphic representation of the samples. The calculation of the
harmonic function is based on the computation of the adjacency matrix as
match-score, in particular by the use of the Laplacian matrix. The harmonic
function is used as minimum energy function and is interpreted as the poste-
rior probability that a sample belongs to a genuine user. The second stage al-
lows selecting, among the genuinely classified samples, those that have more
information based on the risk minimization criteria and Bayesian risk theory.
The risk minimization method was initially proposed to update a fingerprint
recognition system. In this thesis experiments, we apply this method to face
recognition.

Table 2.2 shows an overview of the methods described above. In sum-
mary, it is possible to categorise adaptive biometric systems into two types:
a traditional update approach, drawn in Fig. 2.2a, that only classifies input
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Algorithm 4 Risk minimization self-update
1: procedure RATTANI ALGORITHM

2: Let GT be the intial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabeled samples
4: for i = 1 to n do
5: N← {GT ∪ ui}
6: Calculate the adjacency matrix W
7: Calculate Laplacian matrix
8: Compute the harmonic function fu
9: P = ∅

10: for xj ∈ ui do
11: if fu(j) > 0.5 then
12: P = P ∪ xj
13: end if
14: end for
15: Estimate the risk R( f ) = ∑n

i=1 min( fi, 1− fi)∀n ∈ N
16: while (risk is minimum) do
17: Find xk ∈ P using k = argmink(R( f+(xk))
18: Add xk to GT
19: Remove xk to P
20: end while
21: end for
22: end procedure

samples and adds to the gallery if they meet the genuinity requirements and
a two-step approach, drawn in Fig. 2.2b, also called classification/selection.
The most relevant problem for methods that do not include a selection phase
is the uncontrolled growth of complexity and galleries size. Actually, even
for methods with a selection phase that do not set a limit on the number of
templates per user this growth in complexity and size is present, thus mak-
ing unrealistic the real application of adaptive biometric systems. To this
aim, we propose two approaches described in the next chapter, which keep
constant the number of templates per user. This gallery size limit allows con-
trolling the computational complexity of the system in order to realistically
evaluate the performance when the adaptation ability is added under limited
computing and memory resources.
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Self-update Method Ref Year Description Selection phase

Traditional [3, 7] ∼ 2004 addition of new templates to the gallery
and re-set of the system parameters

Semi-supervised PCA [10] 2006 based on space
reduction through PCA

Risk-minimization [11] 2012 based on harmonic function xand risk minimization technique

Context sensitive [52] 2015 based on the detection of changes xin ROI illumination conditions

TABLE 2.2: Overview of state-of-the-art self-update meth-
ods. Methods without a selection phase have an uncontrolled
growth of complexity and galleries size. Methods with selec-
tion phase, without a limit in the number of samples per user,
albeit in a more controlled manner, still have a growth of com-

plexity and galleries size.

(A) Traditional self-update approach schema.

(B) Classification/selection approach schema

FIGURE 2.2: Scheme that highlights the different functioning
of the classification-selection approach compared to the tradi-

tional self-update.
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Chapter 3

A novel classification-selection
approach for adaptive face
recognition systems

In real applications, the use of traditional adaptive methods leads to an in-
crease of the gallery size and the system complexity, that is, the processing
time and the amount of data stored in the system.
Additional templates are added to the user’s gallery, which makes the adap-
tivity ability not suitable for mobile devices and IoT applications. Further-
more, misclassified samples could be added, as well. In order to overcome
these problems, new techniques to filter redundant information and to select
the most significant templates for updating are needed. In this thesis, we

FIGURE 3.1: 2D graphic representation of the sample distribu-
tion on a data set of 3 users under the hypothesis presented.
Each cluster is associated with a user. The clusters are partially

overlapping.

present an “optimised” classification-selection approach that keeps the num-
ber of templates constant at each iteration, so that this systems can be used
in applications with small storage and computing resources. Our approach
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is based on the hypothesis that the distribution of the facial features is mono-
modal for samples of the same user and multi-modal for samples of different
users. In other words, we can identify clusters, partially overlapped (Fig.
3.1), where borderline features belong to changes in the subject appearance
(intra-class variations). This mono-modal behaviour, assuming that a face is
represented by a feature space x sampled from the appearance of k enrolled
subjects, can be formulated as follows:

p(x) =
k

∑
i

p(x | l(x) = i)P(l(x) = i) (3.1)

Where l(x) is a labelling function such that l(x) ∈ {1, ..., k} . In other words,
starting from the theorem of total probability, the probability of x is the sum
of the conditional probabilities p(x|l(x) = i) weighted by the prior proba-
bility P(l(x) = i). However, to be aware of all possible samples’ labels a
priori may be very difficult. For this reason we assume that p(x) depends
on an analogous number k of possible clusters of unlabelled samples CL =
{CL1, ...CLk}:

p(x) =
k

∑
i

p(x | x ∈ CLi)P(x ∈ CLi) (3.2)

Fig. 3.1 shows what we mean. The depicted circles are the possible pro-
jections of p(x | x ∈ CLi), which are overlapped in some regions. This can be
further modelled by the contribution of all known subjects. In other words,
each CLi can be seen as a set of k subsets CLi = {CLi1,. . . , CLik}, where each
sample in CLij is labelled as the subject j, that is, ∀x ∈ Cij, l(x) = j. Accord-
ingly:

p(x | x ∈ CLi) =
k

∑
j

p(x | x ∈ CLi, x ∈ CLij)P(x ∈ CLij | x ∈ CLi) (3.3)

Being CLij ⊆ CLi, we have P(x ∈ CLij | x ∈ CLi) = P(x ∈ CLij). If we
hypothesise a large majority of samples of the subject i falling in CLi, we
have that P(x ∈ CLii) is much more than any other P(x ∈ CLij); Eq. 3.3 can
be rewritten as:

p(x | x ∈ CLi) ≈ p(x | x ∈ CLii) (3.4)

Each cluster concurring to the generation of p(x) is dominated by the mode
p(x | x ∈ CLii).

On the basis of this modelling, the individual contribution of user i to the
whole feature space is given by ∪jCLji, which corresponds to:

p(x | l(x) = i) =
k

∑
j

p(x | x ∈ CLji)P(x ∈ CLji)P(x ∈ CLj) (3.5)

Consequently, templates should be selected from ∪jCLji. We introduced
two criteria to detect and select the templates “optimally”.
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In the first approach, based on clustering methods, we assume that p(x |
x ∈ CLi) is further characterised by one centroid called ci which approxi-
mates the centroid of CLii according to Eq. 3.4. The second approach is based
on the patterns located over the region characterised by the probability in Eq.
3.5, i.e. in ∪jCLji.

In both the “optimised” selection approaches, each partition ∪jCLji is
estimated by the pseudo-labelling step used in the traditional self-update
method. The core of the novel classification-selection adaptive method pro-
posed consists in the template selection phase. The description of the two
different criteria are reported in Sections 3.1-3.2.

FIGURE 3.2: Example of gallery update on a system with three
templates per user limit.

3.1 Classification-selection by clustering method

The first method is based on the detection of the “centroid” of each user’s
distribution as expected from the mono-modal appearance of p(x | x ∈ CLi)
in Eq. 3.2. During the first step the input faces are classified by using the
updating threshold t∗ and a pseudo-label is assigned to each sample. In the
second step, for each user, the algorithm selects, from the associated cluster,
the p closest samples to the centroid. However, we do not consider only la-
belled and pseudo-labelled samples associated with the i user for identifying
the related cluster and, thus, its centroid. The appearance depicted by Eq. 3.2
and Fig. 3.1 suggests that, if any, the centroid may be elsewhere in the fea-
ture space. As a matter of fact, the available templates could be “far” from
the centroid, due to temporary and temporal variations in the input data.
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Accordingly, if we consider only samples pseudo-labelled through the avail-
able templates, we could find a bad estimated centroid. Therefore, we chose
to use the K-Means algorithm that is based on the search for natural clusters
and works at the feature level applied to all labelled and pseudo-labelled
samples available.

In other words, assuming that the cluster CLi is characterised by a cen-
troid ci, if the generating function of facial samples is Gaussian for each sub-
ject, the centroid corresponds to p(ci | ci ∈ CLi) > p(x | x ∈ CLi), ∀x 6= ci.
By moving away from ci, the distribution gradient is gradually negative and
the points near to ci are geometrically close to each other, as well as their
probability of occurrence is high. Following the clustering-based model, it is
highly likely that user i templates lie around ci, since they are representative
of CLii, that is, the main mode of CLi.

The p most “representative” samples per user are selected around each
centroid (Fig. 3.3). This working hypothesis is based entirely on the mono-
modality reported in Eq. 3.2.

If the mono-modality hypothesis is not satisfied, two problems may arise:

1. A user may be associated with more than one cluster. A selection crite-
rion for the most representative cluster should be chosen. In this case,
some users could not have a main reference mode, and this leads to the
impossibility to update their templates.

2. A cluster may be associated with more than one user. A selection crite-
rion is needed for the users which the cluster must be referred to.

In order to verify at which extent this hypothesis is correct, we simulated
different acquisition conditions to evaluate how feature distribution changes.
We reported this evaluation in the Sec. 3.3.3.
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FIGURE 3.3: 2D graphical representation of the application of
the K-Means algorithm on a dataset of 3 users. The stars sym-
bolize cluster centers. The samples marked in red are those se-

lected by the algorithm.
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Algorithm 5 K-Means self-update
1: procedure PROPOSED SELF-UPDATE SYSTEM

2: Let GT be the initial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabelled samples
4: First stage
5: estimate the update threshold t∗ using GT
6: for i = 1 to n do
7: for e in ui do
8: if distance(e, GT) < t∗ then
9: GTnew = GT ∪ e

10: end if
11: end for
12: Second stage
13: generate k clusters by K-Means algorithm, where C = k being k the num-

ber of enrolled users
14: for i in [1, .., l] do
15: let ci be the i− th cluster generated by K-Means
16: let uj the user with the highest number of samples in ci
17: select the p nearest samples to the centroid of ci and update the gallery

of uj accordingly
18: end for
19: GT = GTnew
20: estimate the update threshold t∗ using GT
21: end for
22: end procedure

3.2 Classification-selection by editing algorithms

The second approach is based on the semi-supervised adaptation of editing
algorithms adopted previously for supervised template selection.

In particular, MDIST and DEND algorithms were used because of their
complementary [12]. Again, the system is two-staged: during the first phase,
the input samples are pseudo-labelled by using the updating threshold t∗.
During the second phase, the Euclidean distances of the feature vectors of all
samples are calculated and p templates are selected. The MDIST algorithm
selects the p templates averagely close in the features space (Fig. 3.4a), that is,
facial images with small intra-class variations; the DEND algorithm selects
the p templates with the biggest average distance (Fig. 3.4b), that is, facial
images with relevant intra-class variations. Due to its definition, the DEND
algorithm could lead to the insertion of a high number of impostors when
selects samples from overlapping areas. On the contrary, MDIST selects a
gallery that does not cover a large number of variations. This behaviour
is exemplified in Figs. 3.4a-3.4b. We, therefore, expect that they have dif-
ferent performance depending on the environmental conditions. Probably,
MDIST may work better in a more controlled environment where inputs are
not much different from templates; DEND may work better on data present-
ing high intra-class variations. However, the overlap among cluster should
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(A)

(B)

FIGURE 3.4: 2D graphical representation of the application of
the MDIST and DEND algorithms on a dataset of 3 users. The

samples marked in red are those selected by the algorithm.
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be low, and this may depend on the features set adopted beside the intrinsic
variations in the subjects’ appearance due to temporal and temporary causes.

This approach relaxes the previous hypothesis of the Gaussian generating
function. The MDIST method allows finding the p samples of ∪jCLji that
are, averagely, the closest each other for the user i. This solves the possible
centroid estimation errors due to lack of data, as we search in a space larger
than that of CLii.

What we may expect from this approach is basically dependent on the
effectiveness of the pseudo-labelling stage, on the features set adopted, on
the temporal and temporary variations captured during system’s operations
and on the initial templates. However, the maximum number of possible
templates, p, should limit the probability of impostors insertion, especially
when using the DEND algorithm.

In addition to the MNIST and DEND methods, other selection methods
can be used, such as the RANDOM method, which selects p random samples
simulating what may happen by keeping a human in the loop to perform a
periodic template update.

Algorithm 6 Self-update with editing algorithm (semi-supervised)
1: procedure SELF-UPDATE WITH EDITING ALGORITHM

2: Let GT be the intial template gallery
3: Let U = {U1, ..., Un} be the n batches of unlabelled samples
4: p← maximum number of template per client
5: U = {u1, ..., un} ← unlabelled samples
6: select(T,p← select p template from T (MDIST, DEND or others)
7: estimate the update threshold t∗ using GT
8: for i = 1 to n do
9: for e in ui do

10: if score(e, GT) > t∗ then
11: if size(GT) < p then
12: GTnew = GT ∪ e
13: else
14: GTnew = select(GT ∪ e, p)
15: end if
16: end if
17: end for
18: GT = GTnew
19: estimate the update threshold t∗ using GT
20: end for
21: end procedure
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3.3 Experiments and Analysis

3.3.1 Dataset

The purpose of this experimentation is to evaluate the performance of the
novel classification-selection approach under different environmental condi-
tions. We performed experiments on three publicly available datasets: the
Multimodal-DIEE, the FRGC and a subset of the LFW. They were used, re-
spectively, to simulate a fully controlled, partially controlled and uncontrolled
application environment.

The Multimodal-DIEE dataset [53] (Fig. 3.5a), acquired by the Univer-
sity of Cagliari, includes 59 users (60 faces per user). The acquisition time is
approximately 1.5 years divided into 6 acquisition sessions. The acquisition
protocol is fully controlled: the dataset images are captured in the frontal
pose, at a fixed distance from the sensor. Some variations in lighting condi-
tions are present.

(A) Multimodal-DIEE (B) FRGC

(C) LFW

FIGURE 3.5: Example of variation of faces in the dataset used
to evaluate the performance of the novel classification-selection

approach under different environmental conditions.

The FRGC [56], acquired by the University of Notre Dame, is composed
by the faces of 222 users acquired on 16 sessions (Fig. 3.5b). Some of these ses-
sions contain uncontrolled captures. The dataset, used to simulate a partially
controlled environment, presents variations of expressions and lighting con-
ditions. In this thesis experiments, 187 users have been selected with about
100/200 faces per subject.

The LFW dataset [44] is composed of the collection of more than 13,000
web images for a total of 5,749 users. Whereas for 4,069 people is present
only a single image and, for many other users, the images are not enough to
be used to simulate a process of template update for which several images are
needed, only a subset of 16 people with about 15/30 faces per user for a total
of 390 faces was selected from this dataset. Due to the nature of the dataset,
the acquisition protocol is entirely uncontrolled. The images contain intra-
class variations, in particular, variations of pose, lighting, age and expression
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(see Fig. 3.5c). The dataset was, therefore, used to simulate an uncontrolled
environment.

3.3.2 Face representation

In this first evaluation and in the rest of the manuscript we used a hand-
crafted representation extracted through the BSIF [14] algorithm and three
deep representations extracted through the neural networks FaceNet, ResNet50
and SeNet50[15–17].

The BSIF algorithm [14] calculates a binary code string for the pixels of a
given image. The value of each pixel is considered as a local descriptor and
may be used to build the histograms that allow characterising the textural
properties within sub-regions of the image. Each bit in the binary code string
is calculated binarising the response of a linear filter with a threshold at zero.
For face recognition, facial image is divided into n×m non-overlapping re-
gions and a descriptor is computed for each of these regions. Finally, the
descriptors are concatenated for a comprehensive description of the face. We
applied the BSIF algorithm with 10 filters of size 9× 9 pels and a subdivision
into 6× 6 non-overlapping regions.

FaceNet [15] is a state-of-the-art deep convolutional neural network based
on a triplet loss function. It maps each face into a 128-dimensional Euclidean
space in which distances directly correspond to a measure of facial similarity.
We used an open-source implementation based on TensorFlow 1 trained on
the model 20170512-110547, deriving a 128B feature vector. This model has
been trained on the MS-Celeb-1M dataset [57].

The Residual Network (ResNet-50) is a convolutional neural network 50
layers deep. We used the ResNet50 auto-encoding network [16], pre-trained
on MS-Celeb-1M dataset and then fine-tuned on VGGFace2 dataset [58], to
derive a 2,048B feature vector.

The Squeeze-and-Excitation Network (SeNet50) [17] is a exceptionally
performing neural network, able to generalise extremely well across chal-
lenging datasets. We used this auto-encoding network to derive a 2,048B fea-
ture vector. The pre-trained model is trained on MS-Celeb-1M dataset and
then fine-tuned on VGGFace2 dataset [58].

Before extracting the features, we applied some pre-processing steps (Fig.3.6).
Faces are rotated in order to align eyes, guaranteeing a pre-set inter-ocular
distance, scaled, cropped and saved in grayscale. The images are scaled to a
100× 100 size for the Multimodal-DIEE and LFW datasets and 150× 150 for
the FRGC dataset.

3.3.3 A preliminary view on the feature space representative-
ness

Before evaluating the performance of facial recognition systems with the new
classification-selection methods, we pointed out how the handcrafted and

1https://github.com/davidsandberg/facenet
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FIGURE 3.6: Block system of features extraction.

auto-encoded features spread the genuine users’ and the impostors’ match-
ing scores over the three data sets. The methods proposed are based on the
hypothesis that the distribution of the facial features is mono-modal for sam-
ples of the same user and multi-modal for samples of different users. In other
words, we expect to identify clusters, partially overlapped, representing the
users of the dataset. Viewing and analysing datasets’ genuine and impos-
tors matching scores distribution is useful for understanding how much the
conditions of data acquisition affect performance.

We reported the matching scores sets for each subject of the datasets in
Figs. 3.7-3.9, where the x axis is the subject identifier. Each graph relates
to a dataset and a representation of the face and shows the matching scores
relating to the images of the same user in blue and those relating to the com-
parison with images of impostors in red. In the plots we have drawn the
average threshold on all users, calculated by minimizing the total classifica-
tion error. Since the two classes, genuine and impostors, are unbalanced, this
threshold is useful only to give an idea of the overlap of the two classes.

The Multimodal-DIEE shows an accentuated “separation” between the
genuine users’ and the impostors’ matching scores, compared to the other
two datasets, in particular for what concerns the deep features (Fig. 3.7). Al-
though the BSIF representation tends to overlap the two distributions, prov-
ing to be the least effective facial representation, the distribution of the im-
postors does not completely overlap with that of the genuine, as is the case
for the LFW dataset with the same method (Fig. 3.9). The smaller overlap of
the distributions is due to the fact that the Multimodal-DIEE dataset images
contain little variation in the appearance of each individual’s face.

For the FRGC images, a higher degree of overlapping can be noticed even
in the case of the auto-encoded features. This confirms that the dataset can
simulate a partially controlled environment for face recognition due to the
highest presence of face appearance variations. From the graphs, it is evident
that the population of the FRGC dataset is much larger than the other two
datasets.

In the LFW results, a strong overlap emerges between the scores relat-
ing to the handcrafted features of the genuine and those of the impostors
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(Fig. 3.9). The dataset, being collected from images with very different ac-
quisition conditions from each other, represents a completely uncontrolled
environment. The high representativeness of the auto-encoded features still
manages to separate the two distributions, even if a slight overlap is present.

3.3.4 Experimental protocol

In this evaluation, each data set was randomly divided into seven batches.
We used the first batch as the initial gallery and the last batch as the test set
to evaluate the performance of the system. The other five were used as adap-
tation sets in order to simulate periodic system’s update. According to [10],
an independent test set is useful to have the same reference for all update
cycles. In particular, for these experiments, having no temporal information
to exploit, an approach with a dependent test set [53] would not have con-
tributed in the analysis of the results.

The parameter p defines the initial number of templates in the gallery
and the number of samples per user present in each batch. This value must
be chosen on the basis of the application and the technical characteristics of
the devices in use. In this work we used small values of p to simulate the
worst case, i.e. applications with stringent requirements from the point of
view of computational and storage resources.

For the Multimodal-DIEE and FRGC data sets we used p ∈ {5, 6, 7}, and
p = 4 for the LFW data set due to the low number of samples per user.
As performance evaluation metrics, the Equal Error Rate (EER) and the per-
centage of impostors wrongly added were calculated.
We repeated each experiment 10 times and averaged the results over those
runs. All the experiments were performed with a desktop PC with operat-
ing system Windows 7 Professional 64bit, a Intel Xeon E5 2630 v3 processor,
HDD, 32 GB RAM and using MATLAB v.R2013a.
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FIGURE 3.7: BSIF, FaceNet, ResNet50 and SeNet50 matching
scores for the DIEE data set. The plots report in the x axis the
subject identifier and in the y-axis the matching scores among
the first five templates (genuine, in red) and the other samples

(impostors, in blue).
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FIGURE 3.8: BSIF, FaceNet, ResNet50 and SeNet50 matching
scores for the FRGC data set. The plots report in the x axis the
subject identifier and in the y-axis the matching scores among
the first five templates (genuine, in red) and the other samples

(impostors, in blue).
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FIGURE 3.9: BSIF, FaceNet, ResNet50 and SeNet50 matching
scores for the LFW data set. The plots report in the x axis the
subject identifier and in the y-axis the matching scores among
the first five templates (genuine, in red) and the other samples

(impostors, in blue).
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3.3.5 Results

In this section, the performance of the proposed approaches and the other
state-of-the-art adaptive methods using handcrafted (BSIF) and auto-encoded
(FaceNet, ResNet50 and SeNet50) features are presented. In particular, the
traditional self-update [59], the method based on risk-minimization [11], the
semi-supervised PCA [10], the K-means [60], and the editing classification/s-
election methods MDIST, DEND [9, 19] were implemented and tested in
terms of EER, impostors percentage and processing time.
For Multimodal-DIEE and FRGC data sets three possible values for p, 5, 6
and 7 are tested, representing different constraints in terms of storage size.
As the results did not differ significantly for different p values, we reported
only p = 6 results. The plots show the performance measurements, in the
y-axis, against the batch numbers, in the x-axis. In addition to the state-of-
the-art updating methods presented in the Section 2.3, each EER plot also
shows the performance of the system without updating (grey line, constant
as it is not affected by the update).

Figs. 3.10,3.11,3.12,3.13 show the average values of impostors’ percent-
age, the EER and the processing time for the Multimodal-DIEE data set us-
ing, respectively, BSIF, FaceNet, ResNet50 and SeNet50 features.

Of particular interest is that the “optimised” classification-selection al-
gorithms, namely K-means and MDIST, exhibit an impostors percentage in-
serted in the gallery close to zero for all batches. Consequently, they manage
to exploit the initial hypothesis on main modes. As counter-proof, the DEND
method leads to a high number of impostors. The novel approach proposed,
despite providing a limited and low number of templates, manage to main-
tain a high degree of representativeness and a very low EER. For all inves-
tigated feature sets, we can notice a significant improvement over the basic
performance of the system (in grey). This points out the usefulness of this
novel self-updating approach. In fact, in addition to a very low percentage
of impostors into the galleries, they outperform the state-of-the-art adaptive
methods.

In Figs. 3.14,3.15,3.16,3.17 the same metrics are reported for the FRGC
data set. The results confirm a low percentage of impostors and high perfor-
mance for the “optimised” classification-selection algorithms. Also for this
dataset, as expected, the DEND method is not performing and introduces a
large number of impostors into the system.

As reported in the Sec.3.3.4, for the LFW data set we used as initial gallery
size and as number of samples per user present in each batch the value p = 4,
due to the small size of the subset, (Figs. 3.18,3.19,3.20,3.21,3.22)

The results show us that, in a completely uncontrolled environment, a
more significant discrepancy between BSIF and neural network features is
pointed out. In fact, we have a significant loss in performance for the BSIF
handcrafted features 3.18. This drop does not occur with auto-encoded fea-
tures. However, maybe due to the small user population, K-Means is still the
best approach to self-updating for BSIF features.

To sum up, the EER values of the novel classification-selection method
are the only ones that never exceed the line relating to the system without
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FIGURE 3.10: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for Multimodal-DIEE using BISF handcrafted
features. On the x axis is shown the number of the batch and

on the y-axis the performance index.
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FIGURE 3.11: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for Multimodal-DIEE using FaceNet auto-
encoded features. On the x axis is shown the number of the

batch and on the y-axis the performance index.
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FIGURE 3.12: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for Multimodal-DIEE using ResNet50 auto-
encoded features. On the x axis is shown the number of the

batch and on the y-axis the performance index.
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FIGURE 3.13: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for Multimodal-DIEE using SeNet50 auto-
encoded features. On the x axis is shown the number of the

batch and on the y-axis the performance index.
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FIGURE 3.14: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for FRGC using BISF handcrafted features.
On the x axis is shown the number of the batch and on the y-

axis the performance index.
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FIGURE 3.15: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for FRGC using FaceNet auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.
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FIGURE 3.16: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for FRGC using ResNet50 auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.
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FIGURE 3.17: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=6 for FRGC using SeNet50 auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.
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the state of the art and the new proposed method with p=4 for
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FIGURE 3.19: Matching time comparison among the state of the
art and the new proposed method with p=4 for LFW using BISF
handcrafted features. On the x axis is shown the number of the
batch and on the y-axis the average time in milliseconds. In the
second plot, the curve of the Semi-supervised PCA method has

been eliminated to highlight the times of the other methods.
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FIGURE 3.20: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=4 for LFW using FaceNet auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.



40 Chapter 3. A novel classification-selection approach for adaptive face
recognition systems

1 2 3 4 5

number of batch

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

im
p
o
s
to

rs
 p

e
rc

e
n
ta

g
e

Impostors percentage   p=4 - LFW - ResNet50

K-means

Traditional

Semi-supervised PCA

Context Sensitive

MDIST

DEND

Risk Minimization

1 2 3 4 5

number of batch

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

e
e
r

EER  p=4 - LFW - ResNet50

K-means

Traditional

Semi-supervised PCA

Context Sensitive

MDIST

DEND

Risk Minimization

Without Update

1 2 3 4 5

number of batch

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

a
v
e
ra

g
e
 t
im

e
 [
m

s
]

Matching time   p=4 - LFW - ResNet50

K-means

Traditional

Semi-supervised PCA

Context Sensitive

MDIST

DEND

Risk Minimization

FIGURE 3.21: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=4 for LFW using ResNet50 auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.
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FIGURE 3.22: EER, percentage impostors and matching time
comparison among the state of the art and the new proposed
method with p=4 for LFW using SeNet50 auto-encoded fea-
tures. On the x axis is shown the number of the batch and on

the y-axis the performance index.
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updating. In particular, although the LFW data set simulates an uncontrolled
and hostile environment for self-updating, the hypothesis behind our model
appears to be enough for guaranteeing the performance improvement and
the good choice of the updated templates. These results are possible thanks
to the very low and almost zero number of impostors who “dirty” the gallery.

In order to evaluate if the method satisfies the requirement under which
it was modelled, i.e. to keep under control the computational complexity of
the recognition system, we investigated the analysis of processing time of the
proposed algorithms. The time graphs show the increase of state-of-the-art
methods of matching time as the number of batches increases. The methods
with template limit allow instead to keep the processing time constant at each
update iteration. The template limit per user means that the storage size can
not exceed (p · k · S) B. As previously indicated, p is the maximum number
of template per user. We indicated with k the users number in the gallery
and with S the feature vector size (byte). This value is constant after reaching
the limit of p samples per user and independent of the iterations number. In
the classification-selection systems without a limit of templates per user, the
storage size depends on the iterations number i and it is (β · i · m̄ · k · S) B. In
the previous formula, we indicated with m̄ the average number of templates
added per updating iteration and with β the rate of selected templates in the
range [0,1]. This value is obviously less than the overall acceptance rate set
in terms of threshold t∗. Worth noting, β = 1 for the traditional self-update
systems. Without the limit in the number of templates per user, the required
storage memory tends to ∞ with i.
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Chapter 4

A long time span dataset: the
APhotoEveryday

The evaluations carried out so far consider two datasets collected over a short
time span, the Multimodal DIEE and the FRGC datasets, and a dataset, the
LFW, that, although present medium/long-term changes, contains few sam-
ples per user. All three of these datasets, like most of the existing face datasets
publicly available, do not contain temporal information on the data. Table 4.1
shows the characteristics of the facial datasets used so far to evaluate adap-
tive systems. It is possible to notice that they do not contain enough samples
per user and were acquired in a medium-short term time. Accordingly, these
datasets are not suitable to analyse properly how adaptive biometric systems
follow the typical intra-class variations of ageing.

Dataset Ref. # users Avg.# samples/user Avg. time Highlights

FIA [61] 153 ∼ (3 sessions) 10 months expression, illumination,
eye glasses, sequences

FRGC [56] 200 133 2 years expression, illumination,
background, sequences

Mult.DIEE [53] 59 60 1.5 years frontal pose, expression,
illumination, sequences

LFW [44] 5,749 2 n/a (long period) expression, illumination,
occlusions, background, eye glasses

AR [62] 116 26 2 weeks frontal pose, expression,
illumination, occlusions, eye glasses

IJB-A [63] 500 11 n/a (long period) expression, illumination,
occlusions, background, eye glasses

APE [18] 98 825 4.1 years frontal pose, expression, illumination,
occlusions, background, eye glasses

TABLE 4.1: A list of the existing datasets used to evaluate adap-
tive biometric systems with characteristics related to the num-
ber of users, the number of samples per user and the acquisition

time span.

In an attempt to simulate situations of long-term use in which the tempo-
ral intra-class variability of the face appearance is high, we collected a new
dataset using the frames of some YouTube videos within Daily Photo Projects
1 (Fig.4.1). The videos that make up this dataset, called “APhotoEveryday”
or APE, contain a very high variability, as they aim to show a change in the
person’s appearance such as ageing, beard or hair growth, the transition be-
tween adolescence and adulthood, etc.

1Example: https://www.youtube.com/watch?v=iPPzXlMdi7o
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(A)

(B)

FIGURE 4.1: Example of face appearance variation over time
from the APE data set. These users have granted us the permis-

sion to use the images extracted from their YouTube videos.

Exploiting the high variability and the temporal information allows us to
carry out an analysis that realistically simulates the normal adaptive facial
recognition system operation by analysing how long-term use influences the
performance in terms of recognition accuracy and percentage of impostors
added to the gallery.

Fig.4.2 shows the APE details: the number of images per user varies be-
tween 92 and 3,578 with a median value of 661 and the acquisition time varies
between less than one year and sixteen years with a median value of 3 years.
Each image is labelled with a number that indicates the temporal progression
of the user sequence. The first version of the APE dataset published in [18]
contained 46 users.

4.1 Experiments and Analysis

4.1.1 Experimental Protocol

The experimental protocol was designed in order to exploit the characteris-
tics of the APE dataset, in particular the high number of samples per user,
the intra-class variations, the long acquisition time span and the temporal
information.

For this reason, the APE users were divided on the basis of acquisition
times into three categories: short time (less than two years of acquisition),
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(A)

(B)

FIGURE 4.2: Details on the number of images per user and on
the acquisition time of each video. In the first histogram o the
acquisition times (a) and in the second the numbers of images

per user (b).

medium time (between two and five years) and long time (more than five
years). The percentages of users for each category are shown in Fig. 4.3.

As a preliminary analysis, the representativeness of the Facenet auto-
encoded templates was evaluated using the Euclidean distance of the fea-
tures. More details are given in the Sec. 4.1.2. The metrics used to evaluate
the recognition performance on the single user are the “maximum recognised
sequence”, the “maximum sequence unrecognised” and the “recognition ac-
curacy”. The first parameter indicates the maximum percentage value of con-
secutive correct positive recognition, the second indicates the maximum per-
centage value of consecutive erroneous recognition, i.e. how many times in a
row an incorrect classification has been found. Finally, the accuracy indicates
the percentage of correct total identifications for the user, i.e. the percentage
of images correctly recognised as belonging to the individual considered.

The comparison between adaptive systems was carried out using the three
neural networks described in the Sec. 3.3.2, FaceNet, ResNet50 and SeNet50.
As for the experiments on adaptive systems, the experimental protocol is
summarised as follows:
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• We subdivided the APE dataset into ten batches maintaining the se-
quence time progression: the first batch is the initial gallery and is com-
posed of the first p = 5 samples per user; the remaining nine parts,
composed of #samples−p

#adaptationsets images per user, are the adaptation sets.

• As performance evaluation metrics, the Equal Error Rate (EER) and the
percentage of impostors wrongly added were calculated. The updating
threshold was estimated at FAR=1%.

• The adaptation sets were used to simulate the periodic sets of batches
collected during the system operations individually analysed to update
the users’ templates.

• To simulate a real application and exploit changes in appearance over
time we used the (i + 1)th batch as test set of the ith batch as suggested
in [64].

FIGURE 4.3: Graph showing the percentage of subjects falling
into the categories short time (less than two years of acquisi-
tion), medium time (between two and five years) and long time

(more than five years).

4.1.2 Representativeness of autoencoded templates over time

To investigate to what extent deep features are able to follow all the intra-
class variations that the face can present over time, we carried out a prelimi-
nary analysis on the robustness of deep face recognition systems to temporal
variations. First, we analysed the evolution of the euclidean distance be-
tween samples of the same user and samples of different users. In Fig. 4.4
we reported the evolution of the distances between the first user template
and the other genuine samples in green, between the first template and the
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FIGURE 4.4: Evolution of the distances between the first user
template and the other genuine samples in green, between the
first template and the samples of the other users (impostors) in

red using the FaceNet features of the APE dataset.
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Max recognized seq. Max unrecognized seq. Recognition acc.
Short time 47.70% 0,84% 92.13%
Medium time 37.47% 0.80% 93,58%
Long time 28.90% 1.71% 82.33%

TABLE 4.2: Average percentages of recognised and unrecog-
nised sequences and the recognition accuracy of the samples of

the same category (short, medium, long acquisition time).

samples of the other users (impostors) in red, using the FaceNet features of
the APE dataset for 3 users, one for short, medium and long category.

Although the evolution of distances changes from user to user based on
more or less accentuated intra-class variations, it is noted that as the ac-
quisition time increases, the first acquired template loses its representative-
ness and is unable to follow the random and non-gradual manifestation of
changes in the facial appearance.

We then evaluated the performance of a facial recognition system based
on the minimum Euclidean distance of the incoming sample with those of the
gallery (five samples per user). Figure 4.5 shows the analysis of the recogni-
tion sequences over time for the three users chosen to represent the three
acquisition categories (short, medium and long time). In the graphs, the
presence of a rectangle is equivalent to a continuous sequence of recogni-
tion. The height of this triangle indicates the number of correctly identified
samples belonging to the sequence. The absence of the triangle is equivalent
to a sequence of wrong classifications. The presence of small consecutive tri-
angles is due to a succession of identifications and non-identifications. These
graphs confirm that the templates do not maintain their representativeness
over very long periods of time and therefore need to be replaced with more
recent data. This is less true for users with short acquisition times, whose
templates partially follow intra-class variations in face appearance.

Tab. 4.2 shows the average percentages of recognised and unrecognised
sequences and the recognition accuracy of the samples of the same category.
Recognition accuracy drops by ten percentage points for users with long ac-
quisition times (more than five years). This is expected, as in these videos
the variations of the facial appearance are multiple and very pronounced.
On average, users with a medium capture time behave like those with short
times. This makes us speculate that the variations under five years are con-
trolled enough to be more easily followed by the compact and representative
deep-features.



4.1. Experiments and Analysis 49

FIGURE 4.5: Analysis of the recognition sequences by Eu-
clidean distance for three users of different categories (short,
medium, long acquisition time). The base of each triangle rep-
resents a sequence of correct identifications, while the empty
spaces represent a sequence of incorrect identification. The
number of recognised sequences is indicated on the ordinate
axis, which can therefore be associated with the vertex of the
triangle, while the user acquisition period of the images is indi-
cated on the abscissa axis. The presence of many triangles over
a period of time implies that there can be even one misclassifi-

cation that interrupts the series of correct identifications.
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4.1.3 Results

The APE dataset allows us to evaluate the novel classification selection ap-
proach based on the clustering and the editing methods selection on data
simulating realistic conditions of use.

In this evaluation, we added another classification-selection editing method,
the RANDOM method, which simply selects p random samples of each user.
This method allows us to simulate what may happen by keeping a human in
the loop to perform a periodic template update. Indeed, the selection of a hu-
man supervisor is unpredictable and changes depending on the individual
involved.

The traditional self-update [59], the method based on risk-minimization
[11], the semi-supervised PCA [10], the K-Means [60], and the editing classifi-
cation/selection methods MDIST, DEND and RANDOM [9, 19] were imple-
mented and tested in terms of EER (Fig. 4.6) and impostors percentage (Fig.
4.7 using feature vectors extracted with FaceNet, ResNet50 and SeNet50 em-
beddings. These graphs allow us to analyse the performance of adaptive sys-
tems on heterogeneous data with different acquisition times, number of sam-
ples per user and presence of intra-class variations. Although the networks
are particularly powerful and performing, the optimised update methods
(red and black lines) present an improvement over the system without up-
dating (magenta line) and the traditional self-update methods (green line).

The results confirm those found through the datasets analysed in Section
3.3.5, also as regards the percentage of impostors who are inserted into the
system.

However, these graphs do not show us how updating the system differs
based on time of use. One of the goals of this work was in fact to understand
if and to what extent an optimised update would improve a facial recognition
system. For this reason, we analysed how the EER changes depending on
the category of users on the basis of acquisition times for FaceNet (Fig. 4.8),
ResNet50 (Fig. 4.9) and SeNet50 (Fig. 4.10) embeddings.

The results confirm that for all the deep features analysed, despite their
compactness and representativeness, “optimised” classification/selection tem-
plate update methods, namely K-Means and MDIST, allow to keep an error
lower than other adaptive methods, including human supervision, or system
without update (magenta line).

It is important to note that, in long-term situations, state-of-the-art meth-
ods show a deterioration in performance. To better highlight this finding,
we reported in Fig.4.11 a direct comparison between the K-Means and sys-
tem without updating for the three categories of acquisition times, short,
medium, long. Despite being highlighted by all three graphs, the great util-
ity of the classification-selection method emerges particularly from the graph
relating to the FaceNet features. In fact, in addition to the lowest error of the
K-Means already of the first batches, this remains constant for all batches,
while the system without updating shows an increase in error as the number
of batches increases. This aspect shows that without updating the template
gallery loses its representativeness over time.
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In Figures 4.14 we reported how the gallery changes with the K-Means
and random classification-selection methods of the same users that were used
in the Section 4.1.2 analysis. The images of the impostors entered into the
system show a red box around them. The random method, used to sim-
ulate what may happen by keeping a human in the loop for selecting the
best templates to update, allows the insertion of impostors into the system.
Templates selected with K-Means are similar to each other and, being close
to the centroid, do not belong to impostors. The graphs allow appreciating
how these methods with a template limit per user, even if very low as in this
case with p = 3, perfectly follow the natural change in the appearance of the
face. With each update, the templates in the gallery show the ageing of the
biometric trait and do not contain informationally “old” samples.

In conclusion, the evidence from this study shows the benefits of up-
date methods with “optimised” classification-selection in situations where
the face appearance presents many intra-class variations.
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FIGURE 4.6: EER for different template update methods with
p=5 using FaceNet/ResNet50/SeNet50 auto-encoded features

on the APE dataset.
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FIGURE 4.7: Impostors percentage for different template up-
date methods with p=5 using FaceNet/ResNet50/SeNet50

auto-encoded features on the APE dataset.
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FIGURE 4.9: EER for different template update methods with
p=5 using ResNet50 auto-encoded features on the APE dataset

divided on the basis of acquisition times.
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FIGURE 4.11: Comparison of EER between K-Means and sys-
tem without updating for the three categories of acquisition
times. For all the three auto-encoded features the use of “op-
timised” template update allows a substantial improvement in

the performance compared to systems without updating.
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FIGURE 4.12: Update of the template gallery by K-Means and
random classification-selection for user 37. Since the user’s im-
ages were acquired in one year, he is part of the “short time”

category.
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FIGURE 4.13: Update of the template gallery by K-Means and
random classification-selection for user 1. Since the user’s im-
ages were acquired in five years, he is part of the “medium

time” category.
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FIGURE 4.14: Update of the template gallery by K-Means and
random classification-selection for user 51. Since the user’s im-
ages were acquired in eleven years, he is part of the “long time”

category.
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Chapter 5

Conclusions

Compactness and expressiveness are the main strength points of the most
feature sets extracted through modern deep-learning-based face recognition
systems. In spite of the high progress, it is not yet clear to what extent deep
features can embed all possible variations of the users’ face. In this thesis,
we investigate the performance improvement of face recognition systems
by adopting self-updating strategies of the face templates and we propose
a novel classification-selection approach with a maximum number of p tem-
plates per user to keep limited the storage and computational requirements.
Based on the working hypothesis that the statistical distribution of the fa-
cial features exhibits a dominating mode around which the templates can be
searched, we propose two different criteria to perform the templates selec-
tion, one based on clustering methods and one on editing methods.

The novel classification-selection self-update method showed excellent
performance on different state-of-the-art datasets and using both handcrafted
and auto-encoded feature sets. In particular, the proposed approach showed
there is no need for re-training for auto-encoded features, which is computa-
tionally more expensive.

Although the results obtained are promising, the datasets used for this
experimentation, as well as for previous works, present medium-short ac-
quisition periods, few images per user and do not contain temporal image
information. During my PhD, I acquired a novel facial dataset for evaluating
the performance of several representative facial adaptive algorithms, called
APhotoEveryday (APE). It contains temporary and temporal variations col-
lected every day in extended periods, keeping the chronological order of the
samples. The APE images are characterised by many variations because the
videos from which they are extracted have the aim to demonstrate a change
in the appearance of the individual. The APE dataset differs from the exist-
ing ones for the very high number of images per user, many variations of the
faces and a very high time span.
These characteristics make it more suitable for simulating the continued use
of adaptive face recognition algorithms. By exploiting its potentialities, we
evaluated how some of the state-of-the-art neural networks worked under
the random and non-gradual manifestation of changes in the facial appear-
ance. Experimental results show the effectiveness of “optimized” adaptive
methods concerning systems without an update or random selection of tem-
plates.



62 Chapter 5. Conclusions
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