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Abstract

This thesis deals with the evaluation of the performance of a Wells turbine both
with experimental and numerical investigations. In particular, results are used to
highlight the contribution of different loss sources in determining the turbine effi-
ciency.

Numerical investigations have been focused at calculating the turbine efficiency
using both direct and indirect methods, i.e. by considering the quantities of interest
at the inlet and at the outlet of the turbine, as well as through the estimation of
entropy generation inside the domain.

Experimental investigations have been conducted at the University of Cagliari in
a facility equipped with an Oscillating Water Column (OWC) simulator and a Wells
turbine. The facility has been modified following a modular design of the test section,
which allows an easier modification of the rotor configuration and simpler access to
the test section for local flow investigations. Investigations have been focused on
the determination of Wells turbine performance, both with global measurements
(such as torque and static pressure drop) and detailed local measurements. Local
investigations were carried out using aerodynamic probes and hot-wire anemometer
(HWA), in order to reconstruct the flow field near the turbine, hence to estimate
also the local performance and losses.

The analysis of turbine’ s performance suggests two possible solutions to improve
Wells turbine performance under periodic unsteady flow conditions, characteristic
of the OWC device. The first solution is based on controlling the rotational speed of
the rotor, while the second one requires a modification of the pitch of the rotor blade
to control the incidence angle at different flow rates. The former solution has been
experimentally investigated in the facility available at the University of Cagliari,
while the latter has been evaluated by means of two dimensional CFD simulations.
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Chapter 1

Introduction

The growing demand for renewable energy has drawn the attention to the strong
potential of ocean-wave energy [2], with is global gross theoretical resource of about
2+-3.7 TW [3,4]. Global evaluations on the potential of this renewable source have
been developed in the last decades [4,5], as well as regional analyses focused on the
estimation of the overall amount of available energy and on its regularity [6-12]. Of
particular interest for the present work are the analyses carried out in Europe [13]
and more specifically in the Mediterranean Sea [14-20], which show that North West
coasts of Sardinia are one of the most preferable site in Mediterranean Sea, with
a estimated averaged energy of about 33.5 + 95.5 MWh/m per year. Local wave
energy estimations in Mediterranean Sea have oriented also to the selection of the
best Wave Energy Converter (WEC) for different sites of interest [20] for offshore
installations.

Many concepts and designs of WECs have been proposed during the last four
decades [21-23], as well as solutions and modifications to improve the most promising
designs [24-27]. In particular, WECs devices can be grouped into three main cat-
egories [24,28]: Oscillating Water Columns (OWCs), oscillating body systems and
overtopping systems. The high reliability and simplicity of construction, mainly due
to the absence of moving parts submerged into the seawater [29], and, in general, a
reduced number of moving parts [25], makes the OWC technology the most attrac-
tive, also thanks to the possibility to apply the OWC concept in different locations
and on different collectors platforms [22]. Electrical energy production with OWC
systems is generally obtained with two conversion stages, starting from the potential
energy contained in wave motion. Figure 1.1 (a) presents a schematic view of the
two main units that compose an OWC: an open chamber, partially submerged under
the sea free surface, and the power-take-off (PTO). In the open chamber the water
movement induces an alternative movement of a column of air and the wave energy
is converted into pneumatic energy of the bi-directional airflow of a mass of air. The
PTO, generally an air turbine, driven by the airflow, converts the pneumatic energy
into mechanical energy.

The bi-directional nature of the airflow inside the chamber of the OWC represents
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Figure 1.1: Schematic views of an on-shore OWC system with a Wells turbine.

a challenge in turbine selection [30,31]. The periodic inversion of the air flow in the
OWC chamber requires a system that is capable of maintaining the same direction
of rotation regardless of the direction of the air flow. Non-return valve arrangements
have been proposed to rectify the flow [32] in one of the first OWC installation in
early 1980s. This large-scale WEC, i.e. the Kaimei designed by Yoshio Masuda,
was equipped with conventional unidirectional turbines tested together with self-
rectifying turbines. Traditional turbines, such as for example impulse turbines, can
be coupled with OWCs [31,33,34] by introducing pneumatic valves or, alternatively,
by using stator blades on both sides of the rotor. More recently, bi-radial turbines
[35-38] and double-decker turbines [39,40] have been proposed to be coupled with
OWC devices.
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The Wells turbine, patented by Dr. A. A. Wells in 1970s [41], is characterized
by a symmetrical blade profile staggered at 90 degrees with respect to the axis
of rotation, and it represents a solution of self-rectifying air turbine, see Fig. 1.1
(b), which ensures similar performance during the outflow (air flowing out of the
chamber) and the inflow phase (air flowing into the chamber). Its simplicity of
construction has made the Wells turbine the most used turbine in OWC devices [42],
e.g. in the Mighty Whale device (Japan) [43], in the Pico Power Plant (Azores,
Portugal) [44], in the LIMPET device (Islay, Scotland) [45] and in the Mutriku Wave
Energy Plant (Basque Country, Spain) [46]. Besides its strengths, i.e. simplicity of
construction and reliability, a number of weakness have been highlighted in Wells
turbines operation [42,47], and they drawing the attention of researchers:

e low tangential force, i.e. poor torque and power output,
e a relatively low aerodynamic efficiency,
e a limited operating range due to stall.

Experimental studies have been conducted under steady [48-54] and unsteady
flow conditions with facilities representative of OWC simulators [1,55-61]. Perfor-
mance of traditional monoplane Wells turbines have been investigated in [59] under
unsteady flow conditions obtained by acting on turbine rotational speed, while per-
formance under bi-directional airflow, as in OWC systems, has been determined
in [1,55-57], with particular attention to the effects of the motion frequency on
turbine performance. More detailed local measurements on the monoplane Wells
turbine have been carried out in [58,61], in order to evaluate its aerodynamic per-
formance under a non-stationary bi-directional airflow. Several geometries have been
experimentally tested in [48,51], in order to quantify the effects of solidity and blade
shape on performance, while [49,52] investigate the behavior of a Wells rotor with
variable-pitch rotor blades, a solution of particular interest to extend the limited
operating range of the traditional turbine and avoid stall. Of particular interest
for real installations are the measures on the aero-acoustic characteristics of the
monoplane Wells turbine, as presented in [53]. Biplane and contra-rotating Wells
turbines [50, 54, 60], with and without guide-vanes on both sides of the turbine or
in between the two rotors, have been also proposed in order to reduce the kinetic
energy of the exit flow and to improve turbine’s global efficiency.

A wide number of numerical analyses have been carried out in the last decades,
also due to the high diffusion of software for Computational Fluid Dynamics (CFD).
Numerical simulations have been used to estimate the turbine performance [62-64],
in particular when flow conditions are sever, e.g. under incipient and deep stall con-
ditions [65,66]. Numerical analyses gave a great impulse to researches of improved
solutions with higher performance. The effects of design parameters, such as profile
thickness and rotor solidity, on turbine performance, have been calculated in [67-70]
while [71,72] proposed a optimized design of the turbine and of the blade shape [73],
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in order to overcome the limitations of the symmetrical profile, that leads to a lim-
ited lift at low incidence angles and the occurrence of stall at high flow coefficients.
Performance improvements have been researched also with unconventional blade de-
signs [74-76] or by simulating control strategies as pitch-controlled blades [77-79], in
order to extend the operating range and avoid stall at high flow coefficients. Com-
bined structural and fluid dynamics calculations have been used to investigate the
effectiveness of flexible blades [80,81] which can change their shape, accordingly to
the incident flow, by modifying the typical symmetric profile to a cambered one.
Of particular interest for the present work are the recent numerical analyses con-
ducted to estimate blade performance from a second-law point of view, by applying
the exergy balance and by calculating the entropy produced by the airflow through
the machine [82-89]. Finally, numerical approaches, not necessary based on CFD
simulations, have been adopted to evaluate the unsteady performance of the Wells
turbine and in particular to deeply understand the hysteresis behavior of Wells
turbines highlighted by a number of authors [90-92]. More recently, the hystere-
sis phenomenon has been explained by means of CFD methods [93] and simplified
numerical approaches [94,95], all supported by experimental measurements [57].

Some works summarized in this introduction, sometimes suggests turbine modi-
fications and enhancements solutions not always based on a deep knowledge of the
mechanism of losses that characterize the Wells turbine performance. For exam-
ple, great attention has been paid to recover the exit kinetic energy downstream
the Wells rotor, identified as the most important source of loss that affect its ef-
ficiency. Solutions based on guide-vanes [50, 96, 97|, contra-rotating rotors [98,99]
and biplane [54,100-102] Wells turbines have been considered and analyzed with
numerical and experimental approaches. On the other hand, blade profile opti-
mizations [73,103] have been carried out, as well as different blade thicknesses of
NACA 00xx profiles [88,104] have been compared to find the blade geometry for
the best rotor performance. The strong constraint of a symmetric profile that char-
acterizes the Wells turbine, limited the blade profile optimizations, as well as the
bi-directional operating mode do not ensure optimal performance of solutions for
kinetic exit energy recovery during both the two airflow phases. But above all, the
unsteady nature of the airflow does not allow the Wells turbine to operate in its
best efficiency conditions. Control strategies of turbine rotational speed or blade
stagger-angle arrangement have been proposed, but rarely tested in conditions sim-
ilar to the ones that happens in OWCs. A deep knowledge of all these factors of
efficiency reduction of the Wells turbines is necessary to lead the research of im-
provements. The relative importance of these effects is also helpful and unexplored
at this moment.

In the present work, experimental and numerical investigations have been con-
ducted to characterize the Wells turbine performance with a particular attention
to the evaluation of its efficiency. The efficiency definition based on a second-law
approach has been discussed and compared with traditional first-law based defini-
tions. CFD simulations have been carried out to calculate the second-law efficiency
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for the Wells turbine, with particular attention to its correct estimation by means
of CFD and to the turbulence closure models which are generally used for turboma-
chinery applications. The preliminary work on this topic has been presented at the
39*™" International Conference on Ocean, Offshore & Arctic Engineering [105] while
a journal publication [83] summarizes the complete analyses.

Experimental investigations, conducted in the facility available at the Univer-
sity of Cagliari, have been focused on the Wells turbine performance evaluation
using both global measurements (torque and static pressure drop through the rotor)
and local measurements, carried out with aerodynamic pressure probes and with
the hot-wire anemometer, in order to reconstruct the flow field near the turbine.
Global and local analyses provide an accurate description which can lead the tur-
bine optimization and increase understanding of turbine’s aerodynamic behavior.
The preliminary part of this work has been presented at the 76" Italian National
Congress ATI [61], while a extended and more detailed version of these analyses is
now under review for journal publication. Finally, a control strategy based on tur-
bine’s rotational speed has been experimentally investigated, in order to verify its
effectiveness on turbine performance, while a numerical work, yet published in [78],
investigates two different kind of controllers for a variable-pitch Wells turbine.

This report is organized as follows: Ch. 2 presents the definitions of Wells
turbine performance and efficiency, based on first- and second-law approach; the
efficiency decomposition has been also presented. Chapter 3 presents results of en-
tropy calculation for several simulations of different Wells turbine configurations
after a brief explanation on how the intermediate quantities, required to evaluate
the turbine efficiency, can be calculated from CFD results. The modifications made
to the experimental facility housed at the Department of Mechanical, Chemical and
Materials Engineering (DIMCM) are presented in Ch. 4, with a brief description of
the “modular” Wells turbine designed and used in the experimental investigations.
Results from experiments are reported in Ch. 5, where global and local measure-
ments are presented, as well as the turbine performance. Two control strategies to
improve turbine performance, i.e. the control of the rotational speed of the rotor
and variable-pitch rotor blades, have been analyzed with experiments, the former,
and numerically, the latter. The results of the these investigations are presented in
Ch. 6. Finally, Ch. 7 draws the conclusions of this work and suggests some future
investigations.






Chapter 2

Wells turbine performance
definition

In this Chapter, the Wells turbine performance is presented, with particular atten-
tion to the efficiency definition reported in literature. Its common definition, based
on a first-law approach, is compared to the definition based on the second-law anal-
ysis, leading to some theoretic implications for the specific case of the Wells turbine.
Finally, the efficiency expression is decomposed as done in typical turbomachinery
analyses, in order to identify the main terms of losses.

List of symbols

T*

{ex

3z

Non-dimensional properties
efficiency

velocity coefficient

work coefficient

static pressure drop coefficient
total pressure drop coefficient

reduction coefficient of the relative
velocity

flow coefficient
torque coefficient

loss coefficient related to the exit
kinetic energy

loss coeflicient related to the

relative total pressure loss coeffi-
cient

L= D =

Dimensional properties
angle of the absolute flow
angle of the relative flow
blade chord

absolute velocity

reference velocity

specific heat at constant pressure
exergy per unit time
enthalpy

specific work

mass flow rate

angular rotational frequency
pressure

volumetric flow rate
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r  turbine radius g  production
p  air density hub turbine hub
s specific entropy Il second-law approach
SG entropy generation rate in  input
T  temperature is  isentropic
T torque lost lost
U peripheral rotor speed, blade speed loss loss
V 1 .

VOIHE opt optimal value
w  specific work ¢ outout

out outpu
W relative velocity .
W work pol polytropic
ref reference value

X turbine tangential force / v
7 turbine axial force rel relative reference system

Subscripts and superscripts t  total condition
1 inlet f#  tangential component
2 outlet tip turbine tip
ad aerodynamic ts total-to-static
II  second-law approach tt  total-to-total
d  dissipation z  axial component

2.1 Performance definitions

Performance of Wells turbine is usually presented [106] in terms of the following
non-dimensional parameters: the flow coefficient ¢, the torque coefficient 7* and
the static and total pressure drop coeflicients p* and pj, respectively:

CZ £3 T * Ap * Apt
Qrtz'p /)Q Ttip pQ th'p pQ th'p

6 (2.1)

where C, is the (spatially averaged) axial flow velocity in the turbine duct, p is the
air density (assumed constant and equal to the ambient density), €2 is the angular
velocity of the rotor, ry;, is its tip radius, T is the torque, p and p; are the static and
total pressures, respectively, and A represents the difference between inlet and outlet
conditions of the rotor. These non-dimensional parameters can be experimentally
evaluated without reconstructing the local flow field inside the turbine. In particular,
the estimation of performance parameters in Eqn. (2.1) needs to measure the torque
at turbine shaft, the speed of rotation of the rotor, the axial flow velocity (or the
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volumetric flow rate) and the static or the total pressure drop through the rotor.
Generally, the static pressure drop can be approximated by measuring the wall static
pressure drop, as it is easier to measure near the rotor. In order to make evident
when this measurement is used in the following analyses, the wall static pressure
drop coeflicient has been denoted as p;, .

As well known, the efficiency of a turbine is defined as the ratio between the useful
output work and the available energy of the turbine. Two different formulations can
be found in the scientific literature for Wells turbines, both entailing an assumption
of incompressible flow [107]:

TQ
Nad = APQ (22)
T
= 2.3
Nt ApQ ( )

Several authors [48,99, 108] use the formulation in Eqn. (2.2), as it contains
parameters that can be more easily measured in experiments, i.e. the wall static
pressure drop, and it is representative of the aerodynamic efficiency of the rotor

T T/r X1
S MQ  Apr (2, =1, Co/r Z 0

Nad (24)

where X and Z are axial and tangential forces.

Other authors [56,57,92,102,109] use Eqn. (2.3). It is the ratio between the rotor
useful power and the power of an ideal (isentropic) process between the same initial
and final total pressures (i.e., the available power), and it represents a total-to-total
isentropic efficiency [107]. If the exhaust kinetic energy is entirely wasted, as in case
of the Wells turbine [108,110], the total-to-static isentropic efficiency definition is
more appropriate than the total-to-total definition reported in Eqn. (2.3). Consid-
ering the subscripts 1 and 2 for the conditions upstream and downstream the rotor,
respectively, the total-to-static efficiency reads as follows [108]:

w7 AL (2.5)

P —p2) Q
Even though this formulation is more representative of the energy conversion

process in a Wells turbine, it has (seldom) been adopted both in experimental and
numerical analyses.

2.2 Second-law analysis

In some recent works [84,86-89], the efficiency presented in Eqn. (2.3) has been
referred to as first-law efficiency, in contrast to a second-law efficiency derived from
an exergy analysis.



24 CHAPTER 2. WELLS TURBINE PERFORMANCE DEFINITION

Considering a steady-flow and adiabatic process, the exergy balance for an open
system can be written as follows [111]:

E:v,in - E:v,out = W + ﬂ,refSG (26)

where the net exergy flux per unit time (E, ;, — E; out) is equal to the sum of the rate
of exergy due to the useful work (1), and the lost exergy per unit time (TtmefSG).
S¢ represents the entropy generation rate inside the control volume and Tirey is a
reference temperature.

A second-law efficiency can be defined as the ratio between the useful work and
the net exergy flux, i.e.:

I W B W 3 TQ
Ex,in - Ex,out W + E,refSG TQ + E,refSG

(2.7)

2.2.1 Linking first- and second-law efficiency

For a machine evolving an ideal gas, the Gibbs’ equation integrated between the
initial and final total conditions reads:

2 2 2
/ dh, = / % +/ T, ds (2.8)
1 1 Pt 1

The term on the left hand side represents the actual work of the machine, w,
the first term on the right hand side is the polytropic work, w,,;, and the last term
represents the lost work, w,s. Under the assumption of constant specific heats
values and for a turbine:

W 2
|w| — u = —/ dht = Cp (El - EZ) (29)
m 1
|Wpol| ? dp,
e (2.10)
I/Vlost ?
Wiost = - = T;ds <211)
m 1
|w| = |wpol| — Wiost (212)

We can also define the isentropic work of the transformation at constant entropy
between the initial and final total pressures

Wis %is
i = B2l = [T, = 6 (3~ T (213)
m 1
In Fig. 2.1 the polytropic, isentropic, actual and lost specific works for a machine
evolving a compressible flow are graphically reported.
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Figure 2.1: Representation of specific works on the 7" — s plane

The isentropic work represents the maximum work that a turbine can exchange
with the fluid (i.e. the available energy per unit time), while the polytropic work is
the sum of actual work and lost work (due to friction). In a turbine, the polytropic
work is always greater than the isentropic work, with the difference being the heat
recovery effect [112].

|wpot| = |w] + Wiost > |wis] (2.14)

Conversely, the isentropic efficiency 7;s = |l/jw,| is always greater than the poly-
tropic efficiency 7y0 = *!/|w,.i|. The latter is more representative of the inefficiencies
in a turbomachine, since it only considers the lost work.

For low pressure ratio machines (as in the case of Wells turbine) (7} — Tho,s) <
T;; and the following approximations can be made:

Wpol R Wis == Mpol = Mis (215)

2
/ Eds ~ E,ref (82 — 81) (216)
1
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provided that 7},.s is chosen appropriately (i.e. in the range of temperatures in-
volved in the transformation), in order to obtain the area representing the energy
lost in Fig. 2.1. Under these assumptions

‘U}| ~ |wpol‘ - Tt,ref (32 - Sl) (217)

In terms of powers, observing that for low speed flows p; can be approximated
with the static density, p, one has:

. , | m
Woot| = 110 [yt = =110 | 22~ 22 (g — pio) (2.18)

1 Pt Pt

. 2
VVlost = mwlost = TTL/ TtdS ~ meef (82 — 81) (219)
1
. 2
(W | = 1 |w| = —m/ dhy = e, (T — Tin) = T (2.20)
1

In addition, the lost work can be written in terms of the entropy generated inside
the domain, following Gauss’ divergence theorem [82]:

m,-rt,ref(SQ - 31) = ,I‘t,ref/ pPo dy = E,refSG (221)
cv

where o = dsy/dt represents the entropy generation rate per unit mass, and CV a
control volume enclosing the turbine.

By considering Eqns. (2.14), (2.18), (2.19) and (2.20) and the definitions of first-
and second-law efficiencies, Eqns. (2.3) and (2.7), it follows that:

n__ TO__T0
T+ ThpepSe AmQ

n (2.22)

Equation (2.22) is a direct consequence of the equivalence of polytropic and
isentropic work for a low pressure ratio process.

2.3 Losses in the Wells turbine

In order to identify the loss components that affect the efficiency of a Wells turbine,
it can be useful to consider the expansion through the rotor as represented on the
enthalpy-entropy (h - s) diagram in Fig. 2.2.

Subscript t denotes total conditions, s refers to isentropic conditions, ¢, rel are
the total conditions in the relative frame and C' and W are absolute and relative
flow velocity, respectively. Considering the available energy for the expansion in
a turbine hy; — hgg, corresponding to the isentropic expansion 1, — 2,, and the
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Figure 2.2: Expansion through the Wells rotor in the h — s diagram.

useful work hq; — hoy, represented by the real expansion 1; — 2;, the total-to-static
efficiency, see Eqn. (2.5), can be defined as follows:

hit — hat C2/2 (Ah)

8:7:1— —_— lOSt:]_— - 223
s = = o T — ey LT EX TR (223)

where £g and £gx are the loss coefficients related to the profile aerodynamics and exit
kinetic energy, respectively. The isentropic expansion between total inlet conditions
1; and static outlet conditions 2, allow to introduce a fictitious velocity C*, as
shown in Fig. 2.2. It can be practically calculated from global measurements as
shown in Eqn. (2.24), by assuming air density constant at the value of the inlet
conditions, i.e. p = p; = const.

C*thﬂ_hzz_ 2@%%4—0_12

(2.24)
2 w PP 2

Also, the loss of enthalpy (Ah),,,, can be expressed in terms of relative velocities:

Wi —-W3i W2
(A) g = ha = oy = =2 = 28 (1 ?) (225)

where ¢ = Wy /Wog is the reduction coefficient of the relative velocity and it is an
useful measure of the aerodynamic efficiency of the rotor. (The relative velocity
Wy, can be obtained taking into account that from the h — s diagram, W2, /2 =
W2/2+C*%/2 —C?/2 = U?/2+ C*?/2). Then, the rotor losses £i can be rewritten
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based on Eqn. (2.25), introducing the velocity coefficient A = U/C*, where U is the
peripheral speed of the rotor:

Ah Was\ >
€r = }Eu%h; = (1—4?) (72) A2 (2.26)

Generic velocity triangles at inlet and outlet of the Wells rotor, as reported in
Fig. 2.3, are helpful to express g as a function of flow angles, rather than velocities.

INLET
Wi [e%}
Ch
B1
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
Wao a2
B2 Ca
U
OUTLET

Figure 2.3: Velocity triangles at inlet and outlet of a Wells turbine.

Er=(1—9¢%) (1+ X = 29N\ cot o) (2.27)
where the flow coefficient ¢ can be derived from the velocity inlet triangle in Fig.
2.3,1.e. ¢ = (Cysinay)/U.

Following the same approach, it is possible to derive a similar expression for the
exit losses &px:

C/o

= 1" =\ 4y (1 + A% — 2)\2¢cota1)
hlt - h2s

<EX (2.28)

— 21\ cos Py (1 + A2 —2X\%¢ cot a1)1/2
where (3, is the exit relative velocity angle.

Finally, the total-to-static efficiency can be expressed as a function of the flow
angles o and (B, and of the non-dimensional parameters A, ¢ and ¢:

1) cos Ba
A

Nes = 2% |dcot oy — 1+ ()\2 +1—2)\¢pcot 041)1/2 (2.29)

The expressions for efficiency, Eqn. (2.29), and loss coefficients, Eqns. (2.27) and
(2.28), can be simplified assuming the inlet flow to be axial, i.e. oy = 90°, as typical
for a Wells turbine inside an OWC when the airflow comes from the atmosphere.

Er=(1-9*) (1+X?)
Epx = N2+ Y2 (1 + 22 — 2¢Xcos fovV/1 + A2 3 for o = 90° (2.30)
Nes = 2 (¥ cos Bav/1+ A2 — A)
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From Eqn. (2.30), it is clear that rotor losses depends on A and 1, which are
related to the operating conditions, while they are independent from the deviation
angle 5 which influences the discharge loss {gx, instead. A demonstrative repre-
sentation of efficiency decomposition as a function of the operating conditions is
reported in Fig. 2.4, where the values of the velocity reduction coefficient 1 and the
exit relative velocity angle 8, have been assumed constant for every flow condition.

08— |

06 Eex
04+

0.2r

len

Figure 2.4: Losses components for efficiency evaluation (8 = 10°, ¢» = 0.9).

The diagram in Fig. 2.4 shows the relative importance of the two losses as a
function of the velocity coefficient U/C*. This consideration becomes important be-
cause the Wells turbine works under variable flow conditions. In particular, the non
stationary flow conditions determine continuous variation of the U/C* parameter,
which becomes higher than 1 when the mass flow rate decreases. Under these con-
ditions, the losses £px are almost constant while the rotor losses considerably grow.
In order to keep the efficiency as high as possible, it is necessary that the turbine
works in the vicinity of the conditions for which U/C* determines the maximum
efficiency: due to the fact that C* continuously changes, it becomes necessary to
control the peripheral speed U. Maximum efficiency is obtained for the condition
Aopts that can be analytically derived from Eqns. (2.29) and (2.30). In Eqn. (2.31)
the inlet flow is assumed to be axial, i.e. a; = 90°, and 1 constant for every flow
condition. It follows:

Aopt = —— 2032 v (2.31)
(1 — )2 cos? Bs)

2.4 Additional performance parameters

Aside the traditional performance parameters reported in Eqn. (2.1) and the ef-
ficiency definitions in Eqns. (2.2), (2.3) and (2.5), it is useful to introduce two
additional non-dimensional parameters that can help to characterize the local and
global performance of the Wells turbine. The first parameter is the reduction coeffi-
cient of the relative velocity, 1, yet introduced in the present analyses. It should be
note that ¢ is directly related to a typical performance parameter used in turbine
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analyses, i.e. the relative total pressure loss coefficient Yp defined in [113] as follows:

Pt1,rel — Pt2,rel
Yp=—"-"—F— 2.32
T pE 252

It is a measure of the aerodynamic losses through the rotor [107] and it can be
related to ¢ by considering the transformations in the diagram of Fig. 2.2. Since
points 1;,¢ and 2, lie on an isentropic line, as for points 2;,, and 2, by applying
Gibbs’ equation and assuming the flow to be incompressible, it is possible to write:

hitret — hos = w
- (2.33)
hiarer — ho = w

where the rothalpy is preserved during the transformation through a rotor [107] and
it can be calculated as follows:

W2 U?
W? U? htl,rel = hf2s + 223 - 7
ht,rel =h+ 7 - 7 = const — W2 U? (234)
ht2,rel = hf2 + 72 - 7

Finally, by combining Eqns. (2.33) and (2.34), the relative total pressure loss
coefficient reads:

Wi, —-Wwi 1
YP:T;:E—l (2.35)

The second useful parameter is the work coefficient A, which represents a dimen-
sionless index of the specific work [:

l U (Crg — Cap)
Ufl-p U2 ( )

tip

A

where subscript 6 denotes the tangential component of the absolute velocity C.



Chapter 3

Turbine efficiency calculation by
means of CFD

In this chapter, the different efficiency definitions presented in Ch. 2 have been
compared by means of CFD simulations. They have been conducted on the well
known case study proposed by Setoguchi et al. [1] which have been extensively
investigated both numerically and experimentally.

In the first part, the method for entropy calculation from CFD simulations has
been described, with particular emphasis on the decomposition of the generated en-
tropy into a contribution due to the mean flow and another one due to the turbulent
fluctuations. The use of the RANS approach to calculate entropy has been described
and different turbulence closure methods have been proposed to solved it. The mid
part presents the case study used for the analyses, and its verification and validation
is described in detail. Then, two sets of comparisons have been proposed:

1. different turbulence closure models, typically used in Wells turbine analyses,
have been tested in order to characterize them for turbine performance calcu-
lation, entropy production evaluation and stall prediction,

2. several rotors with different solidity and blade profiles thicknesses have been
simulating in order to characterize their performance both with first- and
second-law approach.

Finally, some important remarks have been resumed.

List of symbols

Acronyms CV  control volume
CFD computational fluid dynamics LE leading edge

CFL  Courant-Friedrichs-Lewy num- NS Navier-Stokes
ber PS pressure side
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RANS

REAL
S-A
SS
SST
STD
TE

TR OS> > ™o

FOIIRS

Renynolds-averaged Navier-

Stokes

realizable
Spalart-Allmaras

suction side

shear-stress transport
standard

trailing edge
Non-dimensional properties
efficiency

viscous damping function
identity tensor

entropy generation/dissipation
rate

static pressure drop coefficient
static pressure drop coefficient
flow coefficient

Reynolds’ number

torque coefficient
Dimensional properties

specific heat at constant pres-
sure

rate of dissipation of k
energy, exergy

enthalpy

turbulent kinetic energy
thermal conductivity
volume viscosity

mass flow rate

dynamic viscosity
kinematic viscosity
specific dissipation rate

angular rotational frequency

T 0oH

LD
&

S H <35 9

< <

hub
17
m

ind

out

pressure
stress tensor
volumetric flow rate
turbine radius

air density

entropy generation rate

entropy generation rate per unit
mass

temperature

time

torque

volume

wave period, piston period

peripheral rotor speed, blade
speed

velocity

volume
Operators

nabla operator
laplacian operator

sum of gradient and gradient
transposed

mean value, time average
Subscripts and superscripts
fluctuating component
dissipation

production

turbine hub

second-law approach
input

indirect

mean flow

output

Reynolds’
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ref  reference value tt total-to-total
t total condition '
ts total-to-static
T turbulent
tip turbine tip V due to fluid flow

3.1 Entropy calculation from CFD (RANS) sim-
ulations

The quantities required to estimate the efficiency of a Wells turbine can be calcu-
lated using numerical simulations, i.e. by solving the governing Navier-Stokes (NS)
equations numerically. These quantities include the turbine torque 7T, the static
and total pressure drops Ap and Ap;, the volumetric flow rate (), and the entropy
generation rate S(;.

As a Direct Numerical Simulation (DNS) of the NS equations for most flows
of industrial interest is still beyond the capability of current computers, the most
common and practical approach is the solution of the Reynolds Averaged Navier-
Stokes (RANS) equations, which are derived by replacing the instantaneous flow
variables in the NS with the sum of a mean value and a fluctuating component with
zero mean value (¢ =@ + ¢').

For a compressible flow, assuming negligible heat transfer as common in turbo-
machinery applications, the RANS equations of conservation of mass, momentum
and energy read as follows [114]:

Py (V) =0

“—+V-(pVeV+pVeaV)=-Vp+V-II (3.1)

_ Dp N
LE 4V (pVh) = o+ T VV + I UV

where V is the velocity vector, h is the static enthalpy, and IT is the deviatoric stress
tensor, that for a Newtonian flow can be expressed as the sum of the contributions
due to the strain rate tensor V°V and the volumetric tensor (V- V)1, each one
multiplied by a constant, i.e. the molecular viscosity p and the bulk viscosity A,
respectively.

M=pu(VV+VV) £ XN(VV)I=2uVV +A(V-V)I (3.2)

In Eqn. (3.1), the prime symbol denotes fluctuating quantities, and the overbar
denotes time-averaged flow quantities. Density fluctuations, i.e. p’, have been ne-
glected as they start to affect turbulence around a Mach number of 1 [115]. In the
presence of significant density fluctuations, the Favre-averaged NS equations can be
used instead [116].
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The terms which represent the effects of turbulent fluctuations on the mean flow
are not resolved by the RANS approach and need to be modeled to allow the so-
lution of the system of equations. The turbine torque 7 can then be calculated
by integrating pressure and viscous stresses on the turbine blade, while the pres-
sure drops require the evaluation of the (mass-flow) averaged pressure on surfaces
appropriately defined upstream and downstream of the turbine. The evaluation of
the entropy generation rate SG requires more attention, as an entropy equation is
not generally solved in CFD programs, as it would make the system of equations in
Eqn. (3.1) overdetermined. An entropy equation can be derived by linking Gibbs’
relation with the momentum and energy equations, as described in [82,117]:

dps L o — N

o0 + V- (pVs) + V- (pV's') = pov,ms + DoV (3.3)
where the right hand side represents the entropy production rate per unit mass due
to fluid flow: in particular, ov,,,f is the contribution due to the mean flow and oy 1
is the one due to turbulent fluctuations. The two terms on the right hand side of
Eqn. (3.3) are defined as follows, neglecting the effect of temperature fluctuations
on viscous entropy production as in [117,118]:

1 — —
POVnf = = (IT: VV) (3.4)

povE = = (W) (3.5)

Only the terms containing mean quantities are solved (and hence available) in a

RANS approach. All terms involving fluctuating quantities (pV’' ® V' and IT' : VV)
need to be modeled. The most common approaches are Linear Eddy Viscosity
models, based on the so-called Boussinesq’s hypothesis:

_ N 2 9
PV EV =Tl = pr (VV + VV') = SphL =200 V5V = 5L (36)

where IIg is the Reynolds’ stress tensor, ur is the turbulent viscosity and £ is the
turbulent kinetic energy per unit mass (k = £(—puw? — pv’2 — pw')). The term f; is
usually modeled adding additional transport equations. The quantity (H’ : VV’)

represents the dissipation of turbulent kinetic energy into heat and is usually referred
to with the symbol . Finally, the global entropy generation per unit time (Sg) can
be estimated by integrating the viscous dissipation in the domain of interest:

ng/ 5 (0vmy +0vr) dV (3.7)
CcVv

This approach for the calculation of entropy production is referred to as a direct
method in [117]. Alternatively, the same authors suggested the use of an indirect
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method, which is derived from the equation of conservation of entropy (Eqn. (3.3)),
neglecting turbulent convection and diffusion across the boundaries, and integrating
in an appropriate control volume CV'.

S~ / p5V -ndA + 9 p3dV (3.8)
A ot Jev
In Eqn. (3.8), A represents the boundary of the control volume C'V, and s
the specific entropy which can be evaluated under the assumption of ideal gas, as
recalled in Sec. 2.2.1.

3.1.1 Evaluation of entropy production with different tur-
bulence models

As mentioned in the previous section, turbulent quantities are not directly avail-
able in RANS approaches and need to be modeled. Different turbulence closure
methods are available in CFD solvers, the most common being the ones based on
the so-called Boussinesq’s hypothesis, which assumes a linear dependency between
Reynolds’ stress and strain tensors (Eqn. (3.6)). The most famous ones are k — ¢
and k — w models, which derive the turbulent viscosity p7 based on two additional
partial differential equations, for turbulent kinetic energy (k) and its rate of dissi-
pation (g), and for k and its specific dissipation rate (w), respectively. Of particular
interest for this work is the equation of conservation for the turbulent kinetic energy,
which is reported in Eqn. (3.9):

% VA VA N . /AR w (R V2 l—ﬁ)

o TV (pkV) =V ( PV ATV = V-V V! ) + (3.9)
—II':VV' — V' ® V' : V5V

where the last two terms on the right hand side of the equation represent the rates
of dissipation and production of k, respectively. The former, referred to with the
symbol €, is present also in the energy equation (Eqn. (3.1)), as the dissipated
turbulent kinetic energy is transformed into heat. The production of k£ can be
expressed following the Boussinesq’s hypothesis in Eqn. (3.6):

' :VV' = pe (3.10)

VBV VIV = 25y (VOV) — Sk (V- V) (3.11)

Using Eqn. (3.10), the viscous dissipation in Eqn. (3.4) and (3.5) can be calcu-
lated as follows:

Toy =Toy,s+Tovr = % (ﬁ: VV + 11 : VV') =
(3.12)

1 _ _

- (20 (V5V)* + A (V- 9)" +7¢)
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Many authors [119-121], assuming a local equilibrium between turbulent entropy
production and dissipation, i.e. pe = 2ur (VSV)Q — %ﬁk (V-V), introduce the
following approximation:

Tov — % 2 (4 + i) (VSV)? + (w Vo %ﬁk) (v V)} (3.13)

The last two expressions Eqns. (3.12) and (3.13)) are alternative methods for
calculating the entropy production due to viscous dissipation per unit mass, and the
choice between the two methodologies depends on the selected turbulence closure
model:

1. In k — ¢ and k — w models, both approaches can be adopted because in the
former ¢ is directly available, while in the latter it can be calculated as a
function of the turbulent kinetic energy k and specific dissipation rate w, i.e.
e = wkB*, where §* is a model constant which depends on the specific imple-
mentation. An important consideration has been proposed in [120], where the
authors note that the second approach (Eqn. (3.12)) is more reliable, because
in RANS approaches ¢ is only used as an intermediate quantity to calculate
iy and Ik, which interact with the mean flow through the momentum and
energy equations.

2. In Spalart-Allmaras (S-A) models only the second approach can be used, as
the method solves directly a transport equation for kinematic eddy viscosity
v, which is related to pur through the following expressions:
5/ \3
(7/v)

HT = ﬁﬁfvl fvl - m (314)

where f,; is the viscous damping function. In addition to the standard formulation of
the k—e model, the Realizable (REAL) k—e formulation has also been considered. It
is a newer implementation [122] that differs from the original for a new formulation
of the turbulent viscosity and a new transport equation for the dissipation rate
. The Fluent® User’s Guide [123] states that the & — ¢ REAL model provides
superior performance for flows involving rotation, boundary layers under strong
adverse pressure gradients, separation and recirculation.

3.2 Methodology

The turbine geometry and operating conditions simulated in this work are the ones
presented in the experimental work from Setoguchi et al. [1]. The main details are
summarized in Table 3.1.

The domain for the numerical simulations is reported in Figure 3.1 (a): it is
a straight duct representing a single blade passage of the turbine, with periodic
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Table 3.1: Geometric and operating data from [1].

Rotor tip diameter 300 mm
Rotor hub diameter 210 mm
Tip clearance 1 mm
Chord length 90 mm
Sweep ratio 0.417
Hub-to-tip ratio 0.7
Number of blades 5-6-7
Airfoil profile NACA 0012 - NACA 0015
NACA 0020
Solidity  0.56 - 0.67 - 0.78
Rotational speed 2500 rpm
Operating frequency 1/6 Hz
Non-dimensional frequency _3
(xfe) /U 1.2 x 10
Reynolds’” number ~ 9% 10°

based on blade chord

boundary conditions at the 2 sides. Simulating a single passage of a turbomachin-
ery’s blade row (or even multiple single passages from different blade rows, with
an appropriate treatment of the inter-row interface) is a common practice in turbo-
machinery RANS simulations [124-126] when the hypothesis of periodic flow with
respect to the blade pitch is valid, i.e. in the absence of flow structures larger than
the blade pitch. This approximation has been often used in Wells turbine simula-
tions [65,67,88,92]. A comparison between the simulation of the Wells turbine’s
full rotor and of a single passage was conducted by the authors, showing a maxi-
mum difference in the performance coefficients of less than 0.1%. The interaction
between stationary and moving parts has been modeled using a “frozen rotor ap-
proach”, also referred to as the “multiple reference frame” (MRF) model in the
Fluent User’s Guide [123]. The model can be used for turbomachinery applications
in which rotor-stator interaction is relatively weak, and the flow is relatively uncom-
plicated at the interface between the moving and stationary zones. This seems to
be a good approximation for the present case study, where the interaction between
moving parts is only at the hub and casing of the duct where the turbine is housed.
The same model has been used in the majority of previous CFD analyses of Wells
turbines [65,76,88,89,100,127,128]. The OWC chamber is not included in the do-
main (as done for example in [129-131]), because its main effect is to cause a delay
between the movement of the water level in the chamber and the mass-flow in the
turbine duct, without significant modifications to the turbine performance.
Uniform inlet boundary conditions have been used for velocity, total temperature
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Moving
Reference
Frame (MRF)

Outflow

Inflow / Periodic

Interfaces

(a) Computational domain for simulations

(b) Blade mesh (c) Close-up view of the hub mesh

Figure 3.1: Computational domain and details of the mesh (about 2 million cells)
used for simulations.

and turbulent quantities. The velocity has been set to a value, fixed in steady (fixed-
¢) simulations and sinusoidally variable in time in dynamic simulations, chosen to
obtain the required value or range of flow coefficients (see Eqn. (2.1)). Figure 3.2
shows a typical variation of flow coefficient ¢, where T,, represents the wave period.
The inlet total temperature has been set to 288 K and the turbulent quantities are
calculated by the solver based on the values set for turbulent intensity and length
scale (2% and 7% of the blade height, as suggested in [123]). A uniform value of
static pressure has been specified at the outlet, while periodic boundary conditions
have been used at the two sides of the passage of the computational domain (Fig.
3.1). Inlet and outlet are inverted for negative values of the flow coefficient. A
multi-block structured grid has been used to discretize the volume, with a C-grid
around the blade able to capture the boundary layer flow and an H-grid in the rest
of domain, see Figs. 3.1 (b) and (c).

Four different turbulence closure models have been compared: the k—w SST, the
standard (STD) and realizable (REAL) k —¢ and the Spalart-Allmaras (S-A) model.

Numerical simulations have been conducted using the commercial CFD software



39 CHAPTER 3. TURBINE EFFICIENCY CALCULATION BY MEANS OF CFD

0.3

-0.3 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1
t/Tw
Figure 3.2: Inlet boundary condition for dynamic simulations, in terms of flow
coefficient ¢.

Ansys Fluent® 17.0. The SIMPLEC algorithm has been used for the pressure-
velocity coupling (pressure-based segregated algorithm [115,123]), a second-order
centered scheme for pressure and viscous terms and a second-order upwind scheme
for convective terms. Multiple-reference-frames have been adopted to simulate the
interaction between stationary and rotating volumes. Steady (fixed-¢) simulations
have been run with a time-dependent approach (and constant boundary condition)
with a time step of 107* until convergence of the monitored quantities (torque and
pressure drops) were obtained (within 0.1% in the last 1000 time steps), while time
dependent simulations were run for 3 wave periods, with a time step sufficient to
obtain results independent from the temporal discretization. Results from the last
2 periods differed always by less than 0.1%, hence periodic convergence has been
considered achieved. A first-order implicit temporal discretization approach was
used, with 5 sub-iterations per time step. The default settings of Ansys Fluent®
have been maintained: at every sub-iteration, 2 sweeps of the algebraic multigrid
with a maximum of 40 levels are allowed, with the Gauss-Seidel smoother. An
explicit convergence criterion was not set in time-dependent simulations, but rather
the number of sub-iterations was kept fixed, and the time step size reduced until
results were independent from its value. Maximum residuals were found to be of
the order of 10~* for appropriate values of the time step. Increasing the number of
sub-iterations would have achieved the same effect, at least to a certain time step
size, as shown in [132]. As demonstrated in [132], the effect of the discretization
order is negligible;. The error introduced at each time-step, which for an implicit
method is the sum of temporal discretization and iterative errors [133], appears to
be dominated by the latter.

All simulations were run on dual processor 3.30 GHz 8 core Intel Xeon E5-2667 v2
CPUs. Each time step required about 3 seconds, and complete periodic simulations
required as long as 3 months.
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3.2.1 Verification and validation

The choice of the spatial discretization has been made following a grid convergence
study, with the k —w model for turbulence closure, following the guidelines given in
the JFE Editorials Policy Statement [134] and expanded in several articles [135,136].
These are based on the use of the Richardson Extrapolation, which involves the
solution of the numerical problem on 3 grids with increasing size. Defining hy, ho
and hj the representative grid dimensions (these can be calculated as (V/N)'/3, with
V' the volume of the fluid domain, and N the number of cells), and Sj, Sy and S3
the solutions obtained with the 3 grids for a quantity of interest, the apparent order
of convergence can be calculated as follows:

| log(lera /)| + (‘) (3.15)
p=——]log(|erz/¢€ 0 :
log(r23) Blle12/ €23 8 rhy — s
where s = sign(ein/€s), €; = (S; — ;) is the difference between the solution

obtained with 2 grids of different sizes, and r;; = h;/h; the ratio of grid representative
sizes. If s > 0 the convergence is monotonic, while s < 0 might be an indication of
oscillatory convergence. A negative value for p might be an indicator of divergence
(or that the grids do not lie within the asymptotic range). The asimptotic value can
be estimated as follows: .

T 2353 — SQ

p

Sea:t - (316)

Regarding the uncertainty linked to the evaluation, [136] suggests using a grid con-
vergence index GCI defined as follows:

Sext - Sj

A7
Sea:t <3 )

GCI; =1.25 ’

while [135], in the presence of oscillatory convergence, suggest using half the range
of variability in the data:

1
Ustern = é\max(Sj) — min(S;)| (3.18)

Figure 3.3 presents the convergence of p* and T™ for a flow coefficient ¢ = 0.16,
using 5 grids with different number of cells (each grid has about 2.9 times the cells
of the previous one), the central (grid C) being the one that has been used for the
rest of the calculations.

It is clear that none of the grids presents a large variation with respect to the
finest one (the maximum deviation is less than 1.5% on the coarsest grid for the
pressure drop coefficient). The grid used in this study, which has about 2 million
cells, produces results that are extremely close to the ones obtained with the finest
grid (17 million cells), producing errors of less than 0.3% and 0.05% of the most ac-
curate prediction, for p* and T, respectively. It is interesting to note how, while the
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Figure 3.3: Grid convergence analysis of non-dimensional parameters evaluated with
five grid sizes.

pressure drop coefficient exhibits a monotonic convergence, the torque coefficients’
convergence is oscillatory. Tables 3.2 and 3.3 present the evaluation of apparent
convergence error and evaluation uncertainties, for 2 sets of grid triplets (B-C-D
and C-D-E, respectively). The apparent convergence order calculated with the first
set of grids is similar to the theoretical order of the method, which suggests that
this grids are in the asymptotic convergence range. The value obtained with the
last set of grids suggests that mesh independence has being reached.

Table 3.2: Grid convergence estimation using grids B, C, D.

e T
Ny = Np 631 200

Ny = N¢ 1 836 480
N3 = Np 5 360 165
T19 1.43

T3 1.43
S1/Sext 0.9874 0.9963
So/Sext 0.9950 1.0006
S3/Sext 0.9980 0.9994
P 2.57 3.62
GCI; 1.048% 0.180%
GClI, 0.420% 0.029%
GClI;s 0.168% 0.029%
Ustern — 0.220%

The validation has been conducted on the selected grid, i.e. grid C, which has
non-dimensional wall distance (y*) below unity (so that the k —e model was used for
the enhanced wall treatment [123]). Figure 3.4 reports the results obtained for the
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Table 3.3: Grid convergence estimation using grids C, D, E.

p* T*
N, = No 1 836 480
N, = Np 5 360 165
N; = Ng 17 376 540
1o 1.43
Tos 1.43
S1/Seee  0.9964  1.0006
S5/Seee  0.9995  0.9994
S3/Seee  0.9999  1.0003
D 537 0.69
GCL 0.062% 0.244%
GClL, 0.009% 0.244%
GCl; 0.001% 0.133%
Ustern —  0.061%

non-dimensional coefficients of torque and pressure drop for steady calculations at
different flow coefficients, for the turbine with the highest number of blades (z = 7,
i.e. with a rotor tip solidity equal to 0.67) and NACA0020 profile, where the largest
gradients of flow quantities are expected, in comparison with experimental data.
The latter present the famous hysteretic loop due to the capacitive effect of the
OWC chamber [129,131,137]. Numerical results lie in the middle of the hysteresis
loop, therefore attesting the appropriateness of the numerical results.

o 01 02 03 0 0.1 02 03
¢ ¢
(a) Static pressure drop coefficient (b) Torque coefficient

Figure 3.4: Validation of grid (C) with the experimental data (dotted line) from [1].

Figure 3.5 reports the effect of the time step size on the torque and the entropy
generation coefficients. Five time step values have been compared running 3 periods
of oscillation, with an amplitude for the sinusoidal inlet velocity appropriate to
produce a maximum flow coefficient ¢ of 0.23, as in the experiment [1]. Only the
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last period is reported, for brevity.
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Figure 3.5: Verification of the temporal discretization using five different time-step
sizes, for a maximum flow coefficient ¢,,., = 0.23.

The non-dimensional entropy generation has been evaluated using both the dissi-

pation and the generation of turbulent kinetic energy (as explained in Section 3.1.1),
and the results have been expressed in non-dimensional form, as follows:

/C<2/,L(VSV)2+)\(V~V)2+ﬁs>dV

Ke, = 3.19
S,d %pinggrfip ( )
. _ 2 _
/ {2 (u+ pr) (VSV)° + (w V- gpk:) (v v)] av
K. v 3.20
S,g %meB’T%p ( )

where K ; is the non-dimensional entropy production rate in the control volume,
evaluated using the turbulent kinetic energy dissipation defined in Eqn. (3.12), and
Ky , is the non-dimensional entropy production rate in the control volume, evaluated
using the turbulent kinetic energy generation defined in Eqn. (3.13). It should be
noted that in the presence of an incompressible flow, the second term in the round
brackets of Eqn. (3.19) and the last term in the square brackets of Eqn. (3.20) are
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null. In the current analyses, given the low relative Mach number in the vicinity
of the blade (about 0.3) these terms never accounted for more than 0.02% of the
total entropy production. The flow has been treated as compressible for generality,
as the derivation in the current form can be applied also for higher Mach number
machines [138,139].

The analysis highlights how time steps larger than T,,/16000 ~ 4x10~* s produce
spurious phase errors [134], which manifest in a false delay, previously erroneously
interpreted as an aerodynamic hysteresis of the turbine [129,131,137,140]. This effect
is reported in Figure 3.5, where it is evident how hysteretic effects disappear when
sufficiently small time step sizes are used (below T,,/16000 ~ 4 x 10~* s). Reducing
the time-step size has a similar effect to increasing the number of sub-iterations: [132]
have shown how it is the total number of sub-iterations per cycle (i.e number of time
steps per cycle times number of sub-iterations per time step) that influences the
temporal convergence. For the selected grid and working conditions, the maximum
value of the Courant number (CFL) is proportional to the time step size and ranges
from 6400 (for dt = T,,/1000) to 25 (for dt = T,,/256000). Performance during inflow
(negative flow coefficients) and outflow (positive flow coefficients) does not present
significant differences. The absence of dynamic effects is in agreement with the large
literature on oscillating lifting surfaces [141-143], where significantly larger non-
dimensional frequencies are required to produce an appreciable hysteresis [94, 144].

A similar analysis, Fig. 3.6, has been conducted in the presence of a temporal
profile for the inlet velocity with a larger amplitude (¢4, = 0.325), sufficient to
lead to blade stall. The results of the analysis show how an even smaller temporal
discretization is required to achieve results independent from the time step (about
1.25F —5 s), with a corresponding value of the maximum CFL of about 12.5. In the
presence of stall, a small hysteretic loop is present, which is caused by the fact that
the boundary layer reattaches to the blade surface for a flow coefficient (and therefore
an angle of attack) smaller than the one leading to stall during the acceleration phase.
This phenomenon is not necessarily linked to the dynamic operating conditions, as
a static stall hysteresis is documented for many lifting surfaces [145, 146], while
significantly larger non-dimensional frequencies are required to produce appreciable
effects on the performance [142,143]. In any case, the value of the performance
parameters after reattachment, during deceleration, is indistinguishable from the
one attained during acceleration.

3.3 Comparison among different turbulence mod-
els
In this paragraph, simulations with different turbulence closure models are reported

for the same rotor geometry, i.e. the rotor with 6 blades (rotor tip solidity equal to
0.57) and NACAOQ015 blade profile. Two periodic operating conditions have been
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Figure 3.6: Verification of the temporal discretization using five different time-step
sizes, for a maximum flow coefficient ¢,,,, = 0.325.

simulated: one with a maximum flow coefficient ¢,,,., = 0.23, not sufficient to
produce stall, and one with a ¢,,., = 0.345, enough to cause deep stall of the rotor
at least with some turbulence models.

3.3.1 Simulations for ¢,,,, = 0.23

Figure 3.7 reports the non-dimensional parameters commonly adopted in Wells tur-
bines characterization with respect to the flow coefficient, as calculated in Eqn.
(2.1). Positive values of the flow coefficient refer to the outflow, while negative ones
refer to the inflow phase.

Using different turbulence models does not affect the prediction of the rotor
performance and their estimated trends are substantially overlapping (see Fig. 3.7)
and matching the experimental data as reported in Fig. 3.4. A small overprediction
of the pressure coefficient, i.e. p*, can be observed in the simulations made with the
k — ¢ models, while the comparison of £ —w and S-A does not highlight differences.
The torque is well predicted by all models, and no significant differences can be
observed.

On the contrary, the non-dimensional entropy generation, Fig. 3.7 (c), shows
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Figure 3.7: Non-dimensional performance of the rotor with NACA0015 blade profile
and 6 blades, as a function of the flow coefficient ¢, estimated with different turbulent
closure models.

different values depending on the turbulence model selected. In particular, k — ¢
models estimate a higher entropy production with respect to the other models. In
order to better understand these large differences, the entropy generation calcula-
tions have been reported in Fig. 3.8: the mean values over a cycle of both K¢,
and K¢, (defined in Eqns. (3.19) and (3.20)) are reported, for two different control
volumes, a smaller one going from half a chord upstream to half a chord downstream
of the rotor (A), and a larger one enclosing all computational domain (B) (8 chords
upstream and downstream of the rotor), as indicated in Fig 3.1 (a). The results
from control volume A are reported in Fig. 3.8 (a), the results from control volume
B are reported in Fig. 3.8 (b).

_— —
0.2 : : : : 0.2 : : : :
015 | 1 015 |
SERN 1 ot
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k—w k—e k—e S-A k—w k—e¢ k—e S-A
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(a) Volume A (b) Volume B

Figure 3.8: Non-dimensional entropy production averaged on a cycle.

From the results presented in Fig. 3.8, the evaluation of the (non-dimensional)
entropy production using the generation and dissipation of turbulent kinetic energy
leads to the same results only if the calculation is made in a large enough control
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volume (control volume B), while an appreciable difference exists when the bound-
aries of the control volume are too close to the rotor (control volume A), mainly due
to the neglection of the wake, where the turbulent energy dissipation is larger than
its production. In the Spalart-Allmaras model, as explained in Section 3.1.1, only
the production of turbulent kinetic energy is available.

Even more interesting it is to observe the differences between the turbulence
models selected for this study. The k — e models predict an entropy generation rate
significantly larger than the k—w model, by about 30%, in the larger control volume.
The Spalart-Allmaras prediction is lower, but still larger than the one given by the
k —w model, by about 15%. This is due to the different formulation of the turbulent
kinetic energy production and destruction terms, which are strictly related to the
entropy production, as shown in Sec. 3.1. The k — w SST models, in particular,
uses a low-Reynolds correction in the boundary layer which is particularly effective
in the presence of low Reynolds number flows, as in this case [147,148]. This has
an effect both on the amount of entropy generated, but also on the capability of the
model to predict flow separation and stall at low Reynolds numbers.

Fig. 3.9 reports the total exergy in a cycle of period T,,, defined in Eqn. (2.6),
using 3 approaches, which, as explained in Section 2.2.1, should in theory lead to
very similar results.

Ep = / Ath dt

Eg= / (e, AT} — Ty e pAs) di (3.21)

w

Es = / (TQ+ TiperSc) at

w

The last 2 methods are the indirect and direct approaches described by Herwig
[117]. The exergy calculation Eg has been evaluated both considering the generation,
Eg,, and dissipation, Eg 4, of turbulent kinetic energy (Eqns. (3.19) and (3.20)).

It is interesting to note how the traditional approach (Ep) and the indirect
method lead to same results, and this is a confirmation of the validity of the as-
sumptions made in Section 2.2.1 (Ap,Q =~ e, ATy — T} ,e;As). On the contrary,
the direct method (which requires the integration of the entropy production in the
computational domain) based on the turbulent kinetic energy production (Egg)
leads to an overestimation of the available energy. This difference is not too signif-
icant for the & — w model (about 2%), larger for the other turbulence models, and
especially for the k—e STD (about 9%). This result is in line with the differences en-
countered when estimating the entropy generation in other applications: differences
as large as 15% are not uncommon [149], and are due to the fact that CFD software
do not solve the entropy equation, which therefore can be not strictly satisfied due
to numerical errors, as explained in [150]. Lower discrepancies between the direct
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Figure 3.9: Total exergy calculations averaged on a cycle for different turbulence
closure models.

method and the other ones can be obtained when using the turbulent kinetic energy
dissipation (Es4). The overestimation still remains high for k£ — ¢ models, but it
almost disappears for the £ — w SST model.

The larger estimation of the available energy from Spalart-Allmaras and k — ¢
models is linked to the overestimation of local entropy generation (see Fig. 3.8),
which is due to the different treatment of the boundary layer region, assumed fully
turbulent [147]. On the contrary, the kK — w SST model adopts the standard k — ¢
model only away from the walls and an improved formulation within the boundary
layer [148], where viscous effects predominate over turbulent ones.

This difference in boundary layer treatment among k — w SST and k — e STD
model is highlighted in Fig. 3.10, that clearly shows higher intensity of non-
dimensional entropy production in the boundary layer region for the k — ¢ model.
This overestimation is more evident near the suction side of the blade and near the
trailing edge, at all spanwise positions from hub to tip.

The above results have been used to evaluate the turbine efficiencies defined in
Sec. 2. The values reported in Fig. 3.11 are a direct consequence of the results in
Figs. 3.7, 3.8, and 3.9. The aerodynamic efficiency 7,4 is lower than the total-to-
total efficiency ny, as the static pressure drop that appears in its denominator is
larger than the total pressure drop that is used to calculate the first-law efficiency
(the former includes the exit dynamic head, which in a Wells turbine is lost). The
second-law efficiency (which theoretically should be approximately equal to the lat-
ter), has a very similar value only when the denominator is calculated using the
indirect method, while it is lower when the direct method is selected. A further
difference exists depending on whether the entropy generation Sg is calculated us-
ing the dissipation or the production of turbulent kinetic energy, being the latter
slightly larger than the former (see Fig. 3.8). These differences are smaller for the
k —w model than for Spalart-Allmaras and k — ¢ models. The second-law efficiency
calculated using the turbulent kinetic energy dissipation with the £ —w SST model
is remarkably close to the first-law efficiency.
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Figure 3.10: Close-up view of the non-dimensional entropy production at several
blade span positions for the maximum flow coefficient ¢ = 0.23 calculated using
k —w SST (left) and k — e STD (right) models
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Figure 3.11: Rotor efficiencies averaged on cycle and calculated with different tur-
bulence closure models

3.3.2 Simulations for ¢,,,, = 0.345

Figure 3.12 reports the performance parameters of the Wells turbine with an oper-
ating (sinusoidal) cycle with a maximum flow coefficient sufficient to produce deep
stall conditions.

When comparing the curves in Fig. 3.12, the k — & model in its standard formu-
lation is unable to predict the turbine stall and the performance is always increasing
with the flow coefficient (in the range considered here, i.e. ¢ = —0.345 < 0.345).
The k£ — ¢ REAL model predicts the presence of light stall for a ¢ just above 0.3.
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Figure 3.12: Non-dimensional performance of the rotor with NACA0015 blade profile
and 6 blades under deep stall conditions, as a function of the flow coefficient ¢,
estimated with different turbulent closure models.

This is due to the difficulty of £ — & models to correctly predict the separation of
the boundary layer for low Reynolds number flows, in particular in the k — e STD
formulation where the boundary layer is considered as fully turbulent [147]. k — w
SST and Spalart-Allmaras model predict the occurrence of stall (at ¢ equal to 0.28
and 0.32, respectively). After stall, the torque coefficient drops dramatically, and
the entropy generation increases correspondingly. A high frequency oscillation in
all performance parameters can be observed. During deceleration, the reattachment
of the boundary layer, which corresponds to the exit from the stalled conditions,
happens for a lower flow coefficient (equal to 0.2 and 0.22 for £ —w SST and Spalart-
Allmaras models). This leads to the presence of a hysteretic loop, which does not
extend to the clean part of the curves, i.e. after reattachment. This hysteresis is not
necessarily caused by dynamic effects, as a static stall hysteresis is well documented
for many lifting surfaces [145,146,151,152].

In order to better understand the difference between k — w and k£ — ¢ models
predictions, Fig. 3.13 shows the vortical structures around the blade calculated with
the two models. Iso-surfaces of Q-criterion, colored by the non-dimensional entropy
production, are reported.

The comparisons in Fig. 3.13 show that the £ —¢ model underestimates the large
vortex located near the suction-side (SS) of the blade, as well as the large area of
reversed flow near the trailing edge. The tip vortex grows for larger flow-coefficient
values until it appears destroyed and a roll-up vortex can be observed on the same
blade side near the trailing edge. The vortical structures located near the trailing
edge when the blade is stalled are again smaller in k£ — ¢ predictions than in k£ — w
ones. Both models show the entropy production growing with the flow-coefficient,
as expected, with larger values being predicted by the £ — ¢ model especially near
the blade surface, as previous observed in Fig. 3.10.
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Figure 3.13: Iso-surfaces of @ criterion (Q = 2.25¢6 s~2) colored by non-dimensional
entropy production

3.4 Comparisons among different rotor geometries

Five rotor geometries have been compared, with 3 rotor-tip solidities (0.48, 0.57,
0.67) and 3 blade thicknesses (NACA 0012, NACA 0015, NACA 0020 profiles).
All the calculations have been performed using £ — w SST model under dynamic
(sinusoidal) flow-conditions.
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Starting from the global performance comparisons as done in Sec. 3.3, Figs. 3.14
and 3.15 report the well-known non-dimensional parameters for the rotors with the
same number of blades and with equal blade profile, respectively.
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Figure 3.14: Non-dimensional performance of the rotor with 6 blades and different
blade profiles, as a function of the flow coefficient ¢.
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Figure 3.15: Non-dimensional performance of the rotor with NACA0020 blade profile
and different number of blades, as a function of the flow coefficient ¢.

In Fig. 3.14, no significant modifications in performance can be noticed for a
different blade profile thickness, while Fig. 3.15 highlights the strong effect of the
rotor solidity on both torque- and pressure-coefficient. This is due to the blockage
effect exerted by the rotor on the air-flow, directly dependent on the number of
blades [64,67,153].

Fig. 3.16 compares the averaged non-dimensional entropy production for differ-
ent rotor geometries.

The results are in agreement with the considerations drawn from the performance
parameters comparisons, i.e. it is possible to state that the change in blade-profile
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Figure 3.16: Non-dimensional entropy production averaged on a cycle for different
rotor geometries

thickness does not modify substantially the averaged rotor losses over a cycle and
this is confirmed by a very similar entropy production for all 3 rotors with equal
solidity. On the contrary, when the rotor solidity increases, the entropy production
also increases and this fact is again related to the blockage effect exerted by the
rotor on the flow. The effect of the rotor solidity on the entropy production can be
better observed in Fig. 3.17, where the local entropy production field around the
blade is shown at different spanwise positions.

The contour plots allow to make a qualitative analysis of the losses along the
blade span. In particular, while low solidity rotors (z = 5,6) shows similar amounts
of entropy production at all spanwise positions, the highest solidity rotor (z = 7)
experiences higher losses along the whole blade span. This is more evident in the
hub region where the blades are the closest (i.e. the solidity assumes its highest
value) and the blockage effect determines higher losses, as it can be determined by
comparing the vortical structures in Fig. 3.18 for two different flow conditions. In
fact, near the tip region, the entropy generation field around the 3 rotors looks more
similar than for lower spanwise positions (Fig. 3.17), except for a more pronounced
disruption of the vortical structures (Fig. 3.18) downstream the suction side.

Fig. 3.19 reports the energy production for the different geometries simulated,
calculated as in Eqn. (3.21).

The available energy calculated with the traditional and the indirect methods
(Ep and Eg) lead to very close predictions. The differences are larger when the
available energy is evaluated using the direct method, i.e. by integrating the pro-
duction or destruction of turbulent kinetic energy inside the domain: it is interesting
to note how this last estimation is always larger than the other two, except for the
case of the rotor with the highest solidity. It is reasonable to assume larger nu-
merical errors in the prediction of entropy generation for the rotor with the largest
solidity, where secondary flow structures are larger and more complex due to the
smaller flow passage and higher pressure difference across the blade. The difference
is in any case well below the values reported in other similar studies [117,120].



54 CHAPTER 3. TURBINE EFFICIENCY CALCULATION BY MEANS OF CFD

(Tt,refSC> /(Qryip)®

2.5e-4 2.5e-2 2.5

)

(a) 20% chord
P — p—

(¢) 80% span

Figure 3.17: Non-dimensional entropy production at several blade span positions
for the maximum flow coefficient ¢ = 0.23 and for rotor with z = 5 (left), z = 6
(center) and z = 7 (right)

Finally, the mean rotor efficiencies reported in Fig. 3.20 allow to make a better
comparison among the different geometries.

The rotors with different blade thicknesses do not present significant variations in
efficiency for the selected rotor solidity, i.e. 0.57: a small drop in efficiency is reported
for the rotor with the largest thickness, as already reported in the experiments [1].
On the contrary, the solidity has a higher impact on the efficiency, and the 2 lower
solidities represent the best solutions under these flow conditions. These results are
comparable with the ones obtained in the experiments of [1] and [153].

The analysis presented in this Chapter has shown that, under the assumptions
typical for Wells turbines, the so-called first- and second-law efficiencies give almost
the same values. While the former requires the evaluation of the pressure drop
across the machine, the latter can be calculated either by evaluating the entropy
rise across the machine (the so-called indirect method [117]) or by integrating the
local entropy generation rate in the domain (the direct method [117]). These two
measures are theoretically equivalent, but some discrepancies can arise from CFD
simulations due to numerical errors, as entropy is not necessarily conserved in CFD
solvers [150].
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Figure 3.19: Energy averaged on a cycle for different rotor geometries.

Performance comparison made between different rotor geometries have shown
that the blade thickness has a minimal effect on the efficiency, for the case study
under consideration. On the contrary, the efficiency is significantly affected by the
solidity of the machine.

Finally, theoretical derivations and numerical analyses have been developed for
a compressible flow in order to make the methodology applicable also to other prob-
lems. For the problems analyzed in this work, compressibility effects never accounted
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Figure 3.20: Rotors efficiencies averaged on a cycle for different rotor geometries.

for more than 0.02% of the total entropy generation.



Chapter 4

Modifications to the facility
housed at DIMCM

This chapter presents modifications and improvements to the experimental OWC
simulator facility housed in the Turbomachineries Laboratory at DIMCM. The rig
is composed of two main units: the OWC simulator and the PTO, i.e. a monoplane
Wells turbine. Both these two parts have been modified and substituted to the old
ones. In particular, a new duct to housed the turbine and a new “modular” Wells
turbine have been designed and installed to be tested.

In the first Section of this Chapter, the existing rig is described highlighting the
reasons that led the new design. The second Section presents a summary modifica-
tions to fixed parts of the facility, while the third Section introduces the “modular”
Wells turbine.

4.1 The existing facility

In early 1990s, an experimental facility capable to simulate the working conditions
of an OWC system coupled with a Wells turbine as power-take-off (PTO), was built
in the Turbomachinery Laboratory of the Department of Mechanical, Chemical and
Materials Engineering (DIMCM) in Cagliari State University. A schematic view of
the test rig is shown in Fig. 4.1.

The facility is provided of a piston, driven by an hydraulic unit, which moves
inside a steel chamber, reproducing the periodic wave motion as happens inside an
OWC and generating a periodic bi-directional airflow. The chamber has a diameter
of about 1 m and the ratio between its section and that of the turbine is about
38, ensuring a flow speed between 1020 m/s. The amplitude and period of the
piston motion oscillation can both be adjusted in order to obtain the desired flow
rate, while a linear potentiometer measures the piston position during its stroke and
is used for feedback control in the hydraulic unit. Furthermore, the shape of the
periodic motion of the piston can be sinusoidal or linear.
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Figure 4.1: Simplified scheme of the experimental rig.

In the top section of the chamber, see close-up view in Fig. 4.2, is housed a
Wells turbine which drives a electric induction machine controlled by an inverter
with encoder feedback. Its main geometric characteristics are summarized in Tab.
4.1.

The output torque is measured by a shaft-to-shaft rotary torque sensor with a
built-in optical encoder for speed rotation measurements. The DRFL_I Instrumen-
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Figure 4.2: Close-up view of the turbine and of the top part of the experimental
setup.

Table 4.1: High solidity Wells turbine data.

Rotor Tip Diameter 250 [mm]
Rotor Hub Diameter 190 [mm]
Tip Clearance 1 [mm]
Chord Length 36 [mm]
Number of Blades 14
Airfoil Profile NACA 0015
Solidity  0.729
Sweep Ratio 0.417 (15/36)
Hub-to-tip Ratio 0.76

tation Devices torque transducer can read a maximum torque of +£2 Nm with a
maximum measurement fault of 0.1% of full scale.

The fixed part of the rig is provided by wall pressure taps made both at its
ambient and chamber side about £7.5 mm far from the turbine blade chord (see
Fig. 4.2). Transducers for wall pressure measurements have been selected with
respect to the rotor side, i.e. ambient or chamber, as different maximum values of
pressures were expected. Their calibration has shown a maximum uncertainty of
+3.5 Pa for the ambient side transducer and +15 Pa for the chamber side one.

All the instrumentation used in the present work is listed in App. C, with more
detailed specs.

Probe insertions have been made at both rotor sides, allowing to characterize
the near-rotor flow by using both aerodynamic pressure probes [57] and hot-wire
probes [58]. A motorized system, reproduced in Fig. 4.3, allows to rotate the probe
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around its axis, to change the orientation of the probe sensor, and to move it along
the blade height to perform the radial traversing.

Angular Radial
osition adia
S, N «— position
-\
Probe —
-t

Figure 4.3: Motorized traversing system used for local measurements.

The configuration of the experimental setup does not allow to measure the flow
rate with standardized measuring instruments, as possible in the case of a set-
up in which the flow is permanent and unidirectional [48,59]. The flow rate can
be calculated based on the piston motion, and taking into account the time delay
between the piston speed and the corresponding flow speed at the rotor inlet, induced
by the presence of the chamber volume. This effect has been neglected in the
past [1,56,84,86,90-92,154], but it has been extensively described and clarified in
a number of more recent papers [57,58,82,93,129,131, 155].

4.2 The new rig

The existing rig, described in the previous section, involves some constructive limi-
tations which have lead the design of the modifications that will be presented in the
following sections. These effects can be summarizes as follows:

1. The bent duct at the ambient side of the rotor determines a pressure gradient
along the blade span that mitigates the blockage effect at the blade root and
makes the angle of incidence almost constant along the blade span [61]. Al-
though these effects improve turbine performance, especially during the inflow
phase, i.e. the flow is coming from the atmosphere to the chamber, in the out-
flow phase this behavior does not occur. In order to make almost symmetric
the operation of the turbine, an axial duct has been introduced in place of the
existing bent duct, thus obtaining the typical configuration used in a OWC
plant.

2. As can be observed in Fig. 4.2, at the chamber side of the rig the spinner
is joined to the rotor. The presence of a rotating spinner nose determines a
swirled flow in the hub region which strongly affects the 3-dimensional nature
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of the flow and makes more complicated the local investigations and the 3-
dimensional local flow reconstruction by pressure probes. In order to reduce
the differences in the configuration of the feeding channels to the turbine rotor,
and thus obtain a similar incoming flow to the rotor during both the two
phases, fixed ogives are used on both sides of the turbine. More detailed
information about the differences between fixed and rotating spinner can be
found in App. A, where the two configurations are compared by means of
CFD simulations.

3. Another aspect concerns the possibility of using appropriate and different tools
for local flow investigations, upstream and downstream of the rotor. In the
existing test section, only cylindrical probes at fixed axial distance from the
rotor blades can be used. This configuration does not allow to use probe
geometries such as “L-shaped” ones. A probe insertion shaped as a buttonhole
has been designed, coupled with a probe-holder shaped as the hole.

Figure 4.4 shown the new rig designed and built at the DIMCM, highlighting the
most important modifications respect to the old setup, as described in the present
section.

Viewing )

window Modular
Wells
turbine

Probe
insertion
buttonhole

Fixed
nose

Figure 4.4: 3-dimensional section view of the new rig with the modular Wells turbine.
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More pics of the novel rig are reported in Fig. 4.5, showing in particular the
viewing window, made of transparent PMMA, Fig. 4.5 (b) and the aerodynamic
probe in its insertion near the rotor, Fig. 4.5 (c).

(b) Viewing window. (¢) Aerodynamic probe in the Wells turbine.

Figure 4.5: Detailed pics of the novel rig.
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4.3 A “modular” Wells turbine

In order to make easier to experimentally investigate Wells turbines with different
geometries, a “modular” turbine has been designed and built. The term “modular”
means that the rotor geometry can be easily modified by substituting the blades.
In particular, the new turbine is composed of two disks made of Aluminum (Ergal
7075) coupled together with bolts with 3D-printed blades in between, as shown in
Fig. 4.6. This simple design is similar to the one used in traditional turbomachines
such as fans or gas turbines, where two plates tight the root of the blades. The two
disks, which determine the hub of the turbine, do not have any tangential constraint
that holds the blade, as in traditional turbomachines: it means that rotor geometry
can be changed by modifying its solidity, i.e. the number of blades or its chord,
the airfoil shape and more in general the blade three-dimensional shape. The use
of 3D-printing technology for blades ensures rapidity of blade construction, without
loose geometrical tolerances and mechanical properties required for the experimental
application. Furthermore, as materials used for 3D-printing the blade have a value
of density about 3 times lower than aluminum, the moment of inertia of the modular
rotor is lower than the old turbine, fully made of Aluminum alloy Ergal 7075, due
to the reduction of the rotor mass in its most peripheral parts. This characteristics
become relevant for turbine speed control, see Sec. 6.1, as the energy required by the
inverter to act on the rotational speed decreases with the rotor moment of inertia
and then rotational speed modification can be actuated faster.

Blade Upper disk Q
[
e Y 7’
NSNS .
Lower disk N
(a) Exploded view. (b) Axial sectional view.

Figure 4.6: Demonstrative views of the modular Wells turbine.

It could be noted that the existing Wells turbine, see Tab. 4.1, presents an
unusual value of the hub-to-tip ratio, i.e. equal to 0.76. Wells turbines used in
experimental analyses generally have a value of the hub-to-tip ratio around 0.6 [50,
56,97, 106, 156] with a minimum of 0.43 for [157] and a maximum of 0.7 for [101].
Wells turbines installed in energy plants have similar values of the hub-to-tip ratio,
e.g. equal to 0.6 for the Pico Power Plant [44] and 0.62 for the LIMPET device [45].
Raghunathan [158] suggests an optimum value of about 0.6 in designing of a Wells
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turbine, showing also its effect on turbine efficiency. The reasons behind the high
value of the hub-to-tip ratio of the Wells turbine housed at the DIMCM, is strictly
related to the size of the OWC chamber and to the capability of the piston to
reproduce typical wave motion periods and amplitudes. The area ratio between
the OWC and the turbine determines the averaged speed of the flow in the turbine
section, when a piston motion is selected, and it is designed in order to reproduce the
characteristic operating range of a Wells turbine. Consequently, turbine diameters at
the hub and tip depend on the area ratio and rig fittings. This constrained choice also
affects the definition of turbine solidity in order to ensure the self-starting behavior
of the turbine (it was an important characteristic when the rig was designed in early
1990s). Raghunathan [158] shows that for high values of the hub-to-tip ratio, high
values of turbine solidity are required to facilitate the self-starting behavior of the
turbine.

The new rig has been designed by preserving the actual value of the hub-to-tip
ratio also to make possible to test the modular turbine with a variable-pitch turbine
designed in [159].



Chapter 5

Experimental characterization of a
Wells turbine

This Chapter summarizes the experimental analyses on a new Wells turbine with a
lower solidity respect to the one previously analyzed [57,58,61] (see Sec. 4.1, Tab.
4.1). Its main geometric parameters are reported in Tab. 5.1.

Table 5.1: Geometric parameters of the novel low solidity Wells turbine.

Rotor Tip Diameter 250 mm
Rotor Hub Diameter 190 mm

Tip Clearance 1 mm

Chord Length 36 mm

Number of Blades 12
Airfoil Profile NACA 0015
Solidity  0.625
Sweep Ratio 0.417 (15/36)
Hub-to-tip Ratio 0.76

The solidity of the turbine has been modified to reduce the distortion of the flow
field in the vicinity of the turbine hub region, as observed in [61]. The new solidity
value is representative of the typical values adopted in literature [50,56,97,106,156],
while the other geometric characteristics of the DIMCM’s rig have been retained (in
particular the hub-to-tip ratio, as discussed in 4.3).

In Sec. 5.1, preliminary analyses of the dynamic behavior of the new turbine
have been presented, i.e. its value of inertia and the torque loss due to windage and
friction. In Sec. 5.2, the stall limit of the turbine is investigated, under stationary
flow conditions. Then, Sec. 5.3 presents the performance of the Wells turbine
under non-stationary flow conditions, both with global and local measurements, i.e
the 3-dimensional flow has been investigated upstream and downstream the rotor
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by using an aerodynamic pressure probe. More detailed analyses, Sec. 5.4, have
been conducted on the reconstruction of the flow field in a blade pitch, by using a

miniaturized hot-wire-anemometer (HWA) probe.
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5.1 Inertia and windage losses

In order to evaluate the torque loss for windage and bearing friction, the torque at
the turbine axis has been measured at several speeds of rotation, kept constant and
in no-load conditions. Each test lasted at least 5 seconds, in which torque and rotor
speed were acquired with a sampling frequency of 1 kHz.

The result of the test is shown in Fig. 5.1, where the measured torque, non-
dimensionalized with respect to the absolute full scale value (7ys = 2 Nm), is re-
ported as a function of the rotational speed.
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Figure 5.1: Windage and friction torque losses as a function of the rotational fre-
quency of the turbine.

The continuous line represents the 2" degree polynomial fitting of measured
values (Eqn. (5.1)).

h:AfQjLijLC (5.1)
Trs

where f is the rotational frequency and constants’ values, i.e. A, B and C, calculated
with a least-square error method, are listed below.

A=244-1075
B=251-10"* (5.2)
C=280-10"2
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In order to determine rotor’s inertia, the turbine has been submitted to acceler-
ating and decelerating ramps, by varying the rotor velocity with a inverter controlled
by a voltage signal generated by a NI multi-function board. Several tests have been
performed, by changing the slope and the amplitude of accelerating and decelerating
phases. Figure 5.2 reports typical profile of turbine velocity and measured torque
for a test.
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(a) Rotational frequency during the test. (b) Measured torque.

Figure 5.2: Typical test for inertia calculation.

It can be observed that the turbine requires a small settling time to reach sta-
tionary operating conditions. In fact, only small overshoots and undershoots can
be appreciated during the test. For the calculation of the inertia, only the part of
the ramps cleaned of the settling zones was considered. The value of the turbine’s
inertia can be evaluated by applying the Newton’s second law for rotational motion

as done in Eqn. (5.3).
dQ
7:1d - Tmeas - 7;088 - JE (53)
where J is the inertia of the rotor and d€2/d¢ is the angular acceleration of the
rotor. Then, assuming equal to zero the aerodynamic torque 7,4, as these tests were

conducted in no-load conditions, the value of the inertia can be evaluated as follows

_Tmeas - 7;088

a0/gy

The estimation of the value of rotor inertia has given a slight difference when it
was estimated during accelerating and decelerating ramp, as listed below.

J:

(5.4)

B {5.646 1073 [kgm?] during accelerating ramp (5.5)

5.955 - 1072 [kgm?] during decelerating ramp

The averaged value of 5.80- 1073 [kgm?] will be considered in future calculations,
since the difference between the results in Eqn. (5.5) is smaller than the correspond-
ing uncertainty, which depends on torque and speed measurement uncertainties and
on the numerical calculation of turbine acceleration d{2/dt.
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5.2 Stall limit under stationary flow

In order to characterize the stall limit of the turbine, tests under stationary flow
have been conducted. The analysis has been carried out in the OWC simulator rig,
by setting the piston motion to follow periodic ramps, as shown in Fig. 5.3.
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Figure 5.3: Non-dimensional piston position as a function of the non-dimensional
piston period in case of triangular wave form.

The motion period has been set to 20 s and measurements have been performed
only during the outflow phase, with a sampling rate of 1 kHz. Different operating
conditions of the turbine have been considered by changing its rotational speed.
During the ramp of the outflow phase, the flow velocity is constant as well as the
wall static pressure drop through the turbine rotor and the measured torque. The
flow speed has been calculated based on piston position recorded during the test.
Then, global performance can be derived from these measurements and expressed
in non-dimensional form (as proposed in Sec. 2.1). Measurements near motion
inversion have not been used for calculations and only the central values (for about
4 s) of each ramp have been considered. Performance non-dimensionalized with
respect to the turbine tip radius have been reported in Fig. 5.4.
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(a) Non-dimensional torque. (b) Non-dimensional static pressure drop.

Figure 5.4: Non-dimensional performance under stationary flow.

The trend of the torque coefficient 7* with respect to the flow coefficient ¢ clearly
highlights that the stall limit is reached approximately for the value of ¢ = 0.2.
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This trend can be assumed as a function of order 2 of the flow coefficient, while the
non-dimensional wall pressure drop p; is almost linear with ¢, except under stall
conditions. This allows a simple evaluation of the turbine damping coefficient K, 4,
as proposed in [155], by calculating the slope of the curve in Fig. 5.4 (b). Then

K, = 2.485 (5.6)

This value characterizes the turbine and it can be useful to numerically reproduce
its behavior.

5.3 Turbine behavior under non-stationary flow

This section describes the behavior of the tested turbine under non-stationary flow
conditions, during a sinusoidal piston motion of the OWC simulator. The main
settings of the experiments are reported in Tab. 5.2, while Fig. 5.5 shows the
non-dimensional piston displacement as a function of the non-dimensional time.

Table 5.2: Settings of experiments.

Turbine rotational frequency, f 50-+80 Hz
Piston stroke amplitude =~ 850 mm

Piston period, T\, 7-8-9s

Reynolds’ number of the outlet flow

~ 5
based on blade chord 1.32x10

TDC
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Figure 5.5: Non-dimensional piston motion in experiments.

The acquisition time for each test has been set to record signals for at least
5 piston periods. This allows to obtain a periodic mean distribution of the non-
stationary flow variables after a phase locked averaging process of the acquired
signals. Data acquisition has been performed with a sampling rate of 1 kHz for all
the acquired signals.
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The performance characteristics of the turbine will be presented considering both
global and local measurements. With the global measurement approach, wall static
pressures, both upstream and downstream of the rotor, the output torque at turbine
shaft and its rotating speed, and the piston position were measured. Several test
conditions have been considered by setting different periods of the piston motion
and turbine rotating speeds.

5.3.1 Global performance

Traditional non-dimensional performance, as calculated in Eqn. (2.1), are reported
in Fig. 5.6, in terms of torque coefficient, 7, static pressure coefficient, p;, and
aerodynamic efficiency, 7,4, as a function of the flow coefficient ¢, for several oper-
ating conditions.
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Figure 5.6: Non-dimensional performance under non-stationary flow.

As expected, aerodynamic parameters trends clearly show a very good superpo-
sition for each flow condition except when the stall occurs. This situation, obtained
with a piston period of 9 s and a turbine rotational frequency of 50 Hz, is high-
lighted by the rapid drop of the torque coefficient and of the efficiency, Figs. 5.6 (a)
and (c), respectively. In the operating range where stall does not occur, both the
pressure coefficient and the non-dimensional torque increase monotonically with the
flow coefficient. Their trends with respect to the flow coefficient, do not significantly
change from the ones obtained under stationary flow conditions and reported in Fig.
5.4. No differences can be observed between acceleration and deceleration phases, as
well known from literature [132], given the low non-dimensional frequency (7 fc)/U,
of about 2.6 x 107%. The aerodynamic efficiency, Fig. 5.6 (c), is always positive and
reaches its local maximum value for ¢ = 40.15 which represent the best efficiency
condition.

In Fig. 5.7, different working conditions have been compared in terms of the
global efficiency, 7y, of the turbine, calculated by considering the measured torque
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at turbine shaft, see Eqn. (2.2), only compensated with the inertial term.

Ty, =9s, f=50HzS"T, =9s, f =60 Hz Tw=9s, f=70Hz©-T, =8s, f =65 Hz
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Figure 5.7: Turbine global efficiency for different working conditions.

Global efficiency results show that the pressure coefficient corresponding to the
maximum efficiency is substantially in the range between 0.4 and 0.5, as shown
in [57].

The measurements used to calculate the turbine global performance reported in
Fig. 5.6, were also used to determine the velocity vectors, both at inlet and outlet
of the turbine, in order to made the efficiency decomposition as described in Sec. 2.
These calculations can be done only for the inflow phase, because the flow coming
into the chamber from the outside environment has been experimentally verified to
be fully axial [57,58,61]. Referring to Fig. 2.3, with a; = 90 degrees, it is possible
to write

Wi =/(C}, +U?) (5.7)
and o
f1 = arctan % (5.8)

where the value of U is calculated at turbine mean radius and C;, = C}.
Assuming constant the axial velocity through the rotor, i.e. Cs, = Wy, = C4,,

and from the equation of conservation of angular momentum, it is possible to cal-

culate the tangential component of the absolute velocity, as done in Eqn. 5.9.

—Tad

Toa =m0 (Crg— Corp) = Cop= — (5.9)
mr

where 7,4 is the aerodynamic torque, m = p@) is the mass flow rate and C} g is null
when a; = 90°. Then, the velocity components are directly calculated based on the

outlet triangle in Fig. 2.3.
Cy=,/C3 + 02279 (5.10)

Wag = U — Cay (5.11)
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Wy = /W3, + W3, (5.12)

gy = m — arcsin (%) (5.13)
fs = arcsin (?/{Z) (5.14)

The reconstruction of the flow field from the global measurements, although is
possible only for the inflow phase, is useful to give an approximate characterization
of the flow through the turbine. Flow characteristics can be also used to estimate
losses inside the turbine and its aerodynamic performance (see Sec. 2.3).

In Fig. 5.8, absolute and relative flow angles, a and 3, respectively, are shown
as a function of the non-dimensional piston position Z*, defined as follows

Z — Zmin
7= (5.15)
Zmax - Zmin
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(a) Absolute flow angles. (b) Relative flow angles.

Figure 5.8: Flow angles calculated from global measurements.

Flow angles calculations show an almost constant direction of the absolute ve-
locity vector during the whole inflow phase, both at turbine’s inlet and outlet. As
expected, relative flow angles vary with an almost parabolic distribution accordingly
to the piston sinusoidal motion. Incidence and deviation angles are very small, be-
low 15 degrees in the non-stalled operating range, which is a characteristic of the
Wells rotor cascade.

Starting from velocity vectors calculations, it is possible to calculate the loss
components, in terms of the rotor loss coefficient £z and the exit kinetic energy
loss coefficient gy, for the inflow phase. In Fig. 5.9 (b) is reported the relative
contribution of loss components on efficiency as a function of the velocity coefficient
A, while Fig. 5.9 (a) shows the values of the relative velocity reduction coefficient v
(see Sec. 2.3) with respect to the flow coefficient ¢.
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Figure 5.9: Loss components and velocity reduction coefficient.

Figure 5.9 (a) shows a slow change with ¢ of the rotor’s velocity reduction coef-
ficient, except near the inversions of piston motion, i.e. for small values of ¢. This
result is very important to correctly read rotor losses values in Fig. 5.9 (b). In fact,
the almost constant value of the aerodynamic performance of the rotor highlights
that non-stationary operating conditions are intrinsically responsible for rotor losses
when the turbine works away from its optimal efficiency range, i.e. for high values
of A\. The turbine rotational speed could be controlled in order to keep operating
conditions closer to the maximum efficiency. Finally, Fig. 5.9 (b) makes evident the
relative importance of the two contributions of losses, thus clarifying that the losses
in the Wells turbine are mainly due to the rotor losses, and only a relative small
amount of losses could be related to the exit kinetic energy.

5.3.2 Local measurements and performance

The local flow field has been characterized by means of a 4-holes probe, designed
and built for the DIMCM’s OWC setup with Wells turbine. A schematic view of the
“wedge” probe is shown in Fig. 5.10 with a definition of the flow planes considered
for probe measurements.

The probe’s head has a maximum dimension in the radial direction of about
2.5 mm, thus allowing a fine scan resolution along the blade span and to minimize
the distortion of the flow field, considering the small blade height of the turbine.
The aerodynamic probe has been used in “non-nulling” mode within its angular
calibration range, in order to determine the flow angles and total and static pressures.
Probe orientations have been selected accordingly to the expected flow directions
both at the inlet and at the outlet of the turbine, by rotating the stem probe around
its axis. The angular calibration has been conducted in a subsonic wind tunnel, by
relating the pressures measured by the probe holes indicated in Fig. 5.10 with the
true values, i.e. the total pressure p;, and the static pressure p, to the flow angles,
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front

left

Figure 5.10: Schematic view of the “wedge” probe.

as follows:
kv — Pieft — Pright
y = — ST
Qref
kP _ Pup — Pdown
rey (5.16)
ko — Pt — Pfront
= — I
bt —D
kS — p - pS
bt —D

where ky, kp, kr and kg represent the yaw coefficient, the pitch coefficient and the
total and static pressure coefficients, respectively; p,, is calculated by averaging left
and right pressures, i.e. pu, = (Dieft — Pright)/2; Ds represents the “static pressure”
of the probe, obtained as (Paown + Pieft + DPright)/3 and gy represents the “dynamic
pressure” of the probe, calculated as pfront — ps. The schematic representation in
Fig. 5.10 shows probe’s taps and their names, making evident the directional taps,
i.e. down, left and right taps, and the total pressure tap namely as front.

The calibration coefficients defined in Eqn. (5.16) are shown in Fig. 5.11 as the
contour plots of their values evaluated during the calibration process.

The probe has been also characterized for its walls proximity effects (see App.
B), that have been evaluated from testing in a subsonic wind tunnel and applied to
correct the measurements performed near the walls in the Wells turbine.

Measurements uncertainties have been evaluated with the well known uncertainty
propagation method (UPM) [160]. The uncertainties on calibration coefficients ky-,
kp, kr and kg have been estimated from the calibration process, as done by [161].
The uncertainties of the interpolation process used to determine the probe angles,
i.e. yaw and pitch, lead to a maximum error on both yaw and pitch angle of £0.5
degrees. Consequently, total and static pressure have shown a maximum deviation
of about 15 and £20 Pa, respectively. The differential measurement of directional
signals, i.e. pjeft—Drignt for the yaw angle and p,p,—paown for the pitch angle, has been
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Figure 5.11: Non-dimensional calibration coefficients for the “Wedge” probe.

preferred to their single gauge measurement in order to minimize the uncertainty in
the determination of the flow angles, as demonstrated in [161].

The “wedge” probe has been used to investigate both the inlet and outlet flow,
by taking pressure measurements at a distance of 15 mm in the axial direction
from the turbine plane, both at ambient and piston side. The blade span has been
scanned at 18 radial positions, not equally spaced: smaller steps, less than 1 mm,
have been taken near the walls where larger gradients of pressure were expected.
Local measurements have been performed under non-stationary flow conditions, as

done for global measurements. All the settings used for the experiments are listed
in Tab. 5.3.

Table 5.3: Settings for local investigations.

Turbine rotational frequency, f 70 Hz
Piston stroke amplitude =~ 700 mm
Piston period, T, 7 s
Maximum flow coefficient, ¢ 0.195
Reynolds’ number of the outlet flow

~ 5
based on blade chord 1.53x10




7 CHAPTER 5. EXPERIMENTAL CHARACTERIZATION OF A WELLS TURBINE

The value of the piston period has been chosen to obtain high levels of signals,
both for torque and pressure measurements; turbine rotational frequency has been
selected to obtain a maximum flow coefficient of about 0.2, in the free-stall operating
range. The acquisition time for each probe position has been set to record signals,
including global measurements, for at least 5 piston periods.

Inlet flow

A preliminary investigation of the inflow phase has been conducted in order to
characterize its boundary layer, by measuring the total pressure along the blade
span with a very small flattened probe (nose radial dimension equal to 0.35 mm).
Measures have been taken only at ambient side, i.e. during the inflow phase, for
which the axial nature of the flow has been demonstrated in [61]. The probe has been
placed about 1 chord upstream the rotor and the total pressure has been measured
at 32 radial positions, with a detailed refinement in the near-walls regions. The
static pressure, detected with the wall taps, placed on the same rotor side, has been
coupled with the total pressure from the probe in order to calculate the boundary
layer profile. Figure 5.12 shows the boundary layer profile, as a function of the non-
dimensional radial position r*, see Eqn. (5.17), in terms of the absolute velocity
C non-dimensionalized with respect to the undisturbed mean velocity C,.; (outside
the boundary layer).
* " — Thup

rt = — (5.17)
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Figure 5.12: Non-dimensional velocity distribution along the blade span for the
maximum flow coefficient.

The traverse measurements clearly show a very thin boundary layer, both near
tip and hub walls, with a maximum thickness of 10 + 15% of the blade height.

Velocity components and flow angles at turbine’s inlet, measured with the “wedge”
probe placed at the blade midspan, are shown in Figs. 5.13, for both inflow and
outflow phase.

As expected, a parabolic distribution of the axial velocity is obtained during both
the inflow and the outflow phase, with very close values between the two phases. The
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Figure 5.13: Velocity components and flow angles at turbine’s inlet, for the inflow
(solid line) and the outflow phase (dashed line), measured at blade midspan, as a
function of the piston position.

small tangential velocity component at turbine’s inlet during the inflow phase can be
attributed to the potential effect induced by the rotor, while it is more pronounced
during the outflow phase, because the swirl component of the previous inflow phase
persists inside the chamber, as demonstrated in [57,58]. Similarly, the absolute flow
angle a; confirms a substantially axial flow at the inlet during the inflow phase,
and a value of a; smaller than 90 degrees during the outflow phase, in agreement
with the presence of the swirl component. The axial flow direction at turbine’s inlet
does not significantly change during the whole period of both the inflow and the
outflow phase, meaning that the swirl component is not dissipated as the flow rate
grows. A small radial velocity component has been detected during both the two
phases, due to the stronger blockage effect at the hub of the rotor where the solidity
is higher. This determines a deviation of the flow from the hub to the tip. The
angle of incidence, (31, which corresponds to the relative flow angle, does not change
significantly between the two phases and it maintains a parabolic distribution with
a maximum value around 15 degrees. Lower values have been measured during the
outflow phase as the swirl component determines a reduction of the flow incidence

on the blade.

Velocity components and flow angles at turbine’s inlet along the blade span, are
shown in Fig. 5.14 for the maximum flow coefficient.

The inlet flow, during both the inflow and the outflow phase, shows an almost
uniform distribution along the blade span except in proximity of the hub and tip
regions. The tangential component, during the outflow phase also shows a linearly
increasing value along the span, from the hub to the tip. This means that the swirl
component, due to the previous phase, is not constant along the blade span so that
the absolute flow angle o slightly varies from the hub to the tip. Also the angle of
incidence [3; shows a trend with values that decrease moving from the hub to the
tip during both the two phases, but it can be mainly attributed to the variation of



79 CHAPTER 5. EXPERIMENTAL CHARACTERIZATION OF A WELLS TURBINE

C; Ch Cr
TIP ! ! — ! - TIP - TIP
27 °b? qp,—"’ o
08} 5o T 08| ¢ 0.8
& : ¢
% ® c“
06} i I 06 0.6
B ¢ ¢ kS hS
0.4} : P 04f ¢ 0.4
o d J s
q 6 4
0.2 8 © 1 0.2 8 0.2
50 % 18 S
HUB ‘ ‘ i T HUB - HUB g
03 02 -0 0 04 02 03 60 80 100 120 o 10 20 30
C1/U . a1 [deg] B1 [deg]
(a) Components of absolute velocity. (b) Flow angles.

Figure 5.14: Velocity components and flow angles at turbine’s inlet, for the inflow
(solid line) and the outflow phase (dashed line), measured along the blade span for
the maximum flow coefficient.

the peripheral velocity with the rotor radius. During the outflow phase, the angle
of incidence along the blade span is always lower than that measured during the
inflow phase, and this is due to the presence of the swirl component, that explain
the different performance between the two phases as the aerodynamic load on the
rotor is reduced.

Outlet flow

Figure 5.15 shows velocity components and flow angles at turbine’s outlet, measured
at the blade midspan, during both inflow and outflow phase, as a function of the
non-dimensional piston position Z*.
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Figure 5.15: Velocity components and flow angles at turbine’s outlet, for the inflow
(solid line) and the outflow phase (dashed line), measured at blade midspan, as a
function of the piston position.

The outlet flow is characterized of higher negative values of the tangential velocity
component, see Fig. 5.15 (a), in agreement to the work exchanged by the rotor
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(Euler equation), while the axial component is similar in trend and intensity to the
one measured at the rotor inlet, as the flow rate through the turbine is conserved.
Radial components of velocity are very close to the ones measured at turbine’s inlet,
both for the two phases. Outlet flow angles, Fig. 5.15 (b), are almost overlapped
for the two phases, with a nearly constant value of the absolute flow angle s and
a parabolic distribution of the relative flow angle #5 during both the inflow and the
outflow phase.

Measurements of velocity components and flow angles at turbine’s outlet along
the blade span, are shown in Fig. 5.16 for the maximum flow coefficient.
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Figure 5.16: Velocity components and flow angles at turbine’s outlet, for the inflow
(solid line) and the outflow phase (dashed line), measured along the blade span for
the maximum flow coefficient.

As expected, velocity components and flow angles are very similar during the two
phases, with only small differences. The effect of the tip leakage acts for a relevant
portion of the blade span, as demonstrated by the strong reduction of the tangential
component above the 70 = 80% of the blade span.

Local performance

Local performance of the turbine are here described in terms of the loss parameters
¢r and Epx, and by using two additional non-dimensional performance coefficients
described in Ch.2, i.e. the reduction coefficient of the relative velocity, v, and the
work coefficient, A. These last two dimensionless coefficients are reported in Figs.
5.17 (a) and (b), respectively, as contour plots, as a function of the piston position
Z* and of turbine radius r*.

As expected, performance parameters, 1) and A, calculated for the two phases,
show similar distributions and very close values. Slightly higher values of 1) during
the outflow phase, can be attributed to a different incidence angle that determines
higher aerodynamic performance and then a higher output work, while the work
coefficient A do not present significant differences between the two phases. Both the
two phases are characterized by an almost constant value of the reduction coefficient
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Figure 5.17: Contour plots of the performance parameters for the two phases.

for a fixed radial position and different flow conditions: the best performance are
recorded in the central region of the blade span, while the high solidity at the hub and
the leakage flow at the blade tip, are responsible of poor aerodynamic performance
near walls. The work coefficient of the turbine makes evident the regions of the
highest work exchanged. The dependency of the work coefficient from the flow
conditions is made evident in Fig. 5.17 (b), where the highest values of A are
located around Z* = 0.5, for both the two phases, at the highest flow rate. More
quantitative considerations can be drawn by looking at plots in Figs. 5.18 (a) and
(b).

Performance parameters ¢ and A, Figs. 5.18 (a) and (b), respectively, have been
reported for three different flow conditions during the accelerating phase, both for
the inflow and outflow, as a function of the non-dimensional radial position r*. It is
interesting to note that for the same flow coefficient ¢, based on the axial velocity
of the inlet flow, turbine performance are not perfectly overlapped between the
two phases. This is due to the presence of a swirl velocity component at turbine’s



82 CHAPTER 5. EXPERIMENTAL CHARACTERIZATION OF A WELLS TURBINE

—$ =011 — ¢ =0.15 $=0.19

TIP TIP

08| 08

0.6 06+
*2\ *2\

0.4 0.4+

0.2 02

M= : HUB 12— :

0.75 0.8 0.85 0.9 0.95 1 0 0.4 05
¥

(a) Reduction coefficient of the relative veloc- (b) Work coefficient.

ity.

Figure 5.18: Performance parameters for the inflow (solid line) and the outflow
phase (dashed line), calculated along the blade span for three flow coefficients.

inlet only during the outflow phase which is responsible of lower aerodynamic blade
loads. This effect is deleterious at low flow coefficients, as the incidence on the
blade decreases, but it is helpful at the highest flow coefficients as the rotor is at
his stall limit and aerodynamic performance are starting to decrease. In fact, at the
maximum flow condition, i.e. ¢ = 0.19, the reduction coefficient v is higher during
the outflow phase than the inflow phase, as shown in Fig. 5.18 (a).

Similarly to representations of Fig. 5.17, Figs. 5.19 (a) and (b) shows the contour
plots of loss components g and £gx, respectively.

Rotor losses, Fig. 5.19 (a), show a declining trend with the flow coefficient,
making evident that {g takes into account not only aerodynamic performance, i.e.
¥, but also flow conditions. Their values are very close for the two phases, although
slightly lower values have been calculated during the outflow phase, as a result of
a lower aerodynamic load on the blades. The trend of £z with the turbine’s radius
highlights again the effect of the tip leakage, which determines higher losses in a
significantly wide portion of the blade height.

Exit losses, Fig. 5.19 (b), are characterized by a smooth variation with the non-
dimensional piston position, as expected as the flow speed grows, thus the outlet
kinetic energy. This effect is strongly emphasized in the tip region, again due to the
leakage flow for which the highest velocities were expected.

On average, losses decomposition gives a comprehensive understanding of the
behavior of the tested Wells turbine: the relative low solidity affects the flow field,
that could be considered almost well organized and clean for about the 70% of the
blade height. This result can be compared to what obtained for the high solidity
Wells turbine tested in [61], for which the flow near the hub was more influenced
by the higher solidity. On the other hand, the tip leakage affects the remaining
portion of the blade height, thus drastically reducing performance at the highest
radii. A reduction of tip gap size can be useful to mitigate this effect, coupled with
a reduction of turbine hub-to-tip ratio, in order to reduce the relative effect of the
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Figure 5.19: Components of losses of the turbine during both the two phases.

vortices that have been observed at the tip.

5.4 Measurements with the HWA probe

In order to deeply understand the behavior of the local flow field described with the
“wedge” probe in Sec. 5.3.2, a more detailed investigation of the mean flow field
downstream of a blade vane has been carried out. A hot-wire-anemometer (HWA)
probe has been selected for the aim of the investigation, due to its lower intrusion and
to its high frequency response. Only the downstream flow during the outflow phase
has been reconstructed, as no significant variations have been observed between the
two phases (see Sec. 5.3.2).

A slanted miniaturized HW probe has been adopted for the measurements, i.e.
the DANTEC type 55P12. It is schematized in Fig. 5.20 (a), while its positioning
in the test rig downstream of the rotor is represented in Fig. 5.20 (b). The sensor
has been placed at an axial distance from the blade chord of 5.5 mm.
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Figure 5.20: Schematic view of the DANTEC 55P12 HWA probe and its positioning
near the rotor.

The rotating slanted HW technique [162-164], also known as multi-rotation tech-
nique, has been adopted for the reconstruction of the flow field. It allows the mea-
surement, in a given steady or periodic flow field, of the three components of the
mean flow velocity and the six components of the Reynolds stress tensor. Its main
advantage [165] is that it uses only probes with one sensor, thus reducing flow dis-
tortions due to probe size. For the calculation of the three components of the mean
flow velocity, at least three independent information, provided by HW measure-
ments, are necessary. More than three different measurements are used, in order to
reduce the error associated with data reduction, thus requiring to solve a overde-
termined system of equations. Independent measurements are obtained performing
different orientations of the sensor, by rotating the probe around its stem.

The probe calibration has been conducted in order to obtain a relation between
electric signal and flow velocity and to establish the angular sensitivity. An open
wind tunnel has been used [164,166,167] for these calibrations, using a motorized
system to rotate the probe with respect to the yaw and the pitch plane. The well
known King’s law [168] can be used for velocity calibration, in order to relate the
voltage measured from the sensor, F;, and the effective cooling velocity of the wire,
VFZ

E?=FE}+ BV} (5.18)

The relation between Vi and Ej;, in this case, has been represented with a fourth
degree polynomial equation, thus giving a better approximation and reducing un-
certainties respect to the inversion of the King’s law, as demonstrated in [166].

The angular calibration has been performed under a constant flow speed, in order
to use the modified Jgrgensen’s law [169] to relate the velocity components, in the
sensor’s reference system (n-t-b), with the effective cooling velocity:

Vi = KNC} + KrCf + KpCh (5.19)
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where subscripts N, T' and B are referred to the normal, tangential and binormal
direction, respectively, for which coefficients Ky, Kr and Kp are the sensitivity
coefficients in those directions. In Fig. 5.21, are reported the angular calibration
curves in the form of the contour plot of Vy non-dimensionalized with respect to the
flow speed V., as a function of yaw and pitch angles.
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Figure 5.21: DANTEC 55P12 angular calibration.

Probe symmetry is clearly evident with respect to the yaw angle, while the wire
inclination and the different prongs’ length are responsible of the non-symmetric
behavior of the sensor with respect to the pitch angle. In order to Eqn. (5.19)
can correctly represent the angular response of the HWA | the directional sensitivity
coefficients, K, have been considered dependent on the pitch and yaw angles, and
not constant as originally proposed by Jgrgensen.

Uncertainties in HW measurements have been estimated following [166], by tak-
ing into account: a) errors introduced in the calibration process and related to the
measurement of the flow speed and the angles of rotation; b) the uncertainties in the
polynomial expression used to approximate the calibration curve; ¢) the uncertain-
ties in the calculation of the velocity components in the sensor’s reference system.

In Tab. 5.4 are reported the overall uncertainties of the measurements performed
with HW probe.

Table 5.4: Hot-wire probe uncertainties.

Mean velocity 42.5%
Flow angle =+2 deg
Probe alignment +0.1 mm

Steady flow conditions, required to use the multi-rotation technique, have been
realized by reproducing a triangular piston motion in the OWC simulator. The main
parameters used for the tests are reported in Tab. 5.5.
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Table 5.5: Settings of HWA tests.

Turbine rotational frequency, f 50 Hz
Piston stroke amplitude = 850 mm
Piston period, T,, 9 s
Reynolds’” number based on blade chord ~ 1.28%10°
and on the outlet relative velocity ’
Sampling rate 100 kHz

The piston displacement is similar to the one used for tests in Sec. 5.2 (see Fig.
5.3), with a constant piston speed during each ramp that determines a flow coeffi-
cient of about 0.2, very close to the maximum value reached under non-stationary
conditions, as described in Sec. 5.3.2. By fixing a period of 9 seconds, the flow
can be considered steady for at least 3 seconds during each ramp, which ensures
about 150 rotor revolutions with a rotational frequency of 50 Hz. Rotor revolutions
have been counted with a additional encoder, that has been used as a trigger signal
during the phase averaging of sensor’s signal. The sampling rate of 100 kHz allows
to take at least 150 measurements along one blade pitch.

The blade height has been discretized by radially positioning the HW probe at 20
stations, not equally spaced: smaller steps have been taken where larger gradients
were expected. For each radial position, signal acquisition have been done at 5
angular positions, in order to ensure a overdetermined system of equations for flow
reconstruction. The reconstruction procedure leads to the determination of the
mean flow components C;, knowing the effective cooling velocities Vi [167,170], and
the angular orientations of the probe, with respect to the rotor reference system of
coordinates:

3 3
=1 j=1

where the coeflicients A;; are a function of the directional sensitivity coefficients K
and of the probe orientations. The solution of the overdetermined system of non-
linear equations, Eqn. 5.20, is done following an iterative procedure where also the
variations of K coefficients with probe orientation were taken into account.

Turbulence intensity of the inlet flow

Before to present the analysis of the flow field downstream the rotor, the HW sensor
has been used to characterized the inlet flow in terms of its turbulence intensity, Tu.
This measure, carried out both for the inflow and outflow phase, has been taken only
at the mean radial position, by placing the probe 1 chord upstream the rotor, in
order to reduce as much as possible the potential effect of the rotor on the measures.
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The piston motion was set to linear, ensuring a almost constant flow coefficient at
¢ =0.2.

The HW sensor has been placed normal to the inlet flow direction, and measure-
ments were taken only for this condition. Thus, the turbulence intensity is evaluated
on the measured effective cooling velocity [171], which corresponds to the intensity
of the flow velocity:

Tu=2£ x 100 (5.21)
F
where op is the root-mean-square of the fluctuating component of Vi and Vp is its
mean value after the phase averaging process based on the rotational frequency of
the rotor.

In Fig. 5.22 the turbulence intensity T'u is reported for both the two phases, as

a function of the non-dimensional blade pitch s/t,.

Inflow Outflow

0 O.‘S 1‘ 1.‘5 é 2.‘5 3

s/t
Figure 5.22: HW measurements of turbulence intensity upstream the rotor, during
both the inflow and the outflow phase, as a function of the non-dimensionalized

blade pitch.

The potential effect of the rotor is still detected by the sensor and it is responsible
of oscillations in the acquired signals, although they could be neglected, due to their
small amplitude. Calculations of turbulence intensity show only small differences
between the two phases, with slightly higher values during the outflow phase, prob-
ably due to the turbulence level of the outlet flow from the previous phase that was
not dissipated inside the chamber. A turbulence intensity for both the two phase
can be assumed equal to 4%.

The flow field downstream the rotor

Contour plots of relative velocity components non-dimensionalized with respect to
the rotor tip velocity, are reported in Figs. 5.23 (a), (b) and (c), for two blade
pitches.

The superposition of blades outline in Figs. 5.23 is useful in order to better
understand the velocity distributions determined by a Wells turbine rotor, which,
as described, is quite different from the typical configurations of axial turbines. The
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Figure 5.23: Contour plots of relative velocity components downstream the rotor,
in two adjacent blade vanes.

stagger angle of 90 degrees, typical of the symmetrical profiles of the Wells turbine,
strongly affects the velocity distribution downstream of the rotor cascade, which
modifies the classic perception and interpretation of the flow. From the maps of the
axial component, W,, it can be observed that the wake region is not immediately
identifiable for the uncommon Wells rotor. In fact, the greater velocity gradients,
that usually characterize the blade wakes, are in this case placed near the leading
edge of the blade profile. In this region, the highest values of the velocity components
were also measured. This is a consequence of the strong blockage effect, exerted by
the rotor blades, and by the proximity of the measurements points to the suction
side of the profile, that sees the flow near both the trailing edge and the leading
edge. The mass flow is forced to pass through the space in between to adjacent
blades, thus a jet is observed close to the leading edge, while the wake detached
from the trailing edge of the adjacent blade is altered. Most of the pitchwise axial
velocity distribution is affected by the flow along the blade suction side that shows
low values, close to zero. Near the tip region, especially in the region between the
blades, values of negative axial velocity are observed due to the presence of the
leakage vortex, which takes up a wide portion of the blade vane.

The radial velocity component, W,, shows smooth gradients from midspan to
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both the walls. In the tip region, higher values of radial velocity and strong gradients
are detected, due to the leakage flow. From Fig. 5.23 (c), it can be seen how this
region develops from the leading edge of the blade and radially expands as it moves
downstream, reaching almost the 30% of the span from the tip of the blade. In the
the hub zone, close to the blade trailing edge, there is a small region characterized by
a high value of the radial velocity as well as tangential and axial velocities, probably
due to the secondary flow originates from the interaction of the wall boundary layer
with the wake.

The tangential velocity component, Wy, appears to be always negative, as ex-
pected, and smoothly variable from the leading edge to the trailing edge, while
positive values are present in very small regions, where the vortices are expected.

The radial distribution of the absolute mean velocity components are shown in
Fig. 5.24, as a function of the non-dimensional radius. These distributions have been
obtained by mass-weighted averaging the velocity components in the circumferential
direction.
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(a) Axial velocity. (b) Tangential velocity. (c) Radial velocity.

Figure 5.24: Velocity components of the absolute flow and their extrapolated mean
values (dashed line) as a function of the non-dimensional radius.

The radial distribution of the axial velocity component, C', is characterized by
an almost constant value, for 70 - 80% of the blade span. High gradients appear
in the tip region, due to the presence of the leakage flow that affects for at least
20 + 30% of the blade span. This effect can be appreciated also by observing the
radial distribution of the tangential component Cy, while it appears less evident for
the radial component C,.. The latter, shows a smooth gradient from the hub to the
tip which means that the flow is moving from higher to lower radii, while this trend
is overturned in the upper part of the blade height. Although unexpected, this trend
of the radial component can be justified considering that the blockage effect at the
hub and the leakage flow at the tip, considerably reduce the height of the blade
channel in which the clean flow can pass through. These effects reduce, and the
distribution appears smoother, at a greater axial distance downstream of the rotor
depending on the intensity of the vortices, because the flow tends to occupy more
uniformly the whole annulus area.
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In Fig. 5.24 are also reported (dashed lines) the radial distributions of the mean
values measured in the midspan region and linearly extrapolated in the wall regions
to eliminate the effects of the secondary flows.

Another way to examine the flow field comes from a kinetic energy point of view,
by introducing the kinetic energy defect (p [167]:

W2 - W7‘2€f

2
Wref

(p = (5.22)

where erf is the reference axisymmetric flow, obtained from the mass-weighted
averaged distribution of the velocity components which are linearly extrapolated in
the hub and tip regions. The contour plot of the defect of kinetic energy is shown

in Fig. 5.25.

Figure 5.25: Kinetic energy defect.

The contours of kinetic energy defect show high levels of kinetic energy at the
leading edge of the blade, thus confirming the presence of a jet which interferes with
the wake detached from the trailing edge, pointed out with low levels of (p, that
characterize the region downstream the blade. Low values of kinetic energy are also
observed at most of the circumferential positions due to the flow leaving the blade
suction side. High values of the kinetic energy defect can be seen also in an extended
region at the blade tip, where the leakage vortex develops, thus affecting the whole
suction side of the blade and the downstream area.



Chapter 6

Solutions to improve Wells
turbines performance

As mentioned in the Introduction (Ch. 1), many authors have oriented their studies
in researching solutions to improve the performance of the Wells turbine under non-
stationary air-flow conditions. From the experimental results presented in Ch. 5, it
is possible to drawn two main considerations:

1. The detailed measurements of the flow field, carried out upstream and down-
stream of the Wells turbine rotor, are particularly useful since they provide
important information on its aerodynamic behavior and allow to identify the
regions of losses. This information can be suitably used to address changes of
the rotor geometry with the aim of improving its aerodynamic performance.

2. Global measurements, carried out in non-stationary flow conditions, have also
made it possible to highlight and quantify the extent of the turbine losses,
which are particularly influenced by the non-stationary nature of its operation.

In this chapter, two solutions will be presented aimed to improving the turbine
performance with the operating conditions, and which therefore concern improve-
ments to only point 2 above.

Experimental investigations reported in Sec. 5.3 have shown that the best per-
formance of the turbine were reached for the maximum flow coefficient before stall
limit. Aerodynamic performance are the highest for a value of the flow coefficient
lower than the stall limit, but not too far from this one. Thus, considering only the
inflow phase, as done for global analyses in Sec. 5.3, the flow coefficient and the
angle of incidence at turbine’s inlet are linked as follows:

Clz
U

tan By = ¢ = (6.1)

This relation, which has been simply drawn from Eqns. (2.1) and (5.8), is valid
only when the inlet absolute velocity C] is axial. It makes more evident that if you
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want to obtain a specified value of the flow coefficient, you may act on the rotational
speed U or on the flow angle f; (considering that C; changes with the wave motion
and it can be modified with a by-pass valve). Thus, two kind of control actions can
be taken:

e the variable speed control of the turbine and

e the variable pitch rotor blades.
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UDF

TRz &Is2maQf =R
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computational fluid dynamics
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6.1 The variable speed control

Several authors have studied [53,172-177], mostly with numerical approaches, the
performance of speed-controlled Wells turbines during a typical operation of an
OWC, i.e. under random waves, in order to avoid stall incoming and to increase the
averaged efficiency of the system.

The analysis proposed in the present section aims to experimentally investigate
the effectiveness of a speed control strategy, in order to keep the operating conditions
closer to the turbine’s maximum performance. The investigation has been conducted
experimentally, by fixing periodic non-stationary flow conditions (i.e. a sinusoidal
piston motion has been applied). Wells turbine performance have been determined
from global measurements, and they have been compared with the performance of
the non-controlled turbine (under similar operating conditions). Tests have been
carried out on the low inertia “modular” Wells turbine presented in Sec. 4.3. The
speed control strategy of the turbine has been performed sending a control signal
to the inverter that drives the electric motor, in order to set the control law of the
rotational speed as a function of the piston position.

The applied control strategy is not based on feedback control mode that uses
the rotor speed as feedback signal and the piston position as input signal, in order
to evaluate the corrected rotor speed and calculate the signal correction. Instead of
this approach, a strategy based on an open-loop control has been preferred for two
main reasons: a) to avoid too rapid control actions for the inverter capabilities and
maintain the integrity of the torque sensor, that has a maximum operating range
of £2 Nm; b) because a tracking system needs to be correctly adjusted taking into
account the natural delay that occurs when the control is based on a non-stationary
parameter; the aim of this analysis is to verify the effectiveness of the speed control,
not to find the best control approach.

Tests have been conducted in two parts: in the former, the piston position
is recorded with the global variables, i.e. the pressure drop through the turbine,
the output torque and the rotational speed of the turbine, while the desired law
of variation of the rotational speed is calculated based on measured performance
parameters; in the second part, the control law is applied to the turbine, when a
signal of synchronization, i.e. a trigger, is generated by comparing the first value of
the control variable and the piston position.

The period of the piston motion during the tests was 9 s, with a reference turbine
speed of rotation of 60 Hz.

The variable used to establish the control law was the non-dimensional wall
pressure drop p;, for the best efficiency point of the turbine. As shown in Sec. 5.3,
the turbine can be characterized in terms of its aerodynamic and global efficiency.
Then, maximum values of 7,4 and 7, have been considered to determine the control
law, as shown in Fig. 6.1 (a) where 7,4 and n, are the averaged values of the inflow
and outflow phases, for a piston period of 9 s and a turbine rotational frequency of
60 Hz, which are reported as a function of p; .
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Figure 6.1: Control law for the rotational speed based on the best efficiency condi-
tion.

Representations in Fig. 6.1 (a) make clear that both the aerodynamic and global
efficiency do not vary significantly under the unsteady flow condition reproduced.
More in detail, the aerodynamic efficiency 7,4 shows an almost constant value of
about 0.55 for a wide operating range, i.e. for p; = 0.1+0.52. The global efficiency
shows a always growing trend with p! , suggesting that for low values of pj,, which
correspond to low values of the flow coefficient ¢, the operating condition can be
controlled to increase the efficiency. In Fig. 6.1 (a), two different variables of pi
for the optimization of aerodynamic and global efficiency can be identified. These
variables are used to calculate the time evolution of the rotational speed reported
in Fig. 6.1 (b) as a function of the non-dimensional time. The laws have been
evaluated based on the definition of the wall pressure drop coefficient in Eqn.(2.1),
from which the theoretic rotational frequency is derived as follows:

1 Ap,,

fth:% opt 9

p ()" 72, (62)

where the pressure drop during the period is assumed equal to the one recorded in the
reference situation of constant rotational speed. As expected, at the inversions of the
piston motion, the requested rotational speed tends to zero (dashed lines in Fig. 6.1
(b)). The law used to control the rotational speed of the turbine approximates the
theoretic law with two polynomial curves (solid lines), i.e. one for each phase. The
polynomial approximation is obtained by setting a minimum value of the rotational
speed compatibly with inverter and torque sensor constraints. The control law is
established automatically during the test, with a training period necessary to identify
the current operating conditions of the turbine.

Figure 6.2 shows the comparisons of the aerodynamic performance of the rotor
subjected to the control laws and with a constant speed of rotation, in terms of
reduction velocity coefficient ¢, as a function of the flow coefficient ¢.
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Figure 6.2: Comparison of the velocity reduction coefficient between the controlled
turbine (red and blue dots) and the not-controlled turbine (black dots).

This representation makes evident that the instantaneous performance of the
rotor do not change with the application of the control law, as they are characteristic
of the tested turbine. The relative velocity reduction coefficient shows the same trend
with the flow coefficient for every type of control, and only the maximum value of
¢ reached varies with the selected control strategy. The effectiveness of the control
solutions is better shown in Figs. 6.3 and 6.4. In Fig. 6.3 the turbine efficiencies
for the two control laws are compared to the case of the constant rotor speed, while
Fig. 6.4 shows how frequently the different operating conditions (different values of
¢), assumed by the turbine during a piston period, are occurred.
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Figure 6.3: Comparison of turbine efficiencies for the two control laws with respect

to their uncontrolled values.

It appears clear in Fig. 6.4 that for the two control laws considered, most of

the operating conditions are concentrated around the variable value. This is more
evident in the control law for (p%)?%': the working range is maintained for most of
the time during the piston period close to the optimum conditions established with
the speed control. The graphs in Fig. 6.3 make also evident that the instantaneous

performance of the rotor do not change with the application of the control law, as
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Figure 6.4: Frequency distribution of operating conditions during a piston period
for the controlled and the uncontrolled rotor.

they are characteristic of the tested turbine. The performance for controlled and
uncontrolled turbines show the same trend with the head coefficient (p)).

From Fig. 6.3, one may observe that the control strategy acts to improve turbine
efficiency, both aerodynamic and global, in conditions where the available energy is
lower. This means that if efficiency improvements can be obtained mainly for low
energetic conditions, the mean efficiency averaged on a cycle will not significantly
improve. This consideration will be verified later in the present section.

Flow angles, calculated based on global measurements, for the inflow phase at
the mean radius, are compared for the different operating conditions in Fig. 6.5,
as a function of the non-dimensional piston position. The absolute flow angle at
turbine’s inlet is assumed normal to the tangential direction, i.e. a; = 90°, and it
has been not calculated.
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(a) Absolute outlet flow angle.  (b) Relative inlet flow angle.  (c¢) Relative outlet flow angle.

Figure 6.5: Comparison of the flow angles for controlled and uncontrolled turbine.

The relative flow angle at the inlet of the turbine, Fig. 6.5 (b), can be read as the
effective control law applied to the turbine, which takes into account the dynamic
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effects of the control system. It has been compared between the different control
strategies, making evident that the value of 3; for the best aerodynamic efficiency
is considerably lower than the corresponding value for the best global efficiency.
The deviation angle 35, Fig. 6.5 (b), depends on the incidence angle f;, as follows
from the potential flow analysis with blades of negligible thickness [30]. The same
theoretic calculations explain the trends of the absolute flow angle at turbine’s outlet,
Fig. 6.5 (a), which appears almost unchanged among the different control strategies.
In fact, from the potential flow analysis [30], follows that as depends only on the
rotor solidity (and not on the blade velocity or the inlet flow velocity).

In order to evaluate the effectiveness of the applied control laws on turbine
efficiency, one may considered its value averaged on a cycle. Equations 6.3 are used
for the calculations of the energy generated by the aerodynamic forces, E,q4, the
output energy £, i.e. measured at turbine’s shaft, and the available energy £,

averaged on a cycle.
.

Eoq :/ (T,q ) dt
E, = /T ) (Tineas Q) dt (6.3)
B, - / (Apw Q) dt

Following this definitions, the averaged values of turbine’s efficiencies are calcu-
lated by dividing the useful energy by the available one:

— Ead
Nad =
o Efd (6.4)

Bars in Fig. 6.6 compare the averaged value of the aerodynamic efficiency and
the global efficiency, among the controlled and uncontrolled Wells turbine.
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Figure 6.6: Rotor efficiencies averaged on a cycle for the turbine with and without
control.
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Efficiency comparisons in Fig. 6.6 show small improvements, in the order of
2 + 4%, from the application of a rotational speed based control strategy, whatever
the variable selected, thus confirming what expected from Fig. 6.3. However, the
purpose of the present work is to demonstrate that, for a specified variable, the
control strategy is capable to realize the expected result, although limited in value.
Figure 6.6 shows that the two control laws effectively contribute to increase the
averaged values of the aerodynamic and global efficiency.

The reported analysis, concerning the control of the rotational speed of the Wells
turbine, was aimed to experimentally demonstrate the effectiveness and applicability
of the control strategy as never done before in a OWC simulator rig. Although the
improvements appear to be small, the authors do not exclude that more calibrated
control strategies designed ad-hoc can increase the benefits. This control mode can
be much more effective especially adapting the rotational speed of the turbine to
the changing conditions of the sea state that occur during the operations of OWC
devices with Wells turbines. Moreover and interesting, future experimental inves-
tigations could be performed to evaluate the effectiveness of this control strategy
in reducing the noise emissions of the Wells turbine, which are of importance for
full-scale installations. Starzmann et al. [53] show, with a numerical approach, the
potential of a variable speed control in reducing the equivalent sound power level of
a Wells turbine.

6.2 The variable pitch rotor blades

In order to control the incidence angle on the blades, a well known solution is to
rotate the blade, of an angle v, around a pivot, as schematized in Fig. 6.7.

Figure 6.7: Velocity triangles at inlet of the turbine with variable pitch blades.

This solution, which is adopted in compressors, wind turbines, propellers, hydro
turbines and so on, has been extensively studied also for the case of the Wells
turbine [49,52,154,178,179]. Most of the works have been conducted with numerical
approaches, while experimental studies have been carried out mainly to characterized
turbine performance at different values of the stagger angle [52,154]. A Wells turbine
with variable-pitch rotor blades was also designed to the Pico Power Plant [180],
although it has never been tested at full-scale.

Although the pitch modification is generally thought as an active control, i.e. a
external force acts on a kinematic that controls blade positioning around its pivot, it
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is possible to perform this control action also passively, i.e. by using the aerodynamic
forces that act on the blade to realize the rotation. This has been studied in different
works [154], and compared to the active control. For this purpose, bi-dimensional
numerical investigations have been conducted on a Wells turbine with variable pitch
[78], with the aim of extending the operating range of the turbine without stall
occurrence.

The reference geometry chosen for these analyses was the high solidity Wells
turbine housed at DIMCM laboratory, i.e. the existing facility described in Sec.
4.1. In Tab. 4.1 are summarized the main characteristics of the turbine. Numerical
simulations were carried out on a multi-block structured grid, Fig. 6.8, composed
of a central C-grid used for the discretization of the blade profile, surrounded by
an unstructured triangular grid that allows mesh deformation and re-meshing when
the blade is rotated. Inlet and outlet regions are fixed and build as structured grids.
After a refinement study conducted to ensure grid independent results, a mesh with
about 9 x 10* cells was selected, with a non-dimensional wall distance y* in the
order of 1. The commercial CFD software Ansys Fluent® was used for simulations,
by selecting the k& — w SST model for the turbulence closure and the SIMPLEC
algorithm for the pressure-velocity coupling. A second-order upwind scheme was
selected for discretizing convective terms and a second-order centered scheme for
pressure and viscous terms. A User Defined Function (UDF) has been written to
set the inlet absolute velocity as sinusoidal.

outlet

structured

\ . .
kperlodlc

inlet
(a) Blocking scheme (b) Close-up view of the mesh

Figure 6.8: Blocking scheme and detailed view of the mesh around the blade.

Investigations have been divided into two main parts:

1. the stall limit of the rotor has been investigated for several stagger angles
of the blade row, in order to determine a control law of pitch variation that
extends the operating range while optimizing the energy production;

2. active and passive pitch controllers have been tested under dynamic simula-
tions representative of the unsteady conditions inside a OWC.
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Control actions were applied with two additional UDFs: the active pitch control was
obtained by setting a variation of the pitch angle based on the stall limit constraint,
while the passive control was performed by solving the differential equation that
balances the forces acting on the blades, as expressed in Eqn. (6.5).

where I, is the polar moment of inertia of the blade section, (,, is the damping
coefficient and k,, is the elastic spring constant and M is the pitching moment
acting on the section of the profile. The values of constant parameters in Eqn.
(6.5) have been evaluated in order to extend the operating range of the turbine
to ¢ = 0.5, by considering the turbine made of aluminum and by modulating the
system response to avoid oscillations. Thus, their values are listed in Tab. 6.1.

Table 6.1: Constant values used for passive control.

Aluminum density 2700 kg/m?
Polar moment of inertia, [, 2.93 x 107° kg/m?/m
Damping coefficient, 3,, 0.05 Nms/m
Elastic spring constant, k,, 3.16 Nm/m
Pivot position (percentage of the chord length) 12.5%

A semi-implicit time marching scheme has been used to solve Eqn. (6.5) in
dynamic simulations.

The pivot position, around which the blade rotates, has been selected following
the evaluation of the pressure center position for a NACAO0015 profile staggered at
different angles. It results, for stagger angles of —5 =+ 15°, that the position of the
pressure center is located around 25 <+ 30% of the blade chord. The pivot position
at 12.5% of the blade chord has therefore been chosen.

A period of 9 s was selected for the sinusoidal velocity applied at the inlet bound-
ary during dynamic simulations. The maximum value of the inlet velocity was se-
lected depending on the required flow coefficient, for a fixed rotational speed of
the rotor of 3000 rpm. Dynamic simulations were run for 3 working periods to
ensure their repeatability without differences with respect to the previous period.
Time-step size has been fixed to 5 x 107° s, in order to avoid any phase error on
results.

The performance parameters, used to characterize and compare the different
control solutions, are the torque coefficient 7, the static pressure drop coefficient
p*, the flow coefficient ¢ and the aerodynamic efficiency 7,4, as presented in Eqn.
(2.1). Bi-dimensional simulations were carried out at turbine’s mean radius, thus
performance parameters were non-dimensionalized with respect to r,,.
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6.2.1 Stall limit and pitch-control law

Different periods of the piston motion have been considered to realize different flow
velocity at the inlet of a 2-dimensional bladed row oriented at several pitch angles,
from 0 to 10 degrees. Results are reported in Fig. 6.9 (a), in terms of 7* versus
¢, where black circles highlight the stall limit that are used to calculate the active
pitch law shown in Fig. 6.9 (b).

7 [deg]

0 0.1 0.2 0.3 0.4 0.5 0 0.2 0.4 0.6 0.8 1
¢ t/Tw

(a) Stall limit with different pitch angles. (b) Pitch control laws.

Figure 6.9: Control laws for the pitch angle based on maximum output torque
condition and self-actuated law.

After identifying the stall limit for the different pitch angles of the blade row, the
control law has been calculated for the maximum output torque as shown in Fig.
6.9 (b). The same representation reports also the variation of the pitch angle when
the passive control is simulated. By comparing active and passive control laws, it is
reasonable to expect less output torque when the passive control is performed, for
the same blade pitch angle.

6.2.2 Performance comparisons

Performance parameters are now compared between active controlled and self-pitch
(passive) controlled rotor blades and the uncontrolled ones. Figure 6.10 shows the
calculated non-dimensional aerodynamic torque, 7%, the static pressure drop coef-
ficient, p*, and the aerodynamic efficiency 7,4.

Performance comparisons clearly show the effectiveness of the active pitch control
in extending the operating range of the rotor, while incidence angle is kept to its
maximum value, i.e. at the stall limit. Performance parameters of the active control
are perfectly overlapped to their values when the blades are not controlled, in the
limited operating range of the latest. More interesting is to compare performance
between active controlled and self-controlled blades. Firstly, the torque coefficient
for the active controlled solution is always higher than the self-controlled one, as
required when the pitch law was established. Only for the maximum value of the
flow coefficient, both the two control solutions allow to obtain the same output
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Figure 6.10: Non-dimensional performance compared between controlled and not-
controlled solutions.

torque. Similarly, the values of the pressure coefficient, when the active control is
established, are always the highest, due to the higher incidence angle experienced
by the blades. The pressure drop coefficient also looses its typical linear trend
with the flow coefficient, while this is preserved when the blades are self-controlled.
Finally, rotor aerodynamic efficiency is significantly different for the two control
solutions. The highest values are calculated for the self-controlled rotor, for a flow
coefficient around 0.19, while the active rotor, controlled for the maximum output
torque, presents an almost constant value of the aerodynamic efficiency in the entire
operating region. This result highlights the possibility to define a control strategy
to maximize the turbine efficiency, which has not been investigated with the present
simulations, similarly to the approach followed to control the rotational speed of the
rotor (see Sec. 6.1).
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Figure 6.11: Non-dimensional performance comparison, as a function of the pressure
drop coefficient.

Performance parameters can be presented also as a function of the head coef-
ficient of the rotor, i.e. the static pressure drop coefficient p*, as shown in Fig.
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6.11.

No substantial differences can be drawn from the representation of the aerody-
namic efficiency with respect to p*. On the other hand, the different behavior of the
torque coefficient under the tested solutions is made more evident. For each value of
the load on the blades, represented by p*, active- and no-controlled rotors produce
lower torque than the self-controlled rotor. This behavior is not surprising as the
active control acts to always keep the aerodynamic load at its highest value, under
different working conditions.

In conclusion, this preliminary 2-dimensional numerical investigation points out
that an active control of the blade pitch angle allows to maximize different perfor-
mance parameters, while a passive control is surely less expensive and complex than
the former, achieving performance only marginally lower, but limiting flexibility in
establishing the setpoint of the control strategy.






Chapter 7

Conclusions

This work presents an extensive analysis on the performance of the Wells tur-
bine used to harvest wave energy, coupled with OWC devices. Theoretical re-
arrangements of well known relations used to characterize turbomachines perfor-
mance have been proposed to define similar parameters that give a measure of the
turbine performance, from different points of view. Aerodynamic losses and kinetic
energy losses downstream the turbine have been quantified showing their relative
weight on the overall efficiency with respect to the continuously varying operating
conditions. The turbine efficiency has been also defined from the second-law point
of view, i.e. by applying the exergy balance to the expansion process through the
Wells turbine. Theoretical considerations have pointed out that no differences can
be expected between first- and second-law efficiency, at least when the flow evolving
inside the turbine can be assumed as incompressible.

The complexity of entropy estimation with experimental analyses has been over-
come by simulating a number of rotor geometries, in order to verify the similarity
between the first- and second-law efficiency. The way used to calculate intermediate
quantities from the CFD simulations has been clarified before to present the results.
The latter have shown the goodness of theoretical implications, at least for a low
speed flow, thus confirming that first- and second-law approaches lead to very close
results in estimating the turbine efficiency. The turbulence closure model used for
simulations has been selected after a comparison of several largely used models, in
order to understand which one better estimates the entropy production in the do-
main. As a result, the k£ — w SST model has been selected, also for its capability
to well predict the stall point of the turbine. Furthermore, numerical analyses have
demonstrate that the difference between the net exergy flux and the entropy gener-
ation rate inside the domain, perhaps unsurprisingly as the entropy equation is not
solved by the models, is significantly lower when the £ — w SST turbulence closure
model is used. Finally, the entropy analyses can be still considered as a useful tool to
locate source of losses in the flow field inside the Wells turbine, while no significant
differences would be expected in efficiency calculation, with respect to the classical
approach. On the other hand, this kind of analysis requires to pay great attention in
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selecting the turbulence closure model and simulation parameters in general, such
as temporal and spatial discretization, since no equations for entropy conservation
are solved in commercial CFD software.

Experimental investigations have been conducted to evaluate the performance
parameters of the turbine, following the theoretical definitions. Measures of the
global quantities were used to calculate the efficiency of the turbine and the losses
contributions that affect its performance. Turbine aerodynamic performance is only
slightly dependent on flow conditions, over a wide range of operating conditions that
have been simulated in the laboratory. It has been also clarified that only a small
part of the overall losses are due to the exhaust kinetic energy at the turbine exit,
thus giving another important information on the actions that could be taken to
improve turbine performance. A deep investigation on the local flow behavior near
the Wells rotor, both at its inlet and outlet, under unsteady flow, has been conducted
to locally estimate the turbine performance. This was very useful to locate the main
source of losses, i.e. the hub region, due to the high proximity of the blades, and the
tip region due to the leakage flow. The results of these experimental investigations
could suggest modifications to the turbine’s geometry. For example, it is possible
to modify the tip gap and the hub-to-tip ratio to reduce the effects related to the
leakage flow, or to act on the rotor solidity to increase the distance between the
blades at the root. Finally, closer measurements to the rotor were carried out by
means of a hot-wire-anemometer probe, in order to reconstruct the flow field along
a blade pitch. HWA measurements have been used to characterize the turbulence
intensity of the inlet low and to reconstruct the flow field downstream the rotor. The
last analysis proved useful to better understand the flow behavior downstream of the
rotor, allowing to identify the position, extent and intensity of the loss concentration
regions. Furthermore, the particular configuration of the rotor cascade of the Wells
turbine determines a strong mutual interaction between the leading edge and the
trailing edge of adjacent profiles, thus making the analysis and the interpretation of
the measurements much more complicated, since the downstream flow mainly comes
from the suction side of the profile.

Moreover, the experimental measurements have shown how the rotor perfor-
mance depends on the operating conditions, as a confirmation of what expected
from theoretical analyses. The two most investigated control strategies have been
studied in the present work: the rotational speed control and the variable-pitch rotor
blades.

The former has been experimentally analyzed from a turbomachinery point of
view: the experiments were carried out to demonstrates the effectiveness of different
control strategies, both applied under a periodic simulated wave motion. Although
the efficiency improvements were relatively low, around 2 <+ 4% for both the two
selected strategies, the experiments have pointed out that turbine performance can
be improved modifying the operating conditions by controlling the rotational speed.
The experimental results carried out in the present work can be extended at differ-
ent flow conditions, for example considering operation at the stall limit in a wave
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period; under these extreme conditions, the gain of efficiency with the control of the
rotational speed will be significantly higher.

The control solution based on the variable-pitch rotor blades has been numeri-
cally simulated by means of CFD. The case study, simplified as 2-dimensional, has
been based on the geometry of the high solidity Wells turbine at DIMCM. An active
control, carried out to extend the operating range of the turbine while maximizing
the output torque, has been compared to a passive control, capable to extend the
operating range to the same value of the active control. The passive controlled ro-
tor blades has shown higher values of the aerodynamic efficiency and lower output
torque, although the efficiency is not constant in the operating range. On the con-
trary, the active controlled rotor effectively produces higher output torque for each
flow condition, but with a lower efficiency that is almost constant to its value at
the stall limit, for each pitch angle. Although a passive controller can not achieves
the higher performance, in terms of produced power, that can be obtained with an
active controller designed to obtain the same operating range, the former is less
expensive and simpler to design and it may represents an ideal choice to increase
the turbine’ s operating range.

7.1 Future investigations

The experimental and numerical activities carried out during the development of
this thesis, can be further extended with a number of possible investigations listed
below:

e Numerical simulations of the experimentally tested Wells turbine may be of
interest in order to help in the investigation of local flow structures, partly too
small and partly too complex to be investigated with probes, and to lead the
design of experiments that could clarified the behavior of the flow field inside
the Wells turbine.

e Experimental investigations with HWA | at different axial stations downstream
the rotor, can be planned to reconstruct the vortex structures in the axial
direction and to describe how they evolves and interacts during the mixing
process at turbine exit.

e The comparison of different rotor geometries, made easier with the new de-
signed “modular” Wells turbine. Local and global analyses, can be used in
designing turbine configurations for real applications, and also to find more
performing rotor geometries. These information can be also used to perform
an optimization process of the turbine, with respect to the operating range of
interest, also helped with a CFD approach.

e The possibility to reproduce non-regular wave periods with the OWC simulator
housed at DIMCM, will allow to test the control of the rotational speed, as
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implemented with the initial observation period, under flow conditions much
more close to the real sea states.

e Experimental tests of a variable-pitch control system, both with the active and
the passive solution.
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Appendix A

Comparison between fixed and
rotating spinner

In order to evaluate the effects of a rotating spinner on turbine performance, numer-

ical investigations, have been carried out on the existing facility described in Sec.
4.1.

The domain used for CFD simulations concerns the entire facility [130,181], i.e.
the chamber was included in the computational domain, and the piston motion was

simulated by means of a moving wall. The domain and the computational mesh are
shown in Figs. A.1 and A.2, respectively.
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Figure A.1: Computational domain.

The data relating to the turbine were reported in Tab. 4.1, i.e. the high solidity
Wells rotor with 14 blades were simulated. Unsteady operating conditions have been
simulated by setting a piston stroke of 900 mm, the turbine rotational speed to 3600
rpm and a wave period of 9 s. The piston displacement was sinusoidal, similar to
what reported in Fig. 5.5.

Simulations with rotating and fixed spinner were conducted by including or not
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Figure A.2: Computational grid in the moving-reference-frame zone.

the spinner mesh in the rotating domain of the blade, while multiple-reference-frames
simulate the interaction between stationary and rotating zones. More detailed in-
formation on the settings used for simulations can be found in [130, 181].

The first comparison between the two configurations, concerns the turbine global
performance, as reported in Fig. A.3.
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(a) Non-dimensional torque. (b) Aerodynamic efficiency.

Figure A.3: Non-dimensional performance comparison, as a function of the static
pressure drop coefficient.

No significant differences in performance can be observed between the two spin-
ner’s configurations, except for a slightly low value of the aerodynamic efficiency for
the fixed spinner configuration, at low flow rates during the outflow phase. These
very small differences present in the rotating spinner configuration can be attributed
to some distortions induced to the inlet flow, if there’s.

Velocities distributions along the blade height can give more information about
the flow behavior near the turbine for the two configurations. Velocity components
distributions, in the absolute frame, at turbine’s inlet and outlet, are reported in
Figs. A4 (a) and (b), respectively, for the outflow phase.

Small, but significant, differences between the two configurations can be appreci-
ated in the upstream flow in the hub region. The main differences can be observed in
the distribution of the tangential component of the absolute velocity, Cy, that shows
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Figure A.4: Velocity components at turbine’s inlet and outlet during the outflow
phase, as a function of the non-dimensional radius.

higher and positive values when the spinner rotates, thus inducing an entrainment
flow at low radii. Axial and radial components at turbine’s inlet are not influenced
by the spinner. On the contrary, the presence of a rotating spinner affects all the ve-
locity components at turbine’s outlet. These variations can be negligible for radial
and tangential components, while they are more significant for the axial velocity
component. In the hub region, higher values of the axial velocity component are
observed when the spinner rotates, as the effect of the entrainment flow reduces the
blockage near the blades root.
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Figure A.5: Comparison of local performance parameters during both the two
phases.

Starting from the complete knowledge of the flow field near the turbine, the local
performance parameter can be used to compare the two configurations. The work
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coefficient A and the reduction coefficient of the relative velocity ¢ are represented
in Fig. A.5, based on their definitions reported in Sec. 2.3.

Local performance along the blade span confirms, in a concise manner, that no
differences can be observed between the two spinner configurations during the inflow
phase. On the other hand, modifications in performance can be observed during
the outflow phase, during which the turbine with a rotating spinner experiments
slightly higher aerodynamic performance in the hub region, see Fig. A.5 (a), while
producing a higher output work in the same blade region, see Fig. A.5 (b). These
results justify the higher performance of the Wells rotor with a rotating spinner
observed in Fig. A.3, although improvements at low radii, also relevant, do not
determine proportional improvements of the global performance.

The analyses proposed in this section have been used to select which turbine
configurations was preferable in designing the new rig (Sec. 4.2). The fixed spinner
configuration, although slightly less performing, has been preferred due to the lower
gradients that the velocity components experiment at blades’ root, at the chamber
side of the rotor. Thus, more similarity between the two feeding channels, i.e. during
the inflow and the outflow phase, is expected.



Appendix B

Wall-proximity effects on “wedge”
measurements

The “wedge” probe used for the investigation of the local flow field in the Wells
turbine, see Sec. 5.3.2, has been characterized also for its wall-proximity effects. This
analysis, often neglected when similar probes are used in large machines, becomes
very important for the present case study, due to the reduced blade height.

Wall proximity effects of the “wedge” probe have been quantified by performing
traversing measurements inside the low-speed wind tunnel shown in Fig. B.1.

Flow
direction

Figure B.1: Low-speed wind tunnel.

The calibration tunnel is configured as a blow-down wind-tunnel, and the flow is
generated by an axial fan placed upstream the measurement section. The measure-
ment section, made of transparent PMMA | is squared with a side of 200 mm. In Fig.
B.1 are reported the directions along which the probe, schematized as a cylinder, is
moved with respect to the walls. Wall-proximity effects are generally not equals with
respect these two directions [182], and differences are expected in particular for the
“wedge” probe, due its non symmetric taps configuration. Although this considera-
tion, a preliminary test conducted for the “wedge” probe has shown that measures
are relatively less affected by wall-proximity when the probe is moved upward. For
this reason, proximity effects have been quantified, and correction factors have been
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based on measurements conducted, only when the probe is moved downward, inside
the test section.

Two additional probes have been used to detect static and total pressures inside
the tunnel, from the bottom wall to the midspan region. A pitot tube has employed
for the static pressure traversing while a “Kiel” probe has been adopted to detect
the total pressure. Tests have been conducted at different velocities of the main
flow, between 10 + 20 m/s, obtained by varying the fan rotational speed.

Correction factors have been established for the static and total pressure, and
expressed as follows:

kS _ b= pwedge kT o bt — pt,wedge (Bl)
Pt — DPs Pt — Ds

where kg and kr are the correction factors referred to the static and total pressure,
respectively, p and p; are the static and total reference pressures.

Figure B.2 reports the correction factors kg and kr as a function of the non-
dimensional distance from the wall d/H, i.e. the ratio between the distance of the
measurement taps from the wall and the maximum head size of the wedge probe
(equal to 2.5 mm).

0.4

Figure B.2: Correction factors for wall-proximity effects of the “wedge” probe.

The distributions in Fig. B.2 clearly highlight a region near the wall in which
the “wedge” measured pressures are distorted from the reference values. This zone
is sensibly larger for the static pressure measurement, for which all the directional
pressure taps are involved (see Sec. 5.3.2), while it is very small for the total pressure.
Due to the large extension of wall effects with respect to the Wells annular channel
height (about 12 times the maximum head size of the wedge probe), the correction
factors have been averaged and assumed constant for each distance from the wall:

ks = —0.115 kr = —0.008 (B.2)

It could be observed that the correction factor for the total pressure kp is sen-
sibly small; neglecting this correction does not sensibly affect the results of flow
reconstruction inside the Wells turbine rig.



117 APPENDIX B. WALL-PROXIMITY EFFECTS ON “WEDGE” MEASUREMENTS

No sensibly wall-proximity effects have been observed on the reconstruction of
the yaw angle, while the pitch angle calculation is distorted only when the probe’s
head is touching the wall. Thus, no further corrections have been applied to flow
angles.






Appendix C

Instrumentation data

In the present table, the instrumentation used for experimental measurements is

summarizes.

Function Model Full-scale Sensitivity
o oo 1M 2V
e S e 470 03V
o e s 23k 03 VT

Torque sensor Instrume[r)lSFt‘iI(J)_I} Devices +2 Nm 5 V/Nm
Linear Potentiometer MAFtec stl 1.5 m 4.0 V/m

DWT-010-10K-CN1

Traversing motor
for radial positioning

RMS Technologies
R208 Driver

0.00125 mm/step

Traversing motor
for angular positioning

Oriental Motors
DG60-ASAK

0.02 deg/step
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