
Journal of CO2 Utilization 60 (2022) 101978

Available online 19 March 2022
2212-9820/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Novel artificial ionic cofactors for efficient electro-enzymatic conversion of 
CO2 to formic acid 

Zhibo Zhang a, Tudor Vasiliu b, Fangfang Li a, Aatto Laaksonen a,b,c,d, Xiangping Zhang e, 
Francesca Mocci f,*, Xiaoyan Ji a,* 

a Energy Engineering, Division of Energy Science, Luleå University of Technology, 97187 Luleå, Sweden 
b Centre of Advanced Research in Bionanoconjugates and Biopolymers, Romanian Academy Petru Poni (PP) Institute of Macromolecular Chemistry, 00487 Iasi, Romania 
c Department of Materials and Environmental Chemistry, Arrhenius Laboratory, Stockholm University, SE-106 91 Stockholm, Sweden 
d State Key Laboratory of Materials-Oriented and Chemical Engineering, Nanjing Tech University, Nanjing 210009, PR China 
e Beijing Key Laboratory of Ionic Liquids Clean Process, CAS Key Laboratory of Green Process and Engineering, State Key Laboratory of Multiphase Complex Systems, 
Institute of Process Engineering, Chinese Academy of Sciences, Beijing 100190, PR China 
f Dipartimento di Scienze Chimiche e Geologiche, Università degli Studi di Cagliari, 09042 Cagliari, Italy   
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A B S T R A C T   

The low yield of enzymatic conversion of CO2 to formic acid as well as the high cost and instability of using the 
natural cofactor (NADH) hamper the large-scale application of the CO2 enzymatic utilization. To address these 
issues and to improve the production of formic acid, six bipyridinium-based artificial cofactors were developed 
for the enzymatic conversion of CO2 and further integrated with the electrocatalytic regeneration of the cofactors 
for the formic acid production. All of them did show a higher catalytic performance compared to NADH. 
Particularly, 1,1′-bis(2-(dimethylamino)ethyl)-4,4′-bipyridinium bromine did exhibit the highest catalytic per-
formance with a high formic acid concentration of 4.76 mM in 60 min, which is 47 times higher than that of the 
natural cofactor NADH and is also currently the highest performance among the reported artificial cofactors in 
literature. Thermodynamic analysis, electrochemical investigations, and molecular dynamics simulations were 
performed to clarify the structure-energy relationship of the functional bipyridinium-based salts and to ratio-
nalize how it is affected by the different functional groups. This study gives a deep insight into the role of 
artificial cofactors in enzymatic reactions and can clearly promote the development of novel bioelectrochemical 
conversion of CO2.   

1. Introduction 

The reduction of CO2 and conversion into high-value chemicals and 
fuels is an attractive strategy for alleviating global warming and the 
energy crisis [1]. Among the products from CO2 reduction, formic acid 
has been recognized as one of the most valuable reduction products, as it 
is an important chemical feedstock and hydrogen storage chemical in 
industries [2]. However, conventional methods for formic acid pro-
duction, such as chemical-catalysis, photocatalysis, electrocatalysis, and 
enzymatic-catalysis, all have various drawbacks. The chemical conver-
sion is generally conducted under harsh conditions (high pressure and 
high temperature), where noble metal-based catalysts are needed [3]. 
The photocatalysis system typically contains an electron donor, a 
mediator, a photosensitizer and a feedstock, being altogether a complex 

and unstable system, subject to difficulties in product separation due to 
the uncontrolled temperature caused by the light irradiation [4]. Even 
though electrocatalysis can achieve CO2 conversion at a low cost (only 
electron is consumed), it normally suffers from a low selectivity with a 
diversity of products and unstable electrocatalysts even though the issue 
of electrocatalyst stability has been addressed a lot [5], leading to a 
complicated product separation and short lifetime of catalysts [6]. 
Enzymatic catalysis is a promising method and able to achieve a high 
selectivity in formic acid production under mild conditions but limited 
by the high cost, especially when using the natural cofactor NADH [7]. 
Therefore, more research is needed for formic acid production to over-
come the drawbacks encountered in the conventional methods. 

Recently, enzymatic electrosynthesis, i.e., an integration of enzy-
matic catalysis and electrocatalysis, has received much attention in 
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formic acid production, which can achieve a high selectivity by the 
enzymatic reaction and a low cost by electrocatalytic regeneration of 
cofactor. For example, Chen et al. [8] carried out electroenzymatic 
conversion of CO2 to formic acid by coupling electrocatalytic regener-
ation of NADH with enzymatic CO2 conversion, which sustainably 
achieves formic acid production at a low cost. Similarly, Zhang et al. [9] 
encapsulated enzymes in metal-organic framework coupling with elec-
trocatalytic regeneration of NADH for CO2 conversion. However, when 
NADH served as a cofactor, it suffered from instability and low efficiency 
for CO2 conversion. Electrocatalytic reduction of NAD+ to NADH is 
usually accompanied by the generation of byproducts, such as the dimer 
NAD2 or isomer 1,6-NADH, which are inactive to formate dehydroge-
nase (FDH) and thus result in a permanent loss of cofactor [10]. More-
over, the enzymatic conversion of CO2 to formic acid is reversible with 
an extremely low conversion when NADH serves as a cofactor, since the 
oxidation rate of formic acid to CO2 is much faster than that of CO2 
reduction [7]. Therefore, improving the formic acid production effi-
ciency and increasing the electro-recycling stability of the used cofactor 
still remain major challenges in practical applications. 

Developing artificial cofactors to substitute the natural cofactor 
NADH is a novel and feasible way to address the above issues. Of which 
the artificial cofactors of bipyridinium-based salts (BP2+) are particu-
larly desirable candidates, which are able to receive electrons provided 
by a strong reductant or electrocatalytic reduction and simultaneously 
release electrons to FDH to achieve CO2 enzymatic conversion. Impor-
tantly, BP2+ rarely drives the oxidation of formic acid back to CO2, 
resulting in high efficiency of CO2 reduction. Therefore, using artificial 
cofactors as electron carriers is a promising alternative to NADH and has 
the potential to substantially improve formic acid production. Indeed, it 
has been demonstrated that the production rate of formic acid was more 
than 20 times higher than that of NADH, by using the reduced 1,1′- 
dimethyl-4,4′-bipyridinium (methyl viologen, MV+•) [11]. Jayathilake 
et al. [12] reported a continuous electro-enzymatic conversion of CO2 to 
formate by FDH with an electrochemical regeneration of MV+• (methyl 
group), and the formate yield was found high up to 97% ± 1% over 30 h. 
In our group, Zhang et al. [13] tested the bipyridinium-based salts of 1, 
1′-dimethyl-4,4′-bipyridinium chloride (MV2+), 1,1′-dicarbox-
ymethyl-4,4′-bipyridinium bromine (DC2+), and 1,1′-diaminoethyl-4, 
4′-bipyridinium bromine (DA2+) as artificial cofactors for CO2 enzy-
matic conversion. As a result, the formic acid concentration for the 
system with DA2+ was about 35 times higher than that of natural 
cofactor NADH. It is because that these functional groups in the pyridine 
ring could affect the electron transfer ability to substrates, and the amino 
group with stronger electron-donating and highest affinity for CO2 
presented the higher catalytic performance. 

However, investigations of bipyridinium-based artificial cofactors 
are still scarce, and only the substitution groups in the pyridine ring, i.e., 

methyl, carboxylic and amino group, have been studied. Furthermore, it 
is still unclear how the ionic properties of artificial cofactor affect the 
electron transfer and thus the efficiencies of cofactor electrochemical 
regeneration and electroenzymatic conversion of CO2. Based on our 
previous investigation, the artificial cofactors with a stronger electron- 
donating ability and substrate affinity were expected to achieve better 
catalytic performance. Therefore, in this study, a series of bipyridinium- 
based functional groups were formulated for the first time to explore the 
role of the functional groups in the catalytic mechanism, and to screen 
the most optimal artificial cofactor for potential practical applications. 
The specifically studied bipyridinium-based artificial cofactors contain 
the functional groups of amide, hydroxyl, carbon trifluoride, quaternary 
ammonium, methyl ether, and dimethylamine, respectively, and were 
designed and synthesized as shown in Fig. 1. The enzymatic conversion 
and electrocatalytic regeneration of cofactors were integrated for a 
sustainable and efficient formic acid production at a low cost. The 
cofactor electrochemical regeneration and catalytic performance in the 
enzymatic reaction were systematically studied. Furthermore, the 
thermodynamic properties, electrochemical properties of cofactors, and 
catalytic mechanism were investigated and discussed based on the 
experimental measurements, Molecular Dynamic (MD) simulations 
using the Umbrella sampling, and electronic structure calculations using 
Density Functional Theory (DFT) based methods, giving a deep insight 
into the effect of the functional groups in BP2+/BP+• on the reduction of 
CO2 to formic acid. 

2. Experimental section 

2.1. Materials 

Formate dehydrogenase (EC 1.2.1.2, homo-dimer, 76 kDa) from 
Candida boidinii (FDH), β-nicotinamide adenine dinucleotide in reduced 
and oxidized forms (NADH and NAD+, >97 wt%), 4,4′-bipyridine, (2- 
bromoethyl)trimethylammonium bromide, 2-bromoethyl methyl ether, 
2-chloro-N,N-dimethylethylamine hydrochloride, 2-bromoacetamide, 
2-bromoethanol, 1,1,1-trifluoro-3-iodopropane, and acetonitrile were 
purchased from Sigma-Aldrich. CO2 was purchased from AGA A/S 
(Sweden) with purity (>99.5%). 

2.2. Synthesis of bipyridinium-based salts 

The bipyridinium-based salts were separately synthesized according 
to the literature [14]. Briefly, 1,1′-dimethylethylamine-4,4′-bipyr-
idinium chloride (BPNC2) was synthesized by heating 4,4′-bipyridine at 
reflux with 2 times molar equivalent of chloro-N,N-dimethylethylamine 
hydrochloride in acetonitrile (200 mL) at 90 ◦C for 24 h. After the re-
action, the solvent was removed by a rotary evaporator, and the residue 

Fig. 1. (Left) Electroenzymatic conversion of CO2 to formic acid, and (Right) chemical structures of the studied bipyridinium-based redox cofactors.  
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was dried under vacuum overnight at 50 ◦C. Likewise, other 
bipyridinium-based salts were synthesized following the same proced-
ure. The structures of the bipyridinium-based salts were identified by 1H 
NMR in the supporting information, confirming the successful synthesis. 

2.3. Cyclic voltammetry measurements 

The cyclic voltammogram of the bipyridinium-based salts was 
measured by using a typical H-type electrochemical cell separated by a 
Nafion 117 membrane (geometrical area: 2.27 cm2) with a three- 
electrode system. A carbon cloth (1 ×1 cm2), an Ag/AgCl electrode 
(2 M KCl solution), and a platinum electrode were used as the working, 
reference, and counter electrodes, respectively. The working and refer-
ence electrodes were placed in the cathode chamber (10 mL) with a 
100 mM phosphate buffer (pH 7.0), and the counter electrode was 
placed in the anode chamber (10 mL) with a 100 mM H2SO4 solution as 
the electrolyte. 

2.4. CO2 reduction to formic acid with FDH and cofactors 

The electrocatalytic reduction of CO2 to formic acid was performed 
in a typical H-type electrochemical cell. 1 mM cofactor and 0.1 mg/mL 
FDH (5 U/mg) in 100 mM phosphate buffer (pH 7.0) were prepared and 
put in the cathode chamber. The electrolyte in the cathode chamber was 
pre-bubbled with CO2 (30 mL/min) for 30 min to achieve a CO2-satu-
rated solution before starting the experiment, and the reaction was then 
initiated by applying a potential. 

2.5. Analytical methods 

The product formate concentrations were determined by the UV-Vis 
spectrophotometer according to the literature [15]. Specifically, solu-
tion A was prepared by dissolving 0.5 g citric acid and 10 g acetamide in 
100 mL isopropanol, while solution B was prepared by dissolving 30 g 
sodium acetate in 100 mL water. The samples (100 μL) were then mixed 
with 0.2 mL of solution A, 10 μL solution B and 0.7 mL 100% acetic 
anhydride, and incubated at 50 ◦C for 2 h with occasional mixing. Yel-
low color in solution was generated and measured photometrically at 
515 nm. 

2.6. MD simulations 

Assuming that the exceptional rate of CO2 conversion when utilizing 
the BPNC2 cofactor could be related to the affinity of the cofactor to the 
CO2 molecule, we compared these affinities by calculating the changes 
of the Potential of Mean Force (PMF) when pulling the CO2 molecule 
from outside of the FDH protein to inside. The path of CO2 was chosen to 
pass along the molecular axis of the cofactors. To reduce the already 
high computational cost, we performed MD simulations only for the best 
and worst-performing cofactors identified from the experiments. The 
parametrization, the simulation protocols and conditions were the same 
as in our previous work [13]. To facilitate the comparison of the results, 
the X-ray structure of the FDH protein was downloaded from the protein 
data bank (PDB ID: 5DN9) [16], and all the other molecules were built 
using the Avogadro software [17]. The geometry of the cofactors was 
optimized using the GAUSSIAN software [18], and atomic point charges 
for the force field were calculated using an electrostatic potential (ESP) 
fit [19]. The ff19SB AMBER force field [20] was used to parametrize the 
protein, while the GAFF2 forcefield [21] was used for the cofactor and 
CO2 molecule. H3O+ was simulated using the parameters developed by 
Baaden et al. [22], the ionsjc_tip3p was used for ions [23], and the TIP3P 
model [24] was used for water. 

All-atom MD simulations were performed for both cofactors using 
the GROMACS 20.4 software [25] and the protocol described below. The 
simulation box was cubic with periodic boundary conditions (PBC), and 
the equations of motion of the atoms were integrated with a timestep of 

2 fs. The cutoff radius for Van der Waals interactions was set to 12 Å, and 
the Particle Mesh Ewald (PME) [26] method was used to calculate the 
electrostatic interactions using a grid spacing of 1 Å. At each time step of 
2 fs, we calculated the full electrostatic and non-bonded forces. The 
simulations were performed using the NpT ensemble, which implies 
utilizing the Parrinello-Rahman barostat for pressure control with the 
pressure value set at 1 bar and the v-rescale thermostat for temperature 
control with the temperature set to 297 K. LINCS algorithm [27] was 
used to constraint the length of bond of the hydrogen atom to their 
equilibrium lengths. Prior to the production runs, energy minimization, 
followed by equilibration runs, was performed to stabilize the system 
using constraints as described in our previous work [13]. In the pro-
duction run, the pulling of the CO2 molecule was achieved using the 
Umbrella pulling method over 40 windows with a pulling rate of 1 Å per 
window. In order to simplify the simulation, although the protein has a 
mirror structure with 2 active sites, only one natural cofactor was 
replaced with the artificial one. The evolution of the free energy of the 
system related to the position of the CO2 molecule was calculated by 
employing the use of the Weighted Histogram Analysis Method (WHAM) 
[28]. 

2.7. Electronic structure calculations 

The structure of all the studied cofactors, both in the reduced and 
oxidized form, was optimized by means of quantum mechanical calcu-
lations based on the density functional theory (DFT). The employed level 
of theory was UB3LYP/6–311 +g(d,p), as implemented in the suite of 
programs Gaussian 16 [18]. and the nature of the stationary states was 
confirmed as minima by vibrational analysis performed at the same level 
of theory. The reduced and the oxidized forms of each cofactor were 
optimized both in vacuo, and using a polarizable continuum model 
(PCM) for the water solvent within the integral equation formalism 
IEF-PCM [29] as implemented in Gaussian 16. Details on the geometry 
optimization are reported in the supporting information, and 
Tables S2–S5 summarize the relevant structural information concerning 
the optimized structure. Atomic dipole moment corrected Hirshfeld 
population (ADCH) charges [30] were calculated using the software 
Multiwfn [31]. 

The Fukui function is extensively used to predict the reactive sites, 
and we calculated the condensed Fukui f −k function using the ADCH 
charges. Specifically, to predict on which sites of the reduced cofactor 
the electrophilic attack should occur, we calculated the condensed Fukui 
function f k- defined as 

f −k = qk(N) − qk(N − 1)

where qk(N)) is the charge at atomic center k calculated on the reduced 
form of the cofactor (BP+•), and qk(N − 1) is the corresponding 
oxidized form (BP2+), both calculated on the UB3LYP/6-311 +g(d,p) 
optimized geometry of the reduced form. The electrophilic attack is 
likely to occur on the atoms with larger f −k . 

Te electron attachment enthalpy (EAE) is the energy required to 
attach an electron to a given chemical species, and it was calculated as 
the total enthalpy difference at 298.15 K, between the doubly positive 
cation (for BPCF3

2+, BPOH2+, BPOCH3
2+, BPCONH2

2+) or the 
quadruple positive species (BPNC3

4+, BPNC2
4+) and the radical ob-

tained by the attachment of the electron to such species. 

M+ + e− →M•

with M•: BPCF3
+•, BPOH+•, BPOCH3

+•, BPCONH2
+•, BPNC2

3+•, 
BPNC3

3+• and M+: BPCF3
2+, BPOH2+, BPOCH3

2+, BPCONH2
2+, 

BPNC2
4+, BPNC3

4+

EAE = E(M•) − E(e− ) − E(M+)

Considering that the contribution of the electron is constant, and that 
we are interested in trends rather than in absolute values when 
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evaluating the performance of the co-factors, we have neglected the 
energy of the electron in the EAE calculations. 

3. Results and discussion 

3.1. Electrochemical properties of artificial cofactors 

Electrochemical behavior of these artificial cofactors and natural 
cofactor NAD+ was examined by using cyclic voltammetry (CV) in 
100 mM phosphate buffer solution, where the carbon cloth, Pt wire, and 
Ag/AgCl were working electrode, counter electrode, and reference 
electrode, respectively. As shown in Fig. 2, the reduction peak in the CV 
curve represents the transformation from oxidized artificial cofactor to 
the reduced form, and likewise, the oxidation peak indicates the 
oxidation of reduced artificial cofactor to the oxidized form. The 

Fig. 2. CV curves of (A) BPCONH2, (B) BPOH, (C) BPCF3, (D) BPNC3, (E) BPOCH3 and (F) BPNC2. Conditions: 1 mM cofactors in 100 mM phosphate buffer (pH 7.0) 
as electrolyte. 

Table 1 
Thermodynamic analysis.  

Cofactors Ered
a (V vs 

SHE)b 
ΔG (kJ/ 
mol) 

Equilibrium 
constant (K) 

Ratio of Kx/ 
KNAD 

NAD+ -0.320 38.594 1.7 × 10− 7 1 
BPCONH2 -0.383 26.436 2.3 × 10− 4 1.3 × 103 

BPOH -0.493 5.2102 0.12 7.1 × 105 

BPCF3 -0.903 -73.907 8.9 × 1012 5.2 × 1019 

BPNC3 -0.763 -46.892 1.6 × 108 9.4 × 1014 

BPOCH3 -0.763 -46.892 1.6 × 108 9.4 × 1014 

BPNC2 -0.773 -48.821 3.6 × 108 2.1 × 1015  

a The reduction potential. 
b ESHE=EAg/AgCl +EAg/AgCl vs NHE (0.197). 

Fig. 3. Dependence of the electrocatalytic response on pH (A) and cofactor concentration (B).  
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reduction potential of these artificial cofactors followed the order of 
BPNC2 > BPOCH3 > BPCF3 > BPOH > BPNC3 > BPCONH2, indicating 
that the reduction potentials were affected by the functional group. 

Fig. 4. The concentration of formic acid as a function of time with 1 mM 
different cofactors at their corresponding reduction peak potential vs. Ag/AgCl 
in 100 mM phosphate buffer (pH 7) as electrolyte. 

Fig. 5. Nyquist plots for a bare carbon cloth (CC) electrode, CC + NAD+

(1 mM), CC + BPNC2 (1 mM), in the presence of 5 mM K3Fe(CN)6
3-/ K4Fe(CN)6 

in 0.1 M KCl solution. The electrode potential was based at 0.21 V (Versus 
Ag/AgCl). 

Fig. 6. A) Structure of the FDH protein highlighting the BPNC2 cofactor that 
replaced the natural one and the initial position of the CO2 molecule. B) 
Detailed representation of the position of the CO2 molecule at the start of each 
Umbrella sampling window. The protein is represented as cartoon in green and 
the cofactor and the CO2 molecule as VdW spheres. In detail B) the cofactor is 
colored in orange and the CO2 molecule changes color from red at the begin-
ning to white and to blue at the end. 

Fig. 7. Plots of the changes in free energy of the system with the movement of 
the CO2 molecule from the outside (right) to the inside (left). 

Fig. 8. (Left) Numbering of the heavy atoms in core part of BP. (Right) ADCH 
charges on the heavy atoms of the artificial cofactors core in the reduced form, 
averaged over chemically equivalent atoms. 

Fig. 9. Largest f−k values for each cofactor, considering the heavy atoms in the 
core moiety. 
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Moreover, the cyclic voltammogram of each artificial cofactor presents 
clearly reversible redox peaks, indicating that the reduced and oxidized 
forms could interconversion between each other driven by the electro-
chemical force, and thus all these artificial cofactors are recyclable for 
sustainably enzymatic conversion of CO2. 

For comparison, the natural cofactor NAD+ presents an irreversible 
CV curve under the same conditions, indicating the oxidized and 
reduced natural cofactors could not be interconverted under the elec-
trocatalysis when the carbon cloth was used as the cathode [13]. As a 
matter of fact, to achieve the electrocatalytic reduction of NAD+ to 
NADH, noble metal-based electrodes (e.g., Rhodium) are generally 
needed, and subsequently, the electrode fabrication is complex, which 
usually hamper the large-scale application [9]. Moreover, under elec-
trocatalysis, NAD+ is easily reduced to dimer NAD2 or isomer 1,6-NADH, 
both of which are inactive to FDH for enzymatic reaction and irrevers-
ible recovery, resulting in the permanent loss of this expensive cofactor 
[10]. Therefore, artificial cofactors are promising alternatives to the 
natural cofactor, owing to their low request for electrodes, recyclability 
under electrocatalysis, and their low cost compared to the natural 
cofactor. 

3.2. Energy analysis 

To elucidate the structure-energy relationship and catalytic perfor-
mance of the artificial cofactors, thermodynamic parameters and equi-
librium constants were estimated from the Nernst Equation. Among 
these artificial cofactors, the functional groups on bipyridine ring have 
great influences on ΔG and K. As shown in Table 1, the values of ΔG of 
artificial cofactors follow the order of BPCONH2 > BPOH > BPNC3 
> BPOCH3 > BPNC2 > BPCF3, and the lower value of ΔG indicates a 
more favorable thermodynamic driving force in the enzymatic conver-
sion of CO2 and thus higher yield of product. While, the equilibrium 
constant K follows the order of BPCONH2 < BPOH < BPNC3 < BPOCH3 
< BPNC2 < BPCF3, where a higher value of K indicates a higher yield of 
product, which is consistent with the results of ΔG. However, it has been 
stated that the strong nucleophilic ability of halogen elements on the 
functional group of CF3 makes it easy to attack the protein, leading to a 
partial loss of cofactors that could not enter the active site of FDH. 
Indeed, according to the report [32,33], CF3 can interact with the 
domain of nucleic acid-protein, resulting in partial loss of BPCF3 as a 
cofactor in the reaction, and the rest can be served as the ligand for the 
enzyme. Therefore, the artificial cofactor with NC2 could be the most 

efficient artificial cofactor. 
In contrast, the enzymatic reaction with natural cofactor has a higher 

value of ΔG (38.59) and lower equilibrium constant K (1 × 10− 7) 
compared to the artificial cofactor, indicating natural cofactor has a 
lower thermodynamic driving force and lower conversion. Particularly, 
the equilibrium constant of the natural cofactor (1.7 × 10− 7) is 2 × 1015 

times lower than the artificial cofactor BPNC2 (3.6 × 108). Indeed, 
enzymatic conversion of CO2 with the natural cofactor is less efficient, 
since the reaction is reversible and the oxidation rate of formic acid to 
CO2 is much faster than the CO2 reduction. Typically, to shift the 
equilibrium towards the formate generation, at least two orders of 
magnitude higher NADH concentration compared to the product 
formate concentration is needed, and the high cost of NADH deters the 
application of this solution [12]. Therefore, to improve the low con-
version efficiency of the enzymatic reaction, using artificial cofactor 
with favorable thermodynamics and equilibrium constant presents a 
promising alternative and potentially high-efficient performance. 

3.3. Dependence of the electrocatalytic response on the solution pH and 
cofactor concentration 

Since the current density of a reaction could precisely reflect the 
reaction conversion as investigated above, it was used as an indicator for 
optimizing reaction conditions. First, the buffer solutions with a pH 
ranging from 6 to 10 were prepared for investigation and evaluation 
since pH plays a key role in reaction conversion by affecting enzyme 
activity and the ratio of substrates (CO2/HCO3

-). As shown in Fig. 3A, 
the maximum current density for each artificial cofactor follows the 
order of BPCONH2 < BPNC3 < BPOH < BPCF3 < BPOCH3 < BPNC2, 
which is consistent with the results (order) of product concentration 
presented in Fig. 4, confirming again that electroenzymatic reaction can 
be reflected sensitively by the current intensity. The optimal pH for all 
artificial cofactors in the reaction is 7, which agrees with the optimal 
activity of FDH [7]. Besides, the molar ratio of substrates, i.e., CO2, 
HCO3

- and CO3
2-, can be sensitively driven by pH, thus influencing CO2 

conversion. According to Bjerrum plot [34] illustrated in Fig. S2, after 
pH 7, HCO3

- starts converting to CO3
2- which cannot serve as the sub-

strate for FDH. Thus, the concentration of substrates (CO2 + HCO3
-) 

decreases with further increasing pH, resulting in low conversion. 
Therefore, the optimal pH for the reaction is 7, which is reasonable as 
investigated. 

On the other hand, cofactor concentration was evaluated as shown in 
Fig. 3B for the enzymatic reaction. Likewise, the maximum current 
density for each artificial cofactor follows the same order as that based 
on the pH evaluation. Moreover, the current density increased with the 
increase of the concentration of the cofactor up to 1 mM, and arrived at a 
relatively stable value afterwards, indicating 1 mM cofactor is an eco-
nomic and efficient concentration for the reaction. Therefore, pH 7 and 

Table 2 
EAE values calculated with IEFPCM solvent model for water.   

NC2
4+ OCH3

2+ CF3
2+ OH2+ NC3

4+ CONH2
2+

EAE (Hartree) -0.168 -0.160 -0.166 -0.160 -0.169 -0.156  

Fig. 10. Linear fitting of EAE values (calculated with IEFPCM solvent model for water) and the experimental reduction potentials of the six cofactors in water. The 
Pearson correlation coefficient is 0.791 taking into account all the compounds, and 0.999 excluding the data for the two compounds out of trend (BPOCH3

2+, CF3
2+). 
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1 mM cofactor give the optimized results. 

3.4. Conversion of CO2 to formic acid 

To confirm an optimal cofactor for FDH, both the artificial cofactors 
and natural cofactor were tested in the enzymatic conversion of CO2 to 
formic acid by applying their corresponding reduction peak potential vs. 
Ag/AgCl. As illustrated in Fig. 4, the concentrations of formic acid, at 
60 min, were 0.47, 0.84, 1.6, 2.4, 2.9, 4.7, and 0.1 mM, for those with 
BPCONH2, BPOH, BPCF3, BPNC3, BPOCH3, BPNC2, and NADH, respec-
tively. As shown above, when using the natural cofactor, the formic acid 
concentration is much lower than those of artificial cofactors. It is 
because, when using the natural cofactor, the enzymatic reaction is 
reversible with an extremely low equilibrium constant. As a result, the 
formation of formic acid reached equilibrium quickly but with a very 
low concentration. Moreover, when using carbon cloth as the electrode, 
NAD+ could not be reduced efficiently (around 1%) under electro-
catalysis and thus cannot supply the reduced cofactor NADH for FDH, 
resulting in the low conversion of CO2. The poor performance of NAD+

reduction by carbon cloth electrode agreed with the observation of its 
CV [13], where the irreversible redox peaks confirmed the 
non-recyclability of NAD+ by the carbon cloth electrode. Furthermore, 
the natural cofactor NADH cannot be stabilized in the weak acid, and 
would degrade to the unrecoverable isomers under pH 6.5, resulting in 
the permanent loss of active cofactor [35]. Also, CO2 is a weak acid gas, 
which is unavoidable to participate in the reaction for CO2 conversion 
and leads to the decrease of pH in the solution that will potentially 
degrade NADH. All in all, the natural cofactor is expensive, has poor 
stability, and is difficult to recycle, which impedes large-scale 
application. 

While, compared to the natural cofactor, the artificial cofactors, with 
lower value ΔG and higher equilibrium constant K, present outstanding 
performance on the enzymatic conversion of CO2. Particularly, the for-
mic acid concentration for the system with BPNC2 was 47 times higher 
than that of natural cofactor NADH at 60 min, indicating that the arti-
ficial cofactor BPNC2 is stable, efficiently regenerated, and coupling 
enzymatic reaction for formic acid production. To further verify enzy-
matic reaction coupling with artificial cofactor BPNC2 electro- 
regeneration for formic acid production, the reaction was examined by 
chronoamperometry. As shown in Fig. S1, the enzymatic reaction with 
BPNC2 was conducted in the absence of FDH, showing a lower current 
density (6.0 μA/cm2). While, after the addition of FDH, the current 
density was enhanced to 14.9 μA/cm2, indicating that enzymatic reac-
tion coupling-reduced cofactor was conducted, and thus electron 
transfer was promoted. 

During the electroenzymatic conversion of CO2, cofactor BPNC2 was 
reduced to radical BPNC2 (reduced form) by applying the voltage for the 
reaction. While, the radical BPNC2 itself is unstable, which can either be 
oxidized by the enzyme for CO2 conversion or oxidized spontaneously 
by losing one electron in the aqueous solution, resulting in the genera-
tion of the oxidized BPNC2. Therefore, interconversion between the 
oxidized and reduced BPNC2 was carried out constantly once applying 
the voltage, indicating the artificial cofactor is recyclable and stable in 
the electroenzymatic reaction. For instance, 1 mM BPNC2 in this study 
was initially added into the system and then 4.76 mM formic acid was 
generated, indicating 1 mM BPNC2 was reduced more than 4 times re-
cycles. Considering the loss of the oxidation of the radical BPNC2 in the 
aqueous solution, much more BPNC2 was reduced, indicating the 
desirable recycling and stability in the enzymatic reaction. To date, only 
few works have been reported to develop artificial cofactors for the 
electroenzymatic reduction of CO2, which was summarized in our pre-
vious work [13]. Compare to the best results in the previous work 
(3.5 mM formic acid at 1 h), the yield of formate using BPNC2 is higher 
(4.7 mM formic acid) under the same conditions. Therefore, the artifi-
cial cofactor BPNC2 presents the best performance among all those 
studied, to our best knowledge. 

3.5. Nyquist plots 

The interface between electrode and electrolyte was investigated by 
the electrochemical impedance spectroscopy (EIS), for revealing the 
advantages of artificial ionic cofactor over the natural cofactors. As 
shown in Fig. 1, the interface was divided into three parts, i.e., electric 
double layer (EDL), diffusion layer, and bulk electrolyte. K3Fe(CN)6/ 
K4Fe(CN)6 was used as a redox probe for the investigation, and the 
impedance changes for cofactor BPNC2 and NAD+ were separately 
conducted. Fig. 5 exhibits typical results of impedance spectra (Nyquist 
plots) of bare carbon cloth (CC), CC/NAD, and CC/BPNC2. Here, Z′ and 
Z” are the real variable and the negatively imaginary variable of 
impedance, respectively. The figure showed a semi-circular part at high 
frequencies corresponding to the electron-transfer limited process (the 
electrode/solution interface) and a linear part at low frequencies to the 
diffusion process. Rct has a little decrease (12.9 Ω) after the addition of 
NAD+, indicating it has poor electron transfer ability and thus poor 
electro-reduction of NAD+. While, by adding the artificial cofactor 
BPNC2, the electron-transfer resistance decreased drastically and resul-
ted in the lowest Rct (5.2 Ω), indicating the cofactor accelerates the 
electron transfer probably, owing to the better conductivity of ionic 
cofactor compared to NAD+. Thus, it results in the efficient reduction of 
artificial cofactors. 

3.6. Molecular dynamics simulations 

MD simulations were performed to evaluate the evolution of the free 
energy as the CO2 molecule moves from the outside of the protein to the 
inside, and determine the affinity of the cofactors to the CO2 molecule. 
We performed MD simulations only BPNC2 with better efficiency than 
the previously reported cofactors (DA) [13] and the worst cofactor 
BPCONH2. The simulations were realized using the exact same condi-
tions as in our previous work, where we focused on a single reaction site 
in the FDH protein. Fig. 6 shows the starting structure of the protein with 
the BPNC2 inserted inside and the CO2 molecule outside and detailly 
depicting the initial position of the CO2 molecule in each of the 40 
windows. 

Starting from the initial position of each window presented in 
Fig. 6B, we performed 402 ns umbrella sampling simulations. PMF was 
calculated using WHAM. The graphs are presented in Fig. 7. The plots 
represent the changes in free energy as the CO2 molecule moves in each 
simulation. We have also added the plot for the DA cofactor that was 
previously reported in order to compare the results. 

It can be seen that the changes in PMF of the systems are in accor-
dance with the experimental observations, with the system having the 
lowest free energy in the region close to the BPNC2 cofactor, the highest 
free energy in the region close to the BPCONH2 cofactor, and the system 
with the DA cofactor situating itself between the other two. This points 
out that the BPNC2 cofactor has the best affinity for the CO2 molecule, 
which would explain the improved rate of CO2 reduction. Also, it can be 
seen that for the BPNC2 cofactor the free energy in its vicinity has a value 
lower than at the start of the simulation, where CO2 is dissolved in 
water. This means that the reaction site has a better affinity towards the 
CO2 molecule, increasing the probability that CO2 enters the reaction 
site. This higher affinity could explain why the BPNC2 cofactor has such 
a high reduction rate, as the CO2 molecules would enter the reaction site 
more often and also remain for a longer period of time, which increase 
the probability of a productive positioning of the reactants for the 
product generation. 

3.7. Analysis of the electronic structure of the artificial cofactors 

To rationalize the different activities of the cofactors, we have veri-
fied by DFT calculations whether the nature of the R group can affect the 
electronic distribution on the BP moiety. The presence of two sp3 carbon 
atoms between the R group and the BP region could reasonably prevent 
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any significant electronic effects. However, it is also possible that despite 
the presence of insulators between the substituents and aromatic groups, 
the electronic distribution on the latter can be affected [36]. 

The ADCH charges for the heavy atoms of the BP core are reported in 
Fig. 8 as averaged values over chemically equivalent atoms in the two 
symmetric moieties of BP. 

It clearly can be seen from Fig. 8 (Right) that the variation of the R 
group has a large effect on the electronic distributions of the aromatic 
moiety. Indeed, the R group affects not only the partial charges of atom 
to which it is bound (C6), but also the farthest away atoms of the aro-
matic moiety, C3 and C4, and on all the atoms in between. Somehow 
counterintuitively, the substituents, NC2 and NC3, that have the largest 
positive charge, are those having the largest negative value in one of the 
atoms of the BP core; in detail, the C3 atom has a negative partial ADCH 
charge larger than 0.3. Similar consideration can be done also for the C2 
atom, with the NC2 and NC3 groups leading to an increase of the 
negative charge on C2, while the effect of the other four substituents is 
similar. The charge on N atom in the aromatic moiety is positive with all 
R groups, with the positively charged NC2 and NC3 substituents leading 
to the smallest charge (close to zero), and the CO-NH2 groups, to which 
correspond the least active compound, to the highest positive charge. 

Analysis of the atomic charges gives an important insight into the 
capability of these substituents to modulate the electronic distribution 
on the BP core portion of the cofactor. However, it should be noticed that 
data in Fig. 8 indicates that the variation in the atomic charge does not 
correlate closely with the catalytic activity performance. 

Fukui functions were used as a descriptor to understand the prop-
erties of catalysts for CO2 reduction. Such descriptors have been recently 
successfully employed to rationalize the interaction of CO2 with proteins 
[37], or the explain the performances of catalysts for CO2 reduction of 
diverse nature [38,39]. We calculated the electrophilic condensed f- 

function on the atoms of the cofactors (see numbering scheme in 
Fig. S3), as described in the section 2.7. In Fig. S4 are reported the 
f −k values calculated in vacuo on the heavy atoms of the core of the 
cofactor, averaged over equivalent atoms. In Fig. 9 are reported for each 
cofactor only the largest f −k values, and the atom on which they are 
located are indicated in Fig. S4. Larger negative values correspond to 
higher reactivity toward the electrophilic attack, which is of interest 
since the oxidation of the cofactor implies the loss of an electron. 

The most reactive site in the cofactors can be either the C3 or the N1 
atom, the latter being favored with OH and OCH3 substituents (See 
Fig. S4). We note that, with the exception of compound NC3, the values 
of f −k reported in Fig. 9 follow the order of the catalytic efficiency. 
However, this data should not be overemphasized, since to characterize 
the correlation between the f −k descriptor and the reactivity, an extended 
conformational analysis of the compounds in the active site, and a cor-
responding population averaged f −k calculation would be necessary [37]. 
Also the environmental effect on these descriptors, which is not trivial to 
include when the molecule is in a complex environment as a protein 
pocket, is expected to play a role in the electronic distribution of the 
molecules. Analysis of the solvent effect using an implicit solvent model 
for water (Fig. S5) leads to a similar conclusion to those drawn without 
solvent inclusion concerning the strong impact of the substituents on the 
electronic distribution, and on the most probable reactive sites, C3 and 
N1. 

For several classes of compounds, the redox potential has been found 
to have a linear relationship with the electron affinity and the related 
properties of electron attachment energy, either neutral or more seldom 
charged [40,41]. We verified whether this relationship holds also for 
this class of compounds. Table 2 lists the EAE calculated on the six co-
factors using a PCM solvent model for water, and in Fig. 10 the values 
are correlated with the reduction potential measured in water (see 
Table 1). 

The Pearson correlation coefficient indicates a good correlation be-
tween the measured potential and the attachment enthalpies, and the 

agreement is excellent when excluding two of the compounds 
(BPOCH3

2+, BPCF3
2+). On the contrary, if the solvent is not taken into 

account, no correlation is observed, as shown in Fig. S6. While it is clear 
that inclusion of the implicit solvent is important for a proper calcula-
tion of the electron attachment energy, in agreement with what was 
observed before either for neutral or charged species [41,42], it is 
possible that for some compounds (BPOCH3

2+, BPCF3
2+) of the class 

studied here, even a more accurate treatment of the solvent might be 
necessary for obtaining a higher correlation with experimental values. 

From the analysis of the electronic properties of the cofactors, we can 
conclude that despite the presence of two sp3 carbon atoms between the 
substituent R and the heteroaromatic moiety, the substituent strongly 
impacts the electronic distribution in the latter, and that this effect can 
play a role in determining its reactivity and thus the catalytic efficiency. 

4. Conclusions 

In this study, six artificial cofactors were designed and synthesized 
for the enzymatic CO2 reduction to formic acid. All the bipyridinium- 
based artificial cofactors presented a superior catalytic performance 
compared to the natural cofactor NADH, owing to the suppression of the 
reverse oxidation reaction. Specifically, the formic acid concentration 
by using the cofactor BPNC2 is 47 times higher than that of NADH. In 
addition, the thermodynamic analysis indicates that artificial cofactors 
provide a stronger thermodynamic driving force in the reaction and 
present a higher equilibrium constant. Also, the electrochemical inves-
tigation demonstrated that the artificial ionic cofactor improves con-
ductivity and thus enhances electron transfer and electrocatalytic 
regeneration of the cofactor. MD simulations give further molecular 
insight into the behavior of the cofactor, confirming BPNC2 with the 
highest affinity of CO2, which is consistent with the experimental ob-
servations. Last, ab initio calculations indicate that the functional groups 
R also affect the electronic distribution and the electron-donating 
capability of BP core, and interestingly the positively charged func-
tional groups as NC2 and NC3 can surprisingly lead to an increased 
electron-donating capability of the heavy atoms belonging to the aro-
matic core, as revealed by the condensed Fukui f- functions. The 
different catalytic activity of the artificial cofactors is therefore due to a 
combination of several contributions, comprising the affinity for CO2, 
the effect on the electron-donating capability in the BP rings and also the 
reactivity of the functional group itself. Our analysis should pave the 
way to future systematic studies aimed at disentangling the relative 
weight of each contribution to find a quantitative structure-activity 
relationship. 
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