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Abstract

The exponential growth in the number of E-commerce transactions indicates a radical

change in the way people buy and sell goods and services, a new opportunity offered by

a huge global market, where they may choose sellers or buyers on the basis of multiple

criteria (e.g., economic, logistical, ethical, sustainability, etc.), without being forced to

use the traditional brick-and-mortar criterion. If, on the one hand, such a scenario of-

fers an enormous control to people, both at private and corporate level, allowing them

to filter their needs by adopting a large range of criteria, on the other hand, it has con-

tributed to the growth of fraud cases related to the involved electronic instruments of

payment, such as credit cards. The Big Data Information Security for Sustainability is

a research branch aimed to face these issues in relation to the potential implications in

the field of sustainability, proposing effective solutions to design safe environments in

which the people can operate and by exploiting the benefits related to new technolo-

gies. The fraud detection systems are a significant example of such solutions, although

the techniques adopted by them are typically based on retroactive strategies, which

are incapable of preventing fraudulent events. In this perspective, this paper aims to

investigate the benefits related to the adoption of proactive fraud detection strategies,

instead of the canonical retroactive ones, theorizing those solutions that can lead toward

practical effective implementations. We evaluate two previously experimented novel

proactive strategies, one based on the Fourier transform, and one based on the Wavelet

transform, which are used in order to move the data (i.e., financial transactions) into a

new domain, where they are analyzed and an evaluation model is defined. Such strate-

gies allow a fraud detection system to operate by using a proactive approach, since they

do not exploit previous fraudulent transactions, overcoming some important problems

that reduce the effectiveness of the canonical retroactive state-of-the-art solutions. Po-

tential benefits and limitations of the proposed proactive approach have been evaluated

in a real-world credit card fraud detection scenario, by comparing its performance to
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that of one of the most used and performing retroactive state-of-the-art approaches (i.e.

Random Forests).
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1. Introduction

Nowadays, the Big Data Analytics for Sustainability (BDAS) represents a crucial

research field, since it offers us the opportunity to exploit the new technologies in a

smarter way [1, 2], developing more sustainable products and processes.

In the context of the advantages in terms of sustainability offered by the E-

commerce environment [3], where the great offer of goods and services allows people

to choose those that respect this criterion, helped by the vast amount of information

on the Internet, the fraud detection systems represent an instrument around which the

interests of many economic entities revolve.

So as it happens in other fields related to technology, even in those where the sus-

tainability represents an essential element, the potential advantages are jeopardized by

those who try to take advantage of the new technologies fraudulently. For the afore-

mentioned reasons, one of the most important BDAS objectives is the Big Data Infor-

mation Security for Sustainability (BDISS). Some BDISS areas of great interest are, for

instance, those directly related to the security of the adopted platforms (e.g., Intrusion

Detection, Fraud Detection, etc.) and those indirectly related to them (e.g., Privacy

Preserving, Cyber Espionage, etc.).

This paper is focused to one of these important areas, since it faces the problems

related to the fraudulent use of the electronic payment instruments, nowadays an es-

sential element for the exchange of goods and services.

Authoritative reports1 underlined an exponential growth in the fraud losses related

to the credit and debit cards, as shown in Figure 1. Several studies2 have also indicated

how the purchases made without authorization and the counterfeits of credit cards rep-

resent the 10-15% of total fraud cases, but the 75-80% of financial value. Only in the

United States, such a problem leads toward an estimated average loss per fraud case of

2 million of dollars.

The aforementioned scenario has generated an increase in research and develop-

ment investments by private and public entities, with the objective to design more and

more effective methods able to face this problem.

It should be observed how the design of effective solutions represents a hard chal-

lenge due to several well-known issues, which reduce the capability of the state-of-the-

art techniques used in this specific field. The most important issue consists in the fact

that the fraudulent transactions are typically less than the legitimate ones, and such a

highly unbalanced data distribution reduces the effectiveness of the machine learning

strategies [4]. In addition to this issue there is the scarcity of information that charac-

1Nilson Report: https://www.nilsonreport.com/
2American Association of Fraud Examiners: http://www.acfe.com
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Figure 1: Annual Global Fraud Losses

terizes the involved financial transactions, a problem that leads toward an overlapping

of the classes of expense of a user.

Nowadays, a fraud detection system can exploit many state-of-the-art techniques in

order to evaluate a financial transaction. For instance, it can exploit: Data Mining tech-

niques to generate rules from fraud patterns [5]; Artificial Intelligence techniques to

identify data irregularities [6]; Neural Networks techniques to define predictive mod-

els [7]; Signature-based techniques aimed to maintain a statistical representation of

normal account usage for rapid recalculation in real-time [8]; Fuzzy Logic techniques

to perform a fuzzy analysis for a fraud detection task [9]; Decision Tree techniques to

reduce the number of misclassifications [10]; Machine Learning techniques to define

ensemble methods that combine predictions from multiple models [11, 12]; Genetic

Programming techniques to model and detect fraud through an Evolutionary Compu-

tation approach [13]; Statistical Inference techniques that adopt a flexible Bayesian

model for fraud detection [14].

However, it should be observed that regardless of the adopted technique, the prin-

ciple that is commonly exploited is the detection of outliers in the transactions under

analysis, a trivial approach that usually leads toward misclassifications, with all the

financial consequences that derive from it (mainly money loss). The reason behind

these wrong classifications is the absence of extensive evaluation criteria, since many

state-of-the-art techniques are not able to manage some transaction features during the

evaluation process (e.g., the non-numeric ones). For instance, Random Forests [15],

one of the most performing approaches, is not able to manage types of data that in-

volve a large number of categories. For the aforementioned reasons, the evaluation

process performed by a fraud detection system should be able to take into account all

the information about the transactions under analysis.

Observing how the existence of a relationship of trust between customers and sell-

ers represents one of the most effective proactive strategies able to reduce the fraud

issues [16], at the same time we observe how the implementation of automatic proac-

tive strategies is instead a very hard task.

Based on the previous consideration, this paper is aimed to evaluate the benefits

related to the adoption of proactive approaches [17], where the analysis of the transac-

tion data is performed in a transformed-domain, instead of a canonical one, by adopting

two previously experimented strategies [18, 19], one based on the Fourier transform
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and one based on the Wavelet transform.

In the first strategy, the evaluation model is defined in terms of the spectral pattern

of a transaction, by processing the information through the Fourier transformation [20].

In the second strategy, the evaluation model is defined by following a similar criterion

but by processing the information through the Wavelet transformation [21].

In both strategies we consider the sequence of values of each transaction feature

as a time series, moving its representation in the frequency-domain by using the Dis-

crete Fourier Transform (DFT ) or in the time-frequency-domain by using the Discrete

Wavelet Transform (DWT ) process.

The idea is to experiment with different proactive fraud detection strategies in order

to investigate about their benefits respect to the canonical retroactive ones, indicating in

this way what are the most effective strategies to adopt in the practical implementations.

Many evaluation models adopted in the Business Intelligence field are defined on

the basis of the time series. This happens when it is important to characterize the in-

volved elements on the basis of the time factor [22]. The information extracted from

the time series can be exploited in order to perform different tasks, such as those re-

lated to the risk analysis (e.g., Credit Scoring [23] and Stock Forecasting [24]) and

Information Security (e.g., Fraud Detection [25] and Intrusion Detection [26]) ones.

In the context of the proposed proactive approach, as time series we mean some-

thing slightly different from the canonical meaning given to it in literature. We refer

to it in terms of data used as input in the DFT or DWT process, thus just in terms of

sequence of values that compose a transaction (i.e., date, amount, and so on), consid-

ering them a sequence of discrete-time data taken at successive equally spaced points

in time.

In other words, the relationship between time series and our fraud detection ap-

proach must be sought in the analysis, performed in the frequency domain, of patterns

given by the feature values of a transaction. This because our goal is to define an eval-

uation model able to characterize the legitimate transactions, regardless of the time in

which they occur, also because the time frame taken into account in our approaches is

limited to the feature space.

It should be added that the involved transactions are only those related to the previ-

ous legitimate cases, because we do not consider the previous fraudulent ones.

The analysis of the information in the new domain presents some advantages. The

first one is the capability for a fraud detection system to include only the previous

legitimate transactions in the model definition process, which is a proactive approach

able to face the cold-start issue (i.e., scarcity or absence of fraudulent cases during the

model definition). Another advantage is related to the consideration that the new data

representation reduces the data heterogeneity problem, since the new domain is less

influenced by the data variations.

For exemplification reasons, from now on, we will use the term transformed-

domain to refer to both the data domain obtained by the Fourier transform (frequency-

domain) and the data domain obtained by the Wavelet transform (time-frequency-

domain).

This paper is based on a previous work presented in [25], which scientific contri-

butions were as follows:

4



(i) definition of the time series to use in the Fourier process, on the basis of the past

legitimate transactions;

(ii) formalization of the comparison process between the time series of an unevalua-

ted transaction and those of the past legitimate transactions, in terms of difference

between their frequency magnitude;

(iii) formulation of an algorithm, based on the previous comparison process, able to

classify a new transaction as reliable or unreliable.

Here, our previous work has been completely rewritten and extended, producing

the following scientific contributions:

(i) formalization of the procedure used to define the time series to use as input in

the data transformation process performed by the DFT or DWT strategies, also

introducing an alternative method suitable for certain fraud detection contexts;

(ii) formalization of the comparison process between the output obtained at the end of

the DFT or DWT process, presenting two different modalities, one based on the

cosine similarity measured between the entire output vectors of the DFT or DWT

processes, and one based on the punctual comparison between each element of

these output vectors;

(iii) formalization of a generic algorithm able to classify a new transaction as legiti-

mate or fraudulent, by exploiting the previous comparison process and the DFT

or DWT process, also defining its asymptotic time complexity;

(iv) evaluation of our proactive DFT and DWT strategies in terms of general perfor-

mance and predictive power of their classification model, performed by using two

real-world datasets;

(v) evaluation of the advantage and disadvantages related to the adoption of a proac-

tive approach in the context of the fraud detection processes, on the basis of the

experimental results.

The paper is organized as follows: Section 2 introduces the background and related

work of the scenario taken into account; Section 3 describe the idea behind the pro-

posed proactive approach, introducing the state-of-the-art approach used to evaluate its

performance; Section 4 provides a formal notation and defines the problem taken into

account; Section 5 describes our proactive approach; Section 6 provides details on the

experimental environment, on the used datasets and metrics, as well as on the adopted

strategy and selected competitor, presenting the experimental results; some concluding

remarks and future work are given in Section 7.

2. Background and Related Work

In this section we first introduce the background of the scenario taken into account

by introducing the aspects related to the big data information security and the sustain-

ability, and by describing the main research problems to be handled. In conclusion, the

work related to this field will be described.
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2.1. Background

The main challenge of a Big Data Information Security (BDIS) process is the anal-

ysis of huge and heterogeneous data with the goal to protect them against a series of

risks such as, for instance, their alteration (integrity) or their unauthorized use (confi-

dentiality) [27, 28].

It should be observed how in this age of information the risks related to the gath-

ering and use of data are in most of the cases tolerated in view of the great advantages

that such operations offer in many fields (e.g., medical, financial, environmental, so-

cial, and so on). This kind of paradox has been discussed in literature through several

studies, such as those performed in [29].

The main disadvantage of almost all the techniques used to define approaches able

to face this type of risk (e.g., alteration or fraudulent use of data) is that they need a

considerable number of examples of all possible cases to build their evaluation models

(e.g., in the context of a credit card fraud detection system, they need both legitimate

and fraudulent examples), precluding the adoption of proactive strategies.

As previously introduced in Section 1, the E-commerce platform allows people to

have access to a huge number of goods and services, enabling them to make their own

choices on the basis of different criteria. Nowadays, this has been made possible by the

coexistence of two factors: a huge E-commerce platform and an equally huge source

of information (i.e., Internet).

Through the Internet, people are able to choose sellers and buyers not only on the

basis of convenience metrics, but also by following innovative metrics such as, for

example, ethical ones.

In this context, dominated by electronic payment instruments, fraud detection sys-

tems [30, 25] play a crucial role, since they are aimed to detect the fraudulent financial

transactions, allowing people to only get the benefits offered by the E-commerce in-

frastructure.

The most common problems related to the fraud detection tasks are reported and

described in the following.

- Data Scarcity: The scarcity of public real-world datasets [31] is the first problem

that researchers working in this area have to deal with. It is related to the restric-

tive policies that regulate the disclosure of information in this area, which they do

not allow the operators to provide information about their business activities. Such

restrictive rules are related to privacy, competition, or legal reasons. It should be

added that not even a release in anonymous form of the data is usually considered

acceptable by many financial operators, because even in this form the data may reveal

crucial information, such as some vulnerabilities in the E-commerce infrastructure.

- Non-adaptability: In the context of a fraud detection system, this is a problem re-

lated to the difficulty for the evaluation model to correctly classify new transactions,

when they are characterized by patterns differing from those used to train the model.

This kind of problem affect both the supervised and unsupervised fraud detection

approaches [32], leading toward misclassifications.

- Data Heterogeneity: In the machine learning field, the pattern recognition is a pro-

cess aimed to assign a label to a given input value. Some common applications of
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such a process are the classification tasks, where this process is performed in order to

classify each value in input into a specific class (within a finite set of classes). It can

be exploited in a large number of contexts, thanks to its capability to solve a large

number of real-world problems, although its effectiveness is usually affected by the

heterogeneity of the involved data. This is a problem described in literature as nam-

ing problem or instance identification problem and it is related to the incompatibility

between similar features resulting in the same data being represented differently in

different datasets [33, 34]. Given the high level of heterogeneity that characterizes

the fraud scenarios (e.g., that related to the credit card transactions), an effective

fraud detection system must be able to address the data heterogeneity issue.

- Data Unbalance: A fraud detection task can be considered as an unbalanced data

classification problem, because the examples used to train the evaluation model are

typically composed by a large number of legitimate cases and a small number of

fraudulent ones, a data configuration that reduces the effectiveness of the classifica-

tion approaches [4, 35, 36]. This problem is probably worsened by a data alteration

in the datasets publicly released by some financial operators, where in order to main-

tain customer trust in their services, the fraud cases have been intentional reduced,

classifying part of them as legitimate. Considering that the canonical approaches of

fraud detection operate retroactively, thus they need to train their model by using

both classes of examples (i.e., legitimate and fraudulent), such a problem is com-

monly faced by preprocessing the dataset in order to obtain an artificial balance of

data [37]. This kind of operation can be performed through an over-sampling or

under-sampling method, where in the first case the balance is made by duplicating

some of the transactions that are less in number (typically, the fraudulent ones), while

in the second case it is made by removing some of the transactions that are in greater

number (typically, the legitimate ones). Some studies demonstrate that the adoption

of such methods improves the performance given by the original imbalanced data,

also underlining how the over-sampling techniques perform better than the under-

sampling ones [38, 39, 40].

- Cold-start: In order to be able to operate properly, machine learning approaches

need a significant amount of data to define their evaluation models. While in some

contexts this is not a significant issue, in other ones such as, for example, those

related to the fraud detection, it represents a big issue. It happens because the ex-

amples are characterized by a large number of legitimate cases and a small number

of fraudulent ones, as described in Section 2.1. This configures the so-called cold-

start problem, i.e., the set of data used to train an evaluation model does not contain

enough information about the domain taken into account, making the definition of

a reliable evaluation model difficult. In the context taken into account in this paper,

this problem arises when the training data is not representative of all the involved

classes (legitimate and fraudulent)) of information [41].

We can summarize all the aforementioned research problems in the need for a fraud

detection system to operate by exploiting an evaluation model defined also on the basis

of a single class of transactions (i.e., usually the legitimate one). Unfortunately, this is

not a simple task due several reasons such as the data unbalance problem that reduces
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the performance of the state-of-the-art machine learning techniques commonly used in

this field or, even worse, it does not allow us to use them in any way. This is given

by the need to train their evaluation model by using examples taken from both the

transaction classes (i.e., legitimate and fraudulent).

Such a problem is further worsened by the lack of real data to use in the process

of design and development of new fraud detection approaches (data scarcity problem),

but also by the difficulty of defining an evaluation model able to work in different

contexts (non-adaptability problem). Finally, it should be noted how the need to define

an evaluation model by using both classes of transactions leads towards the well-known

cold-start problem.

As detailed in Section 3, the idea around which this paper is born is to define an

approach able to train its evaluation model by exploiting a single class of transactions,

overcoming in this way the most important problem related with the state-of-the-art

approaches that operate in this field (i.e., the data unbalance). This solution implicates

that such a novel approach must be able to better characterize the class of transac-

tion taken into account during the model definition process, with the side effect to

reduce/overcome the other type of problems (i.e., cold-start, data scarcity, data het-

erogeneity, and non-adaptability).

2.2. Related Work

The main goal of a fraud detection system [42, 43] is the evaluation of the new

transactions in order to classify them as legitimate or fraudulent), on the basis of an

evaluation model previously defined by exploiting the information gathered by the sys-

tem during the previous transactions. Premising that the most effective state-of-the-art

techniques of fraud detection operate by adopting a retroactive approach, thus they

need to train their evaluation models with both the classes of transactions (i.e., legit-

imate and fraudulent previous cases), in this section we want to offer an overview of

today' s scenario.

The fraud detection approaches can operate by adopting supervised or unsupervised

strategies [44]. By using a supervised strategy they exploit the previous fraudulent and

non-fraudulent transactions collected by the system, and they use them to define an

evaluation model able to classify a new transaction as legitimate or fraudulent. In order

to perform this task they need to have a sufficient number of examples of both classes,

and their recognition capability depends on the known patterns.

By using an unsupervised strategy they instead work by finding anomalies in a

transaction under evaluation, in terms of substantial differences in the feature values

(wrt the typical values assumed in the past). Considering that a fraudulent transac-

tion can be characterized by features with values within their typical range, adopting

unsupervised strategies in a fraud detection system represents a hard challenge.

The most common approaches [45] used in this context are the static approach, the

updating approach, and the forgetting approach, whose features are as follows:

• the static approach represents the most common way to operate in order to detect

fraudulent events in a financial data stream related to a credit card activity. By

following it, the data streaming is divided into equal size blocks and the evalua-

tion model is trained by using a limited number of initial and contiguous blocks;
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• the updating approach adopts instead a different modality, since at each new

block the evaluation model is updated by training it with a certain number of

latest and contiguous blocks;

• the forgetting approach represents another modality, where the evaluation model

is updated when a new block appears, and this operation is performed by using

all the previous fraudulent transactions, along with the legitimate transactions

present in the last two blocks only.

The models obtained through these approaches can be directly used for the evalua-

tion process or they can be combined in order to define a biggest model of evaluation.

It should be noted that all the aforementioned approaches present some limitations,

as reported in the following:

• the static approach is not well capable of modeling the users behavior, since its

model is defined by using a limited number of blocks;

• the updating approach is not able to operate with small classes of data, because

its model can be defined only by using a certain number of new blocks;

• the forgetting approach presents a high computational complexity, since its

model is updated at each new block.

In addition, there are some common issues to overcome that reduce the effective-

ness of all these approaches, as described in Section 2.1.

3. Proposed Approach and Competitor

The objective of our approach can be reached by adopting two different strategies,

one based on the Fourier Transform and one based on the Wavelet Transform. This

section describes both the aforementioned strategies, discussing at the end their imple-

mentation in a fraud detection system.

3.1. Input Data: Time Series Definition

A time series usually refers to a series of values acquired by measuring the variation

in time of a specific data type (i.e., temperature, amplitude, and so on).

In our approaches we consider as time series the sequence of values assumed by

the transaction features in the datasets taken into account, introducing also a different

modality where the time series are defined in terms of sequence of values assumed by

each single transaction feature in the dataset domain. This last modality is suitable

when we need to model the behavior of a single transaction features, instead of that of

all features in the context of a transaction (i.e., how it happens in the considered credit

card fraud detection task).
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3.2. Strategy 1: Fourier Transform

The idea behind this first strategy is to perform the evaluation process in a

frequency-domain, by defining the evaluation model in terms of frequency components.

Such a operation is performed by considering the sequence of values assumed by the

transaction features as a time series, moving its analysis from the canonical domain to

a new transformed-domain .

The result is a spectral pattern composed by the frequency components, as shown

in Figure 2, where t, f, and m, respectively stand for time, frequency, and magnitude.

Without claiming to formally show the theoretical concepts related to time and fre-

quency domain, such a figure is aimed to exemplify them by showing how a signal in

the time domain can be decomposed in its frequency components.

We made this by recurring to the Discrete Fourier Transform (DFT) [20], whose

formalization is shown in Equation 1, where: X denotes the frequency domain rep-

resentation of the time series xn (with n = 0,1, . . . ,N − 1), the formula produces

one complex number Xk for each k, k denotes the k-th frequency component (with

k = 0,1, . . . ,N− 1), N denotes the number of samples in the time series x, n is the n-th

sample in the time domain, and j denotes the imaginary unit.

Xk
def
=

N−1

∑
n=0

xn · e− j2πkn/N (1)

The result is a set of sinusoidal functions, each of them related to a specific fre-

quency component. We can return to the original time domain by using the inverse

Fourier transform reported in Equation 2.

xn =
1

N

N−1

∑
k=0

X k · e j2πkn/N (2)

A periodic wave is characterized by a frequency f and a wavelength λ (i.e., the dis-

tance in the medium between the beginning and end of a cycle λ = w
f0

, where w stands

for the wave velocity), which are defined by the repeating pattern. Their fundamental

period τ is the period where the wave values were taken and sr denotes their number

over this time (i.e., the acquisition frequency).
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Such a period starts with the value assumed by the feature in the oldest transaction

of the set T+ and it ends with the value assumed by the feature in the newest transaction,

thus we have that sr = |T+|; the sample interval si is instead given by the fundamental

period τ divided by the number of acquisition, i.e., si = τ
|T+ | .

Assuming that the time interval between the acquisitions is constant, on the basis of

the previous definitions applied in the context of this paper, the considered non-periodic

wave is given by the sequence of values assumed by each distinct feature v ∈ V that

characterize the transactions in the set T+ (i.e., the past legitimate transactions), and this

sequence of values represents the time series taken into account in the DFT process.

The transformed-domain representation, obtained by the DFT, process gives us

information about the magnitude and phase of the signal at each frequency. Denoting

as x the output of the process, it represents a series of complex numbers, where xr is

the real part and xi is the imaginary one (i.e., we have that x = (xr + ixi)).

Premising that the magnitude can be calculated by using |x|=
√

(x2
r + x2

i ) and that

the phase can be calculated by using ϕ(x) = arctan
(

xi
xr

)

, in the context of the presented

strategy we will only take into account the frequency magnitude.

We use the Fast Fourier Transform (FFT) algorithm in order to perform the Fourier

transformations, since it allows us to rapidly compute the DFT by factorizing the input

matrix into a product of sparse (mostly zero) factors. This is a largely used algorithm

because it is able to reduce the computational complexity of the process from O(n2) to

O(n logn) (where n denotes the data size).

3.3. Strategy 2: Wavelet Transform

The idea behind this second strategy is to move the evaluation process from the

canonical domain to a new time-frequency-domain by exploiting the Discrete Wavelet

Transformation (DWT ) [46, 47]. In more detail, we use the DWT process in a time

series data mining context.

The evaluation of the transactions in the new domain offered by the DWT leads

toward interesting advantages. Such a process transforms a time series by exploiting a

set of functions named wavelets [47], and in literature it is usually performed in order

to reduce the data size (e.g., in the image compression tasks) or to reduce the data

noise (e.g., in the filtering tasks). The wavelets are mathematical functions that allow

us to decompose the original data into different frequencies, then they move the data

representation from the time domain (sequence of transaction feature values) to a new

domain where the data is represented both in terms of time and scale.

The so-called time-scale multiresolution offered by the DWT represents an impor-

tant aspect of this process, since it allows us to observe the original time series from

different points of view, each containing interesting information on the original data.

As frequency we mean the number of occurrences of a value in a time series over a

unit of time and as scale we mean the time interval that characterize the time series.

The capability in the new domain to observe the data by using multiple scales (multi-

ple resolution levels), allows us to define a more stable and representative model of the

transactions, wrt the canonical approaches at the state of the art.

The process of transformation operated by the DWT is different from that carried

out by the aforementioned Fourier Transform process, since it is characterized by a
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constant resolution for all the frequencies, differently from DWT that analyzes the data

at multiple resolution for different frequencies. Formally, a Continuous Wavelet Trans-

form (CWT ) is defined as shown in Equation 3, where ψ(t) represents a continuous

function in both the time and frequency domain (called mother wavelet) and the ∗ de-

noting the complex conjugate.

Xw(a,b) =
1

|a|1/2

∫ ∞

−∞
x(t)ψ∗

(

t− b

a

)

dt (3)

Given the impossibility to analyze the data by using all wavelet coefficients, it

is usually sufficient to consider a discrete subset of the upper half-plane to be able

to reconstruct the data from the corresponding wavelet coefficients The considered

discrete subset of the half-plane are all the points (am,namb), where m,n ∈ Z, and this

allows us to define the so-called child wavelets as shown in Equation 4.

ψm,n(t) =
1√
am

ψ

(

t− nb

am

)

(4)

The use of small scales (i.e., that corresponds to large frequencies, since the scale

is given by the formula 1
f requency

) compresses the data, giving us an overview of the

involved information, while large scales (i.e., low frequencies) expand the data, offer-

ing a detailed analysis of the information. On the basis of the characteristics of the

wavelet transformation, although it is possible to use many basis functions as mother

wavelet (e.g., Daubechies, Meyer, Symlets, Coiflets, etc), for the scope of our proactive

approach we decided to use one of the simplest and oldest formalization of wavelets,

the Haar wavelet [48]. We made this choice because the Haar wavelet has the capa-

bility of measuring the contrast directly from the responses of low and high frequency

sub-bands. This mother wavelet is shown in Equation 5.

ψ(t) =



















1, 0≤ t > 1
2

−1, 1
2
≤ t < 1

0, otherwise

(5)

For exemplification purposes, considering a time series TS = {ts1, ts2, . . . , tsN}, for

instance T S = {8,5,6,7,5,4,6,5} (then with |TS|= N = 8), the transformation oper-

ated by using the pyramid algorithm of Haar wavelet in order to obtain a representation

of data based on the average, gives the values reported in Equation 6 as result.

ψ(T S) = {6.5,6.5,4.5,5.5} (6)

The result is obtained by following the criterion shown in the following Equation 7.

ts2 + ts1

2
, ts2 =

ts4 + ts3

2
, ts3 =

ts6 + ts5

2
, ts4 =

ts8 + ts7

2
(7)

We can apply the Haar wavelet function on the time series multiple times, reduc-

ing the result length according to the sequence N
2
, N

4
, N

8
, and so on. Such a process

reduces the level of detail and increases the overview on the data. The Haar wavelet
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function assumes that the length of the input is 2n, with n > 1. When this is not possi-

ble, other solutions can be used to overcome this problem, e.g., the Ancient Egyptian

Decomposition process [49].

The previous example is related only to the low-pass process (sum of feature val-

ues) performed by the Haar wavelet, because a complete application of such a wavelet

includes also a high-pass process (subtraction of feature values). This was done ac-

cording to the experiments performed in [18, 19], which show that the results are the

same by using only the low-pass process, and this also reduces the computational load.

3.4. Implementation

The choice to operate in a transformed domain depends on the need to adopt a strat-

egy able to define an evaluation model on the basis of a single class of data, thus being

capable of well characterizing this class of transactions. The two proposed strategies

(i.e., Fourier Transform and Wavelet Transform) allow us to perform this operation

by operating proactively, since they only use the previous legitimate transactions and

they are able to well characterize them by moving the analysis in new data domains

(respectively, frequency-domain and time-frequency-domain).

As detailed explained later in Section 5.2, the Fourier Transform has been chosen

as first strategy of our proactive approach in order to take advantage of two its inter-

esting properties [50]: the phase invariance and the homogeneity. Indeed, the phase

invariance property allows a fraud detection system to detect in a transaction a specific

data configuration (feature pattern), regardless of the position of the feature values.

It represents an important advantage in the fraud detection tasks, since this capability

can reduce the misclassifications, by detecting certain behaviors even when they shift

along the feature space. The aforementioned mechanism is further improved by the

homogeneity property, which allows a fraud detection system to distinguish between

two transactions characterized by the same feature pattern but with different feature

values.

The Wavelet Transform [47], explained in detail in Section 5.2, is the second strat-

egy chosen for our proactive approach. Differently from the frequency-domain offered

by the Fourier Transform, its time-frequency-domain allows us to both reduce the data

dimensionality (multiresolution approximation property) and analyze the data by using

multiple resolution levels (multiresolution analysis property). These two properties are

exploited to reduce the computational complexity related to the fraud detection process

and to obtain different points of view on data (e.g., an overview or a detailed view).

The information presented in Table 1 summarize the characteristics of both strate-

gies, reporting also information about their the asymptotic time complexity, which de-

termination is explained in detail in Section 5.3.2.

Table 1: Approach Strategies

Approach strategy Transformed domain Time complexity Exploited properties Implementation type

Fourier transform Frequency O(n log n) Phase invariance, Homogeneity Fast Fourier Trans f orm

Wavelet transform Time- f requency O(n) Multiresolution approximation, Multiresolution analysis Haar Wavelet
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3.5. Competitor

Taking into account that the most effective fraud detection approaches at the state

of the art need to train their model by using both the fraudulent and legitimate previous

cases, in this paper we do not compare our approach to many of them, limiting the

comparison to only one of the most used and effective ones, being Random Forests [15].

The Random Forests approach represents one of the most common and powerful state-

of-the-art techniques for data analysis, because in most of the cases it outperforms the

other ones [51, 35, 52].

It consists in an ensemble learning method for classification and regression based

on the construction of a number of randomized decision trees during the training phase.

The conclusion are inferred by averaging the obtained results and this technique can

be used to solve a wide range of prediction problems, with the advantage that it does

not need any complex configuration, because it only requires the adjustment of two

parameters: the number of trees and the number of attributes used to grow each tree.

Our aim is to prove that through our proactive approach it is possible to define ef-

fective evaluation models built by using only a class of transactions (i.e., the legitimate

one), granting several advantages.

4. Preliminaries

This section provides the formal notation adopted in this paper and some basic

assumptions, as well as the formal definition of the faced problem.

4.1. Formal Notation

The formal notation adopted in this paper is reported in Table 2. It should be

observed that a transaction can only belong to one class c ∈C.

Table 2: Formal Notation

Notation Description Note

T = {t1, t2, . . . , tN} Set of classified transactions

T+ = {t1, t2 , . . . , tK} Subset of legitimate transactions T+ ⊆ T

T− = {t1, t2 , . . . , tJ} Subset of fraudulent transactions T− ⊆ T

V = {v1,v2, . . . ,vM} Set of transaction features

T̂ = {t̂1, t̂2, . . . , t̂U} Set of unclassified transactions

C = {legitimate, f raudulent} Set of possible classifications

F = { f1, f2 , . . . , fX} Output of DFT or DWT process

4.2. Problem Definition

Denoting as Ξ the process of comparison between the DFT (or DWT ) output of the

time series in the set T+ (i.e., the sequence of feature values in the previous legitimate

transactions) and the DFT (or DWT ) output of the time series related to the unevalua-

ted transactions in the set T̂ (processed one at a time), the objective of our proactive

approach is the classification of each transaction t̂ ∈ T̂ as legitimate or fraudulent.
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Defining a function EVAL(t̂,Ξ) that performs this operation based on our approach,

returning a boolean value β (0=misclassification, 1=correct classification) for each

classification, we can formalize our objective function (Equation 8) in terms of maxi-

mization of the results sum.

max
0≤β≤|T̂ |

β =
|T̂ |
∑

u=1

EVAL(t̂u,Ξ) (8)

5. Proposed Approach

The proposed approach was implemented by performing the steps listed below and

detailed in the Sections 5.1, 5.2, and 5.3.

1. Data Definition: definition of the time series to use as input in the DFT or DWT

process, in terms of sequence of values assumed by the transaction features;

2. Data Processing: conversion of the time series obtained in the previous step into

a transformed-domain by using the DFT or DWT process;

3. Data Evaluation: formalization of the algorithm able to classify a new transac-

tion as legitimate or fraudulent on the basis of a comparison process made in the

transformed-domain.

5.1. Data Definition

As previously introduced in Section 3.1, a time series is a sequence of data points

stored by following the time order and, in most of the cases, it is a sequence of discrete-

time data measured at successive equally spaced points in time.

In the context of our approach, we considered as time series (ts) the sequence of

values v ∈ V assumed by the features of the transactions in T+ and T̂ , as shown in

Equation 9 and Equation 10.

T+ =

∣

∣

∣

∣

∣

∣

∣

∣

∣

v1,1 v1,2 . . . v1,M

v2,1 v2,2 . . . v2,M
...

...
. . .

...

vK,1 vK,2 . . . vK,M

∣

∣

∣

∣

∣

∣

∣

∣

∣

T̂ =

∣

∣

∣

∣

∣

∣

∣

∣

∣

v1,1 v1,2 . . . v1,M

v2,1 v2,2 . . . v2,M
...

...
. . .

...

vU,1 vU,2 . . . vU,M

∣

∣

∣

∣

∣

∣

∣

∣

∣

(9)

ts(T+) = (v1,1,v1,2, . . . ,v1,M),(v2,1,v2,2, . . . ,v2,M), · · · ,(vK,1,vK,2, . . . ,vK,M)
ts(T̂ ) = (v1,1,v1,2, . . . ,v1,M),(v2,1,v2,2, . . . ,v2,M), · · · ,(vU,1,vU,2, . . . ,vU,M)

(10)

The time series related to an item t̂ ∈ T̂ will be compared to the time series related

to all the items t+ ∈ T+, by following the criteria explained in the next steps.

An alternative method defines the time series in terms of sequence of values as-

sumed by each transaction feature v ∈V in the set T+ and T̂ , as shown in Equation 11.

Such a different modality is suitable when the aim of the evaluation model is to detect

atypical values in a single feature, rather than in the whole set of features. Since we
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need to detect atypical values in the whole set of features, we adopt the first modality,

i.e., that shown in Equation 10.

ts(T+) = (v1,1,v2,1, . . . ,vK,1),(v1,2,v2,2, . . . ,vK,2), · · · ,(v1,M,v2,M, . . . ,vK,M)
ts(T̂ ) = (v1,1,v2,1, . . . ,vU,1),(v1,2,v2,2, . . . ,vU,2), · · · ,(v1,M,v2,M, . . . ,vU,M)

(11)

5.2. Data Processing

The time series defined in the previous step are here processed in order to move

their representation to the transformed-domain, by using the DFT or DWT process.

In a preliminary study we compared some patterns in the time domain (i.e., the time

series) to their representation in the transformed-domain. Without going deep into

the merits of the formal characteristics of Fourier and Wavelet transformations, thus

limiting our analysis to the context taken into account, we underlined the properties

described below:

5.2.1. Exploited Fourier Properties

1. Phase invariance: the first property, shown in Figure 3, demonstrates that there

are not variations in the spectral pattern in case of a value translation3. More

formally, it is one of the phase properties of the Fourier transform [50], i.e., a

shift of a time series in the time domain leaves the magnitude unchanged in the

transformed-domain [50]. It means that the representation in the transformed-

domain allows us to detect a specific pattern, regardless of the position of the

values assumed by the transaction features that originate it;

2. Magnitude correlation: the second property, shown in Figure 4, instead proves

the existence of a direct correlation between the values assumed by the features

in the time domain and the corresponding magnitudes assumed by the spectral

components in the transformed-domain. More formally, it is the homogeneity

property of the Fourier transform [50], i.e., when the magnitude is altered in

one domain, it is altered by the same entity in the other domain4. This ensures

that the proposed approach is able to evaluate the differences in terms of feature

values, i.e., it is able to differentiate identical spectral patterns on the basis of the

values assumed by their transaction features;

3. Additivity quality: another interesting property, shown in Figure 5, allows us to

define patterns able to represent particular user behaviors, by simply adding the

time series related to the involved transactions. More formally, it represents the

additivity property of the Fourier transform [50], i.e., to the addition in the time

domain corresponds an addition in the frequency domain. It means that we can

merge two patterns in the time domain, without losing information in the spectral

pattern representation.

3A translation in time domain corresponds to a change in phase in the frequency domain.
4Scaling in one domain corresponds to scaling in the other domain
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By adopting the Fourier strategy, in this step we move the time series of the transac-

tions to the transformed-domain by using a DFT process performed through the FFT

algorithm introduced in Section 3.2 and Section 3.3.. Basically, we extract the spectral

pattern of each transaction by processing the related time series defined in the previous

step.

5.2.2. Exploited Wavelet Properties

1. Dimensionality reduction: the DWT process represents an effective method

for the time series data reduction, since the orthonormal transformation oper-

ated reduces the dimensionality of a time series, providing a compact representa-

tion of data, which however preserves the original information in its coefficients

(multiresolution approximation). By exploiting this property, a fraud detection

system can reduce the computational complexity of the involved processes;

2. Multiresolution analysis: applied on the time series context, the DWT allows

us to define separate time series on the basis of the original one, distributing

the information in these new representations of data in terms of the wavelet co-

efficient. The most important aspect of such transformations is that the DWT

process performs an orthonormal transformation, preserving the original infor-

mation, allowing us to restore the original data representation. A fraud detection

system can exploit this mechanism in order to detect rapid changes in the data

under analysis, observing the data series under two different points of view (i.e.,

types of wavelet coefficient), an approximated and a detailed one. The approxi-

mate point of view provides an overview on the data, while the detailed point of

view provides information useful to evaluate data changes.

By using the Wavelet strategy, in this step we transform the original time series

given by the sequence of values assumed by the transaction features (as explained in

Section 5.1) by performing the Haar wavelet process described in Section 3.3. We

apply the Haar wavelet function on the time series one time and a wavelet coefficient

that leads towards an approximation of the data (i.e., N
2

) is preferred in order to define

a more stable model (i.e., less influenced by the data heterogeneity) for the evaluation

of the new transactions. This happens because the differences between the transaction

feature values are reduced during the average process performed by the Haar wavelet

(Equation 7).

5.3. Data Evaluation

The process of evaluation of a new transaction is performed by comparing the DFT

or DWT outputs of the previous legitimate transactions to those of the transactions to

evaluate.

For each transaction t̂ ∈ T̂ we compare its transformed-domain representation F(t̂)
(i.e., the series of values f ∈ F) to the transformed-domain representation F(t+) of

each legitimate previous transaction t+ ∈ T+.

The comparison process can be done in the transformed-domain (i.e., DFT or

DWT outputs vectors) by using one of the two different methods described in the fol-

lowing:
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Figure 3: Fourier : Phase Invariance
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Figure 4: Fourier : Magnitude Correlation
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Figure 5: Fourier : Additivity Quality
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1. the first method is based on the cosine similarity, a well-known metric described

in Section 6.3.1. This first method is suitable when we need to evaluate the

similarity between transactions in a global manner, thus by jointly evaluating the

behavior of all the elements that compose the output vectors of the DFT or DWT

process;

2. the second method is based on the punctual comparison between the values

assumed by each element of the output vectors, with regard to the minimum

or maximum value assumed by the element in the dataset (the result will be a

boolean value, then 0 or 1). The similarity is evaluated with respect to a thresh-

old, e.g., a transaction is considered similar to another one, when the sum of the

comparison results of all the elements is above the
|F |
2

value. Such a method is

suitable when we need to evaluate the similarity on the basis of the behavior of

each single feature (e.g., in some Intrusion Detection Systems [53]).

For the aforementioned considerations, in our strategies we adopt the first method

(i.e., cosine similarity), as shown in Equation 12, where ∆ represents the similarity

value in terms of cosine similarity, α is a threshold value experimentally defined in

Section 6.4, and c is the resulting classification.

We repeat this process by using the transaction to evaluate t̂ and all the transactions

t+ ∈ T+, obtaining the final classification of the transaction by averaging over these

comparisons.

∆ = cos(F(t),F(t̂)), with c =

{

∆≥ α, legitimate

∆ < α, fraudulent
(12)

5.3.1. Algorithm

The final classification of a new transaction t̂, which takes into account all the

comparisons (Equation 12) between the transaction t̂ and all the transactions in T+, is

performed by using the Algorithm 1.

This process takes as input the set T+ of past legitimate transactions, a transaction t̂

to evaluate, and the threshold value α to use in the spectral pattern comparison process

(i.e., in the context of the cosine similarity evaluation). It returns as output a boolean

value that indicates the t̂ classification (i.e., true=legitimate or false=fraudulent).

From step 1 to step 16 we process the unevaluated transaction t̂, by starting with

the definition of the time series related to the transaction t̂ (step 2), moving it in the

transformed-domain (step 3).

In the steps from 4 to 8, we compare in the transformed-domain the transaction t̂ to

that of each transaction t+ ∈ T+ (obtained at the steps 5 and 6), adding the result (i.e.,

the cosine similarity value) to the variable cos (step 7).

The average of the final value of the variable cos (step 9) is compared to the thresh-

old value α (steps from 10 to 14)), and the final classification of the transaction t̂,

returned by the algorithm at the step 15, depends on the result of this operation.

5.3.2. Complexity

Here we evaluate the asymptotic time complexity of the Algorithm 1. This repre-

sents an information that allows us to evaluate the performance of the proposed ap-
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Algorithm 1 Transaction evaluation

Input: T+=Legitimate previous transactions, t̂=Unevaluated transaction, α=Threshold value

Output: β=Classification of the transaction t̂

1: procedure TRANSACTIONEVALUATION(T+ , t̂)

2: ts1← getTimeseries(t̂)
3: sp1← getTrans f ormedDomain(ts1)
4: for each t+ in T+ do

5: ts2← getTimeseries(t+)
6: sp2← getTrans f ormedDomain(ts2)
7: cos← cos+getCosineSimilarity(sp1,sp2)
8: end for

9: avg← cos
|T+|

10: if avg > α then

11: β← true

12: else

13: β← f alse

14: end if

15: return β
16: end procedure

proach in the context of a real-time system [54], a scenario where the response-time

represents a primary aspect. According to the Big O notation, we determinate it on the

basis of the following observations:

(i) the Algorithm 1 performs a single loop (from step 4 to step 8) and other simple

operations of comparisons and assignations;

(ii) the loop recalls three functions (getTimeseries, getTransformedDomain, and get-

CosineSimilarity) and performs three assignment operations (steps 5, 6, and 7);

(iii) the complexity of the aforementioned operations is, respectively, O(n) (getTime-

series), O(n log n) (getTransformedDomain), O(n2) (getCosineSimilarity), and

O(1) (assignment operation);

(iv) the complexity O(n log n) assigned to the transformation process (performed at

step 6) represents the worst case of our two strategies, since the Discrete Wavelet

Transform process takes only O(n) in certain cases, as compared to O(nlogn) of

the Fast Fourier Transform process.

The aforementioned observations allow us to determine that the asymptotic time

complexity of the proposed algorithm is O(n2), a complexity that can be effectively

reduced by parallelizing the process over several machines, e.g., by exploiting large

scale distributed computing models such as MapReduce [55].

6. Experiments

This section reports information about the experimental environment, the used

datasets and metrics, the adopted strategy, as well as the results of the performed ex-

periments. Finally, such experimental results will be analyzed and discussed with the

aim to indicate the most effective proactive strategies.
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6.1. Environment

The proposed approach was developed in Java, where we use the JTransforms5

library to operate the Fourier transformations, and the JWave6 library to operate the

Wavelet transformations.

The preliminary analysis of the ten most performing state-of-the-art approaches,

which was aimed to detect the best one to use as competitor during the experiments

was performed by using the Waikato Environment for Knowledge Analysis (WEKA)7.

The competitor state-of-the-art approach and the metrics used to evaluate its results

were instead implemented in R8, by using randomForest, DMwR, and ROCR packages.

The computer used for the experiments was an Intel Quad-core i7-4510U, clocked

at 2.0 GHz with 12 GB RAM and operating system Linux Debian 8.6 (Jessie), kernel

version 3.16.0-4-amd64.

It should be further added that we verified the existence of a statistical difference

between the results, by using the independent-samples two-tailed Student's t-tests (p <
0.05).

6.2. Datasets

The two real-world datasets used in the experiments (i.e., European Transactions9

and German Credit10) represent two benchmarks in this research field. They are widely

adopted by researchers worldwide, taking into account the data scarcity issue previ-

ously described in Section 2.1.

We chose them in order to evaluate our proactive approach in two different scenar-

ios in terms of data imbalance and data size. This is possible because the first dataset

(i.e., European Transactions) is composed by 284,807 transactions with the 0.0017%

of frauds, while the second one (i.e., German Credit) contains 1,000 transactions with

the 30% of frauds,

- European Transactions (ET): This dataset contains the transactions carried out in

two days of September 2013, for a total of 492 frauds out of 284,807 transactions.

It should be observed how this represents an highly unbalanced dataset [56], con-

sidering that the fraudulent cases are only the 0.0017% of all the transactions. For

confidentiality reasons, all fields of the dataset have been anonymized, except the

time (that we do not take into account in the Fourier transformation process) and

amount features that report, respectively, the number of seconds elapsed between

the first transaction in the dataset and the current transaction, and the amount of the

credit card transaction. As usual, the last field contains the transaction classification

(0=legitimate and 1=fraudulent).

5https://sourceforge.net/projects/jtransforms/
6https://github.com/cscheiblich/JWave/
7http://www.cs.waikato.ac.nz/ml/weka/
8https://www.r-project.org/
9https://www.kaggle.com/dalpozz/creditcardfraud/

10ftp://ftp.ics.uci.edu/pub/machine-learning-databases/statlog/
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- German Credit (GC): This dataset is composed by 1,000 transactions and 300 of

them are frauds. Also in this case it represents an unbalanced dataset, since the

fraudulent cases are the 30% of all the transactions. The dataset is released with all

the features modified for confidentiality reasons, and we used the version with all

numeric features (i.e., without categorical variables). Each transaction is composed

by 20 fields, plus a classification field (1=legitimate and 2=fraudulent).

6.3. Metrics

This section introduces the metrics used in the context of this paper.

6.3.1. Cosine Similarity

The cosine similarity (Cosim) between two non-zero vectors ~v1 and ~v2 is calculated

in terms of the cosine angle between them, as shown in the Equation (13).

It represents a widespread measure that allows us to evaluate the similarity between

two transaction patterns by comparing the vectors given by the values of their compo-

nents in the transformed-domain.

We chose to adopt this metric since, compared to other similarity metrics, it best

captures the differences between two transaction patterns and, in addition, it works

better with high dimensional data.

Cosim(~v1, ~v2) = cos(~v1,~v2) =
~v1 ·~v2

‖ ~v1 ‖ · ‖ ~v2 ‖
(13)

6.3.2. F-score

The F-score is considered an effective performance measure for unbalanced

datasets [56]. It represents the weighted average of the Precision and Recall met-

rics and it is a largely used metric in the statistical analysis of binary classification,

returning a value in a range [0,1], where 0 is the worst value and 1 the best one.

More formally, given two sets T (P) and T (R), where T (P) denotes the set of per-

formed classifications of transactions, and T (R) the set that contains the actual classifi-

cations of them, this metric is defined as shown in Equation 14.

F-score(T (P),T (R)) = 2 · Precision·Recall
Precision+Recal

with

Precision(T (P),T (R)) = |T (R)∩T (P)|
|T (P)|

Recall(T (P),T (R)) = |T (R)∩T (P)|
|T (R)|

(14)

6.3.3. AUC

The Area Under the Receiver Operating Characteristic curve (AUC) is a perfor-

mance measure used to evaluate the effectiveness of a classification model [57]. Its

result is in a range [0,1], where 1 indicates the best performance.

It measures the capability of a binary classifier to discern between two classes of

events (in our case, between legitimate and fraudulent transactions). This is equivalent
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to the probability that a binary classifier will rank a randomly chosen legitimate trans-

action higher than a randomly chosen fraudulent one (assuming legitimate ranks higher

than fraudulent).

More formally, according to the notation of Section 4.1, given the subset of pre-

vious legitimate transactions T+ and the subset of previous fraudulent ones T−, the

formalization of the AUC metric is reported in the Equation 15, where Θ indicates all

possible comparisons between the transactions of the two subsets T+ and T−. It should

be noted that the result is obtained by averaging over these comparisons.

Θ(t+, t−) =



















1, i f t+ > t−

0.5, i f t+ = t−

0, i f t+ < t−

AUC = 1
|T+|·|T− |

|T+|
∑
1

|T−|
∑
1

Θ(t+, t−) (15)

6.4. Strategy

In order to reduce the impact of data dependency, improving the reliability of the

obtained results, all the experiments have been performed by using the k-fold cross-

validation criterion, with k=10. Each dataset is divided in k subsets, and each k subset

is used as the test set, while the other k-1 subsets are used as the training set. The final

result is given by the average of all results. All the experiments, including the tuning

processes, have been performed by following such a k-fold cross-validation criterion.

Before starting the experiments we carried out a study aimed to identify the best

value of the threshold parameter α to use in the evaluation process, according to the

Equation 12. In order to maintain a proactive strategy, we perform this operation by

using only the legitimate transactions in the dataset, calculating the average value of the

cosine similarity related to all pairs of different transactions t+ ∈ T+, according to the

Algorithm 2. In this process we compare (i.e., in terms of cosine similarity) all different

pairs of legitimate transactions. We perform this operation in the transformed-domain

of our approach (i.e., obtained by using the Fourier Transform or the Wavelet Transform

strategy), and our aim is to determinate the average value of similarity between two

legitimate transactions. Such information will be used to detect the potential fraudulent

transactions.

It takes as input the set T+ of past legitimate transactions and returns the threshold

value α to use in the Algorithm 1. The two nested loops that start at step 2 and at step 3

select only the different pairs of legitimate transactions (step 4) in the set T+. For these

pairs (i.e., t
′
+ and t

′′
+), it calculates their time series, which moves in the transformed-

domain (steps from 6 to 9). Finally, it adds to the cos variable the cosine similarity

calculated between them (step 10). The cosine similarity average (α) is calculated at

step 14 and this value is returned by the algorithm at the step 15.

The evaluation was stopped when the value of α did not present significant varia-

tions. In both datasets, the results indicate α = 0.90 as the optimal threshold to use in

the DFT strategy and α = 0.91 as the optimal threshold to use in the DWT strategy.

As mentioned in Section 6.4, the experiments have been performed by following

the k-fold cross-validation criterion, then the result α represents the average of k results

obtained by following this criterion.

Such a threshold-based modality has been chosen because the transaction compar-

ison takes place in terms of cosine similarity, therefore between two values.
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Algorithm 2 T hreshold tuning

Input: T+=Legitimate previous transactions

Output: α=Threshold value

1: procedure GETALPHA(T+ )

2: for each t
′
+ in T+ do

3: for each t
′′
+ in T+ do

4: if t
′
+ 6= t

′′
+ then

5: evaluations← evaluations+1

6: ts1← getTimeseries(t
′
+)

7: sp1← getTrans f ormedDomain(ts1)

8: ts2← getTimeseries(t
′′
+)

9: sp2← getTrans f ormedDomain(ts2)
10: cos← cos+getCosineSimilarity(sp1,sp2)
11: end if

12: end for

13: end for

14: α← cos
evaluations

15: return α
16: end procedure

It should be noted that the threshold tuning is not to be considered a static process,

since it should be repeated periodically on the basis of the operative context in order to

get the best performance, preferably during the system downtimes.

6.5. Competitor

As introduced in Section 6.1, we compare our proactive approach to Random For-

est, because many studies in literature indicates it as the most performing approach for

the fraud detection tasks. However, we conducted a preliminary experimentation aimed

to test the performance of ten different state-of-the-art approaches, i.e., Naive Bayes,

Logit Boost, Logistic Regression, Stochastic Gradient Descent, Multilayer Perceptron,

Voted Perceptron, Random Tree, K-nearest, Decision Tree, and Random Forests.

We use AUC as evaluation metric, since it gives us a measure of the evaluation

model effectiveness and the results reported in Table 3 confirm Random Forests as the

most performing approach.

Table 3: Competitor Approaches Performance

Approach AUC Approach AUC

Naive Bayes 0.889 Logit Boost 0.925

Logistic Regression 0.920 SGD 0.847

Multilayer Perceptron 0.918 Voted Perceptron 0.813

Random Tree 0.851 K-nearest 0.864

Decision Tree 0.861 Random Forests 0.945

6.5.1. Description

Random Forests has been implemented in R language, by using the randomForest

package. We also used the DMwR package to operate the data balancing by following

the Synthetic Minority Over-sampling Technique (SMOTE) [58].

24



2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

0.960

0.965

0.970

Parameter (mtry)

A
c
c
u
ra

c
y

ET GC

Figure 6: Random Forests Tuning

Such a combined approach (i.e., Random Forests and SMOTE) allows us to evalu-

ate the performance of our proactive approach against one of the best state-of-the-art

approach.

To ensure the experiments reproducibility, we used the R function set.seed() in

order to set the seed of the random number generator.

6.5.2. Tuning

In order to maximize the performance of the RF approach, we used the caret R

package in order to detect the optimal value of the mtry (number of variables randomly

sampled as candidates at each split) parameter11.

As first step, we preprocess the original dataset by using SMOTE, obtaining as

result a balanced dataset. In this process SMOTE has been configured by setting

perc.over=20012 and perc.under=15013. These two values are those that allow us to

balance the legitimate and fraudulent cases (i.e., by over-sampling the minority class).

The results in Figure 6 indicate mtry = 12 as optimal value for the ET dataset and

mtry = 2 as optimal value for the GC dataset. This because such values are those that

lead toward the best value of Accuracy, which are, respectively, 0.969% and 0.973%.

It should be noted that all the experiments have been performed by following the

k-fold cross-validation criterion described in Section 6.4, then the result in Figure 6

represents the average of k results.

6.6. Results

The observations and considerations that arise by analyzing the experimental re-

sults are reported in this section.

(i) our proactive approach, implemented by following two different strategies, one

based on the Fourier Transform (DFT ) and one based on the Wavelet Transform

11The RF performance are strongly related to this parameter
12This parameter drives the over-sampling
13This parameter drives the under-sampling
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(DWT ). has been evaluated under two different point of views. The first of them

(i.e., F-score) allows us to have an overview about the evaluation metrics based on

the confusion matrix14, while the second of them (i.e., AUC), which is a quality

metric based on the analysis of the area under the ROC15 curve, allows us to

measure the effectiveness of our evaluation model;

(ii) the first set of experiments was focused on the evaluation of the proposed proac-

tive approach in terms of F-score. It is aimed to evaluate its capability to reach a

good balance between Precision and Recall performances, regardless of the size

of data and the level of imbalance of them. The results in Figure 7 indicate that

both the DFT and DWT performance are similar to that of Random Forests (RFS),

in the context of the ET and GC datasets taken into account;

(iii) a good F-score performance is obtained despite our approach does not exploit

any previous fraudulent transaction to train its model, adopting a pure proactive

strategy. It means that it can operate without the need to train its model with both

classes of transactions (legitimate and fraudulent);

(iv) the second set of experiments was instead aimed to evaluate our proactive ap-

proach in terms of AUC. As described in Section 6.3.3, this metric evaluates the

predictive power of a classification model and the results in Figure 8 show how

our approach is able to achieve performance close to that of RFS in the context of

both ET and GC datasets, although it gets better performance with the ET one;

(v) such a difference in the AUC performance is given by the fact that our approach

defines its evaluation model exclusively on the basis of legitimate cases, therefore

the greater number of these cases in the ET dataset (i.e., 284,315 cases against

the 700 legitimate ones of the GC dataset) allows it to achieve better performance.

(vi) Both sets of experiments show that the evaluation models (Fourier-based and

Wavelet-based) adopted by our proactive approach reach similar performance in

terms of AUC in the context of each considered dataset (i.e., respectively, 0.77

and 0.78 in the ET dataset and 0.63 and 0.64 in the GC dataset), while there

are more differences in terms of Precision and Recall metrics, whose weighted

average is shown through the F-score metric in Figure 7;

(vii) the differences in terms of F-score are related to the fact that the Wavelet transfor-

mation presents some advantages with regard to the Fourier one, since it allows

us to analyze the data at multiple resolutions for different frequencies, as de-

scribed in Section 3.3, offering the possibility to adapt the evaluation model to

the operative scenario.

14A matrix 2x2 where are reported the number of True Negatives (TN), False Negatives (FN), True

Positives (TP), and False Positives (FP).
15Receiver Operating Characteristic
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6.7. Discussion

In the light of the aforementioned observations and considerations, we can deduce

that the modeling of the transactions made in a transformed-domain is able to face

the problems related to the non-adaptability and the heterogeneity issues described in

Section 2.1, thanks to the stability offered by the new data representation.

We can also observe how the proactive strategy followed by our approach is able

to reduce/overcome the data imbalance and cold-start issues, which are also described

in Section 2.1, since the two proactive strategies used by our approach exploit only a

single class of transactions (i.e., the legitimate one).

The most important aspect of such a proactivity is represented by the fact that it

allows a real-world fraud detection system to operate even in the absence of previous

fraudulent cases, with all the obvious advantages that derive from it.

With regard to the retroactive and proactive aspect of the fraud detection techniques,

it should be evaluated on the basis of the operative scenario. In the scenario taken

into account it is in fact reasonable to tolerate that a proactive approach gets worse

performance than that of a retroactive one.

This statement is based on the consideration that through a proactive approach a

fraud detection system can operate without the need to collect a number of fraudulent

transactions to use for the model training (used by the retroactive approaches), reducing

the economic losses.

It should also be added how the proposed proactive approaches can be considered in

the context of hybrid techniques, since their correct classifications can be used in order

to improve the effectiveness of the canonical retroactive state-of-the-art approaches, re-

ducing the data unbalance issue. This means that a combined approach, which adopts

retroactive and proactive techniques, can be used to design a very effective fraud de-

tection system, where the capabilities of the single approaches are optimized.

The results indicate that the differences between the competitor and our best per-

forming approach (i.e., that based on the DWT strategy) are really minimal (Table 4),

despite it adopts a pure proactive strategy. This minimum difference in performance

must be further reduced in the light of the fact that the misclassifications made by our

approach do not necessarily lead toward loss of money, as they are related to both false

positive and false negative cases.

Summarizing, through the adoption of proactive approaches, such as those pro-

posed in this paper, we can contrast the issues discussed in Section 2.1, as their pro-

cesses do not involve fraudulent examples (facing the data scarcity and data unbalance

issues), adopting a transform-domain-based model able to well characterize a specific

class of transactions (i.e., the legitimate one) that results less influenced by the data

variation (facing the non-adaptability and data heterogeneity issues), presenting the

positive side effect of solving the cold-start issue.

6.8. Benefits and Limitation

The experimental results show the capability of our approach to get a performance

that is similar to the best performing state-of-the-art approach used in this field (i.e.,

Random Forests), although it exploits only a class of data (i.e., the previous legitimate

transactions), operating proactively.
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Table 4: Performance

Dataset Approach F-score AUC

ET DWT − 0.01 − 0.20

ET DFT − 0.06 − 0.21

GC DWT + 0.08 − 0.27

GC DFT − 0.16 − 0.28

According to the obtained results, a benefit related to the adoption of our fraud

detection approach is its capability to operate with a high level of data imbalance, a

common scenario that leads towards a reduction of the effectiveness of the state-of-

the-art solutions.

Considering that the proposed approach uses only a class of data to define its eval-

uation model, it operates in a proactive way, reducing/overcoming the cold-start prob-

lem.

These advantages can be exploited to define hybrid fraud detection approaches,

which are able to work in different scenarios, blending the capabilities of our proactive

approach with those of the non-proactive state-of-the-art ones.

We identify as the main limitation of our approach its application in those data sce-

narios characterized by a balanced distribution of data, although this can be considered

a highly improbable scenario in the fraud detection context.

7. Conclusions and Future Work

Today, the sustainability represents an imperative paradigm to preserve the planet's

resources. In this context, the new technologies allow us, in a more or less direct way,

to adopt this paradigm in many day-to-day choices. The research that stand behind the

Big Data Analytics for Sustainability is a representative example of such a scenario,

since it aims to offer solutions able to allow people to exploit the new technologies in

a smarter and secure way.

The exponential growth of the E-commerce market offers us the opportunity to buy

or sell by adopting a large number of criteria such as, for instance, the sustainability

one. However, this scenario is jeopardized by the risks related to the fraudulent use of

electronic payment instruments, which represent the most common payment methods

in such a environment.

For the aforementioned reason, the research that revolves around the Big Data In-

formation Security, in this case that aimed to define effective fraud detection systems,

assumes an increasingly central role, involving large investments by public and private

entities. The risk scenario under consideration is mainly given by the combination of

two factors: the exponential growth in the use of the E-commerce environment and the

exponential growth in the use of credit cards by people. Considering that, as a result

of these two factors, even money losses have reported an exponential trend in recent

29



years, through this paper we wanted to investigate the benefits given by the adoption of

proactive strategies of fraud detection.

The proactive approach proposed in this paper is able to face the problems dis-

cussed in Section 2.1, since its two strategies of implementation (i.e., Fourier-based

and Wavelet-based) do not involve any previous fraudulent transaction, facing in this

way the data scarcity and data unbalance problems. In addition, the adoption of a

transform-domain-based model leads towards a better characterization of the class of

transactions taken into account during the model definition (i.e., the legitimate one),

reducing the problems related to the data variation (i.e., non-adaptability and data het-

erogeneity problems). Last but not least advantage of the proposed approach is related

to its capability to face the cold-start problem.

Our results are interesting, considering that our state-of-the-art competitor (i.e.,

Random Forests) uses both classes of data (i.e., legitimate and fraudulent) to define its

evaluation model, exploiting also a data balancing technique (i.e., SMOTE).

It should be observed that, more than wanting to replace the existing retroactive

state-of-the-art approaches, through the proposed approach we want to introduce a

novel proactive strategy that allows a fraud detection system to operate also in absence

of previous fraudulent transactions. Such a capability can be exploited in a stand-alone

fraud detection system or in order to define hybrid fraud detection solutions that com-

bine the state-of-the-art retroactive approaches and our proactive approach.

The proposed proactive approach can be considered a valuable contribution in sev-

eral BDAS research fields, such as that of the Big Data Information Security for Sustain-

ability previously mentioned, or that of the Computational intelligence and algorithms

for Sustainability, since it improves the state-of-the-art solutions, providing them with

the capability to define an evaluation model on the basis of a single class of data.

For the aforementioned considerations, a possible future work could be focused on

the definition of a novel fraud detection approach that combines the characteristics of

the canonical non-proactive state-of-the-art approaches with those of our proactive ap-

proach, in order to define a hybrid strategy that maximizes the performance of both the

approaches. Another interesting future work could be aimed to evaluate the advantages

and disadvantages of our approach in scenarios that involve different kind of financial

transaction data (e.g., those related to an E-commerce environment).
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