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This paper proposes a novel approach to topic detection aimed at improving the semi-supervised clustering 
of customer reviews in the context of customers’ services. The proposed methodology, named SeMi-supervised 
clustering for Assessment of Reviews using Topic and Sentiment (SMARTS) for Topic-Community Representation 
with Semantic Networks, combines semantic and sentiment analysis of words to derive topics related to positive 
and negative reviews of specific services. To achieve this, a semantic network of words is constructed based 
on word embedding semantic similarity to identify relationships between words used in the reviews. The 
resulting network is then used to derive the topics present in users’ reviews, which are grouped by positive and 
negative sentiment based on words related to specific services. Clusters of words, obtained from the network’s 
communities, are used to extract topics related to particular services and to improve the interpretation of users’ 
assessments of those services. The proposed methodology is applied to tourism review data from Booking.com, 
and the results demonstrate the efficacy of the approach in enhancing the interpretability of the topics obtained 
by semi-supervised clustering. The methodology has the potential to provide valuable insights into the sentiment 
of customers toward tourism services, which could be utilized by service providers and decision-makers to 
enhance the quality of their services.
1. Introduction

Network analysis-based topic detection has recently emerged as 
an alternative approach to the widely-used Latent Dirichlet Allocation 
(LDA) method for topic mining in Natural Language Processing (NLP) 
field [16,13]. While LDA has been considered the most advanced tool 
in this field, further extensions have aimed to improve topic coherence 
using various information from document collections to detect topics. 
In this study, we investigate language models, such as word embed-

dings [18], to construct a topic model based on a semantic network of 
words, and to exploit these methodologies, we focus our work on topic 
modeling for semi-supervised clustering of online tourism review data.

In fact, the analysis of online reviews has become a crucial tool 
and a source of information for the decision process, to interpret and 
understand customers’ assessment of the quality of services and prod-

ucts, which influences the reputation of businesses. Focusing on word 
network-based topic detection, our approach aims to handle sparse and 
imbalanced text representations, without relying on special assumptions 
about the pre-defined number of topics, which is one of the main flaws 
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of unsupervised topic modeling. Nowadays, it is a common activity for 
businesses to analyze customer feedback to gain insights into the sen-

timent and opinions of their customers [21]. Topic modeling is one of 
the most popular methods to analyze documents (in our case tourist 
customer reviews) and to cluster them to understand which groups 
of reviews share similar content, in order to ease the interpretation 
of the overall sentiment of customers toward a product or a service. 
The interpretation of customer feedback expressed in online reviews is 
a challenging task due to the high dimensionality of the textual data 
and the intrinsic ambiguity and subjectivity of the language used in the 
reviews. Topic modeling methodology, such as LDA, has emerged as 
a promising approach to tackle such challenges. Topic modeling is an 
unsupervised clustering technique that automatically identifies latent 
topics present in a large collection of documents. By identifying topics, 
topic modeling can reduce the dimensionality of the data and provide a 
more interpretable representation of the reviews.

Although the effectiveness of topic modeling in clustering online 
users’ reviews has been proved in several domains, such as retail and 
tourism feedback, there are still some challenges in applying it to real-
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world datasets. For instance, the limited availability of labeled data 
sets makes it difficult to train supervised models with sufficient qual-

ity for industrial applications. For this reason, semi-supervised meth-

ods have been proposed to address this challenge, which leverages 
both labeled and unlabeled data to improve the accuracy of clustering 
[8]. In this paper, we propose a novel methodology for topic detec-

tion designed to improve semi-supervised clustering of users’ reviews 
with an application for tourism review data. The proposed methodol-

ogy, called SeMi-supervised clustering for Assessment of Reviews using 
Topic and Sentiment (SMARTS) for Topic-Community Representation 
with Semantic Networks, leverages an ensemble of semantic network 
and sentiment analysis for semi-supervised clustering of reviews to ob-

tain interpretable topics.

Our methodology exploits the construction of a semantic network of 
words, based on word embedding, to identify the semantic similarity be-

tween different words used in the reviews. The semantic networks are 
constructed using two subsets of reviews, grouped by their sentiment 
(positive and negative), and topics are then identified using community 
detections algorithms. The results of the sentiment analysis are used 
to improve the interpretation of quality assessment expressed by cus-

tomers in online reviews of specific services.

The proposed methodology is applied to a dataset of tourism re-

views, extracted from Booking.com, and our findings show the effec-

tiveness of our approach detecting interpretable topics. The proposed 
methodology could be used to provide insights into the sentiment of 
customers towards products and services and could support decision-

making processes.

The paper is organized as follows: Section 2 describes the current 
literature, Section 3 illustrates in detail the SMARTS methodology, Sec-

tion 4 shows the results of the case-study, while Section 5 draws the 
conclusion and paves the way for future works.

2. Background

Paving the way for the proposed methodology, this section is com-

posed of three parts that discuss the main features of three key building 
blocks of the proposal. Section 2.1 and Section 2.2 refer to Topic Mod-

eling and Sentiment Analysis, respectively, briefly describing the most 
important concepts and some related work. Finally, Section 2.3 illus-

trates how Network Analysis and Modularity Clustering are linked, 
focusing on Overlapping Community Detection algorithms.

2.1. Topic modeling

Topic Modeling is an unsupervised learning method for identifying 
underlying themes and patterns in a set of documents and facilitat-

ing their representation based on the frequency of words that comprise 
them. One of the most popular methods of topic modeling, which has 
the advantage of working with large groups of text documents, is LDA 
[2]. This method is a hierarchical Bayesian model in which every item 
in a corpus is represented as a finite combination of latent topics. Each 
topic is created by combining an infinite number of latent probabil-

ities of words that directly represent documents [2]. One of the key 
advantages of this approach is the ability to maintain contextual usage 
of distinct terms, as the original terms are preserved in the analyses, 
resulting in much more interpretable outcomes.

Topic modeling is a powerful approach that has reshaped the NLP, 
its ability to detect latent topics in document corpora has made it an in-

dispensable tool for text analysis in a variety of fields, and it is expected 
to increase its role significantly as the amount of digital data produced 
every day grows. Topic modeling has an extensive spectrum of applica-

tions, including social networking research, information retrieval, and 
market analysis. It can, for example, assist in identifying themes or sen-

timents displayed in tweets or comments, improve search accuracy by 
2

recognizing relevant themes or topics in documents, and deliver insights 
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into consumer preferences and trends [17,15]. Recent researchers have 
focused on exploiting deep neural networks for extracting topics [35,9].

2.2. Sentiment analysis

Sentiment analysis is a method that uses NLP to examine and extract 
subjective texts containing user opinions, preferences, and sentiments. 
This sort of analysis can be implemented at different degrees of granu-

larity, such as an entire document or the individual words that define it 
as an entity.

Sentiment Analysis is commonly implemented using machine learn-

ing techniques (typically in a supervised learning setting) by training 
a model with an assigned natural language text and then classifying a 
text as a negative, positive, or neutral sentiment. Sentiment Analysis 
serves many applications (e.g., client satisfaction, social media mon-

itoring) with numerous business, executive, political, and academic 
consequences [5,6,30,29]. Furthermore, Sentiment Analysis is rising in 
importance as a result of the increased availability of massive amounts 
of textual data generated by social media. Researchers are still devel-

oping new methodologies while improving existing ones (see [23,21]). 
Nonetheless, because words can have distinct meanings in distinct situ-

ations, this area has numerous challenges. Challenges such as detection 
of other forms of language (such as sarcasm or irony), sentiment sub-

jectivity, and topic comprehension based on the reader’s background 
knowledge (cultural). How it will be better explained in Sec. 3, despite 
it would be possible to use any type of classifier (e.g., Random Forest, 
Support Vector Machine, standard Naïve Bayes), the default proposal fo-

cus on the use of the classifier defined by [23], called Threshold-based 
Naïve Bayes (Sec. 3.1).

2.3. Network analysis and community detection

Network analysis is a multidisciplinary field of research that in-

vestigates the structure and behavior of complex systems that can be 
represented as networks, which are a collection of nodes or entities 
that are connected by a set of relationships or edges [33]. The cen-

tral premise of network analysis is that analyzing the relationships 
between entities generates better explanations for certain phenomena 
with respect to considering individual entities in isolation. It involves 
evaluating patterns of connections, interactions, and information flow 
within and between networks [11]. Finally, by representing phenomena 
as networks, we can study the mathematical properties of their struc-

ture, and typically we quantify these properties using network metrics, 
such as the centrality measures of degree, closeness, and betweenness 
[7,1]. It is also possible to apply clustering algorithms to a network, 
and, an interesting application is Modularity Clustering.

Network Modularity clustering [20] is an unsupervised machine 
learning technique used to identify extremely linked communities of 
nodes across a complex network. Therefore, this approach finds a set 
of clusters that maximizes modularity, a clustering metric, which has 
a scale of 0 to 1, with 0 suggesting a random structure and 1 corre-

sponding to a strong community structure; however, analytically, these 
values usually lie in a smaller interval [19]. In order to maximize the 
modularity measure, modularity clustering algorithms iteratively split 
the network into smaller subgroups according to the connectivity pat-

terns of the nodes until a stopping condition is met. There are several 
modularity clustering algorithms (see [14] for an overview), and one of 
the most popular is the Louvain method [3], which has the advantage 
of high efficiency and scalability. Network Modularity clustering has a 
wide range of applications in fields such as social network analysis, bi-

ology, finance, and web mining. However, many real world networks 
have complex structures in which nodes can have multiple roles or 
memberships [4]. For this reason, in recent years overlapping commu-

nity detection algorithms have been introduced.

Traditional community detection algorithms, such as Network Mod-
ularity clustering, usually assign each node to a single community, 
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presuming that nodes can only belong to one group [22], whilst, over-

lapping community detection, seeks to identify groups or communities 
within a network where nodes may belong to multiple communities at 
the same time [27]. There are many approaches to overlapping commu-

nity detection, such as graph neural networks [36], link-based methods 
[28], and algorithms centered around node importance and random 
walks [32]. These techniques aim to detect communities while requiring 
minimal computation, making them appropriate for large-scale com-

plex network analysis [26]. Thus, multiple comparative studies [10,34]

emphasize the importance of comprehending the structural properties 
of communities in order to design more efficient community detection 
methods [31].

3. Methodology

This section deeply formalizes all the methodological key points and 
is organized as follows: Section 3.1 recalls the Threshold-based Naïve 
Bayes classifier by describing its main features and strengths and how 
is applied for sentiment analysis. Section 3.2 introduces the SMARTS 
methodology algorithm.

3.1. Threshold-based naïve Bayes classifier

Recalling that it would be possible to use any type of classifier (like 
those mentioned in Sec. 2.2), the default proposal focus on the use of 
the classifier defined by [23]. Highlighting that Threshold-based Naïve 
Bayes (Tb-NB) can be applied when dealing with a labeled context, we 
hereby briefly describe the previously mentioned classifier.

Considering a collection of 𝑛 documents (i.e. reviews), within 
a labeled context each document 𝑑𝑗 is a priory known as a posi-

tive (𝑑+
𝑗

) or negative (𝑑−
𝑗

). Notationally, the set of documents  =
{𝑑1, … , 𝑑𝑗 , … , 𝑑𝑛} is split into a training set of size 𝑛𝑑 , and a test set 
of size 𝑛 − 𝑛𝑑 . Following a preprocessing step that consists in remov-

ing stopwords, punctuations, and all non-alphabetic and non-relevant 
character, all the 𝑛𝑤 words included in the 𝑛 documents are collected 
in a Bag-of-Words (BoW)  = {𝑤1, … , 𝑤𝑖, … 𝑤𝑛𝑤}.

Considering a probability function 𝜋(⋅), Tb-NB builds on the Bayes’ 
rule and computes a scoring function Λ(⋅) for all the 𝑛𝑑 included in 
the training set in order to predict if a document 𝑑𝑗 (𝑗 = 1, … , 𝑛𝑑 ) that 
contains a certain word 𝑤𝑘 ∈ has a negative or positive sentiment:

Λ
(
𝑑𝑗 |𝑤𝑘) = log

[
𝜋(𝑑+

𝑗
|𝑤𝑘)

𝜋(𝑑−
𝑗
|𝑤𝑘)

]
=

= log

[
𝜋(𝑤𝑘|𝑑+𝑗 )
𝜋(𝑤𝑘|𝑑−𝑗 ) ⋅

𝜋(�̄�𝑘|𝑑+𝑗 )
𝜋(�̄�𝑘|𝑑−𝑗 ) ⋅

𝜋(𝑑+
𝑗
)

𝜋(𝑑−
𝑗
)

]
=

=
[
log𝜋(𝑤𝑘|𝑑+𝑗 ) − log𝜋(𝑤𝑘|𝑑−𝑗 )]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(𝑤𝑘)

+
[
log𝜋(�̄�𝑘|𝑑+𝑗 ) − log𝜋(�̄�𝑘|𝑑−𝑗 )]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(�̄�𝑘)

+
[
log𝜋(𝑑+

𝑗
) − log𝜋(𝑑−𝑗 )

]
≈

≈(𝑤𝑘) +(�̄�𝑘) (1)

As shown in [23], Λ(𝑑𝑗 |𝑤𝑘) derives from the sum of two compo-

nents: a function (𝑤𝑘) that measures how likely a specific word 𝑤𝑘 is 
present in a document, and a function (�̄�𝑘) that measures how likely 
𝑤𝑘 is not present in the same one. These two functions derive from the 
log-likelihood ratio of the event (𝑤𝑘 ∈ 𝑑𝑗 ) and (𝑤𝑘 ∉ 𝑑𝑗 ), respectively.

Equation (1) allows us to understand if a document 𝑑𝑗 has a negative 
(positive) sentiment by computing the scoring function Λ(𝑑𝑗 ) for all the 
3

𝑀 words included in its content:
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Table 1

Algorithm symbols.

Symbol Meaning

 Sentiment function

𝑆𝑖𝑚 Similarity function

𝑅𝑎𝑛𝑘 Ranking function

𝑐 Network decomposing function for communities detection

 Documents

𝑑 Word vector

𝑒 Embeddings vector

𝑒𝑖,𝑖+1 Semantic similarity between 𝑤𝑖 and 𝑤𝑖+1
 Network

𝐾 List of numbers of clusters

𝐶𝑣𝑟𝑔 List of coverages

𝐶𝑘 Coverage of the 𝑘𝑡ℎ community

𝜙𝑠 Detected community representing a topic

Φ𝑠 Set of all nodes in 𝜙𝑠

Λ
(
𝑑𝑗
)
=Λ

(
𝑑𝑗 |𝑤1,… ,𝑤𝑚,… ,𝑤𝑀

)
=

𝑀∑
𝑚=1

Λ
(
𝑑𝑗 |𝑤𝑚) =

=
𝑀∑
𝑚=1

(𝑤𝑚) +(�̄�𝑚) (2)

with (𝑤1, … , 𝑤𝑚, … 𝑤𝑀 ) ∈ 𝑑𝑗 ∈ . Thus, Tb-NB proceeds by comput-

ing (𝑤𝑘) and (�̄�𝐾 ) (Eq. (1)) for all the words 𝑤𝑘 ∈ and next it 
aggregates the computed quantities with respect to the set of words in-

cluded in each document 𝑑𝑗 to obtain Λ(𝑑𝑗 ) according to Eq. (2).

Once the set of scores Λ 
(
𝑑𝑗
)

is computed, a decision rule  has 
to be defined in order to classify the comment 𝑑∗

𝑗
included in the test 

set, as positive (+1) or negative (-1). Thus,  is defined based on the 
estimated value of the threshold parameter 𝜏 corresponding to a specific 
value of Λ(⋅):

𝑑∗
𝑗
∶
⎧⎪⎨⎪⎩
Λ
(
𝑑∗
𝑗

)
> 𝜏 → 𝑑∗

𝑗
= +1

Λ
(
𝑑∗
𝑗

)
≤ 𝜏 → 𝑑∗

𝑗
= −1

(𝑗∗ = 𝑛𝑑 + 1,… , 𝑛) (3)

The threshold 𝜏 is the unique parameter of the Tb-NB classifier, 
which is estimated from the training data (for instance the value mini-

mizing the Type I error).

3.2. Topic-community representation with SMARTS

SMARTS methodology consists of four main phases represented in 
Fig. 1: i) Natural Language text pre-processing; ii) Vectorization of tex-

tual data using word embedding and Sentiment analysis; iii) Semantic 
similarity network construction; iv) Topic extraction and words rank-

ing.

Algorithm 1 shows the SMARTS methodology in detail (see also 
Table 1). In the preprocessing phase, the document set  underwent 
stopword removal, punctuation elimination, and the exclusion of non-

alphabetic and irrelevant characters, resulting in the word vector 𝑑 . 
Subsequently, 𝑑 was processed through Word Embeddings [18] us-

ing the SpaCy library [12], which incorporates a pre-trained model for 
the Italian language, to derive the embeddings vector 𝑒. These word 
embeddings effectively capture semantic relationships between words. 
This capability is leveraged to construct a semantic network, where 
nodes represent individual words and edges denote the semantic sim-

ilarities between these words, as inferred from their embeddings. The 
sentiment category is assigned to the 𝑒 word embeddings using the 
function in this phase.

The Semantic Network is created using words as nodes and the 
semantic similarity as weight denoted by 𝑒𝑖,𝑖+1. In each review, we con-

struct a node for every word, forming the basis of the network. To 
ensure sparsity within this network, edges are strategically assigned 
only between adjacent words. This is achieved through the seman-
tic similarity function, 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑖+1), which calculates a weight for 
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Fig. 1. SMART architecture.

Algorithm 1 SMARTS methodology algorithm.

Require  : Documents (i.e. reviews) set of size 𝑛𝐷 ;

Require  ∶ 𝑑→ 𝑠; A function that assign a sentiment 𝑠 to a document in 𝐷;

Require 𝑆𝑖𝑚 ∶ (𝑤𝑖, 𝑤𝑗 ) →ℜ; A function to compute a semantic similarity of words (𝑤𝑖, 𝑤𝑗 );
Require 𝑅𝑎𝑛𝑘 ∶ ∶→ℜ𝑧; A function that ranks all nodes of a network  of size 𝑧;
Require 𝑐 ∶ ( , 𝑘) → (𝐶1, … , 𝐶𝑘): A function that decomposes a network  into 𝑘 communities 𝐶𝑖 ;
Step 1:

Input:  = {𝑑1, … , 𝑑𝑛𝐷}
Output: 𝑑 = {𝑤1, … , 𝑤𝑛𝐷}

Step 2:

Input: 𝑑 = {𝑤1, … , 𝑤𝑛𝐷}
Output: 𝑒 = {𝑤𝑒,1, … , 𝑤𝑒,𝑛𝐷}
Output: 𝑒 = (𝑒)

Step 3:

 ← ∅
for 𝑠 ∈ 𝑆𝑒 do

for 𝑤𝑒,𝑖 ∈𝑒 do

𝑒𝑖,𝑖+1 ← 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑖+1)
 ← ∪ (𝑤𝑒,𝑖, 𝑤𝑒,𝑖+1, 𝑒𝑖,𝑖+1)

end for

end for

Step 4:

Input: 𝑤𝑠
𝐾 ← (2, … , 𝐾𝑚𝑎𝑥)
Step 4.1:

𝐶𝑣𝑟𝑔← ∅
for 𝑘 ∈𝐾 do

 ← 𝐶1 ∪⋯ ∪𝐶𝑘 ← 𝑐 ( , 𝑘)
𝐶𝑣𝑟𝑔← 𝐶𝑣𝑟𝑔 ∪ Coverage(𝐶1, ..., 𝐶𝑘)

end for

Output: 𝑘𝑏𝑒𝑠𝑡 ← 𝑎𝑟𝑔𝑚𝑎𝑥(𝐶𝑣𝑟𝑔)
Output: 𝑠,𝑘 ⊆

Output: 𝜙𝑠,𝑘 ∶𝑠,𝑘 →𝑅𝑎𝑛𝑘(Φ𝑠,𝑘)
a word 𝑤𝑖 and its immediate successor 𝑤𝑖+1. Consequently, this re-

sults in the formation of an edge (𝑤𝑖, 𝑤𝑖+1, 𝑒𝑖,𝑖+1) in the network, link-

ing node 𝑤𝑖 to node 𝑤𝑖+1, with the edge weight denoted by 𝑒𝑖,𝑖+1. 
This ensures that the corresponding network will be more coherent as 
words will be connected with other words that appear in similar con-

texts.

In the last phase, two separate networks are created using posi-

tive and negative reviews. For a given word 𝑤𝑠 representing a specific 
4

service (such as “Wi-Fi” or “swimming pool”), a subnetwork of  is 
selected considering all adjacent nodes to the specific word such as 
that 𝑠 ⊆ . Next, the subnetwork is clustered using the overlapping 
community detection method proposed by [27]. Here each detected 
community, denoted by 𝜙𝑠, represents a topic (words are represented 
by nodes). Each node of the topic subnetwork is then ranked, using the 
word’s degree centrality in the detected community as the 𝑅𝑎𝑛𝑘(Φ𝑠)
function, where Φ𝑠 is the set of all nodes in 𝜙𝑠.

To quantify the goodness of the detected communities, we used the 

following unsupervised metrics [27]. Coverage, measures the percent-
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age of the edges explained by at least one community (i.e. if (𝑢, 𝑣) is an 
edge, both nodes share at least one community).

Coverage(𝐶1, ...,𝐶𝑘) =
1|𝐸| ∑

𝑢,𝑣∈𝐸
1[𝑧𝑇𝑢 𝑧𝑣 > 0] (4)

Density, measures the average density of the detected communities 
(weighted by community size): 𝜌(𝐶) = # existing edges in 𝐶

# of possible edges in 𝐶
.

AvgDensity(𝐶1, ...,𝐶𝑘) =
1∑
𝑖 |𝐶𝑖| ∑𝑖 𝜌(𝐶𝑖) ⋅ |𝐶𝑖| (5)

Conductance, average conductance of the detected communities 
(weighted by community size).

outside(𝐶) =
∑

𝑢∈𝐶,𝑣∉𝐶
𝐴𝑢𝑣 (6)

inside(𝐶) =
∑

𝑢∈𝐶,𝑣∈𝐶,𝑣≠𝑢
𝐴𝑢𝑣 (7)

AvgConductance(𝐶1, ...,𝐶𝑘) =
1∑
𝑖 |𝐶𝑖| ∑𝑖 Conductance(𝐶𝑖) ⋅ |𝐶𝑖| (8)

Clustering coefficient: average clustering coefficient of the detected 
communities (weighted by community size).

ClustCoef(𝐶) =
# existing triangles in C

# of possible triangles in C
(9)

AvgClustCoef(𝐶1, ...,𝐶𝑘) =
1∑
𝑖 |𝐶𝑖| ∑𝑖 ClustCoef(𝐶𝑖) ⋅ |𝐶𝑖| (10)

4. Motivating example: booking.com Italian reviews

The proposed methodology has been applied to the Booking.com 
reviews data of Italian tourism facilities. The results showed how 
our approach detected the interpretable topics obtained by the semi-

supervised clustering. Data from Booking.com has been collected with 
web-scraping made by an ad-hoc Python extractor and concerns 619 
Sardinian hotels, 106,800 reviews (4/5 Italian – 1/5 English) from Jan-

uary 3rd, 2015 to May 27th, 2018, and their polarity (62,291 positive, 
44,509 negative). Booking.com has been chosen for two main reasons: 
only real guests are allowed to create a review, and each one is made of 
one positive section and one negative section. We hereby considered the 
positive (negative) section as a single positive (negative) review, know-

ing a priori the polarity of each review. That permits to work within a 
supervised framework.

We extracted the topics related to specific services using the clusters 
of words obtained from the semantic network. We used the sentiment 
scores, obtained by training the Tb-NB (Sec. 3.1) with this data, to in-

terpret users’ assessment of specific services by constructing a specific 
semantic network for positive and negative reviews.

4.1. Topic detection results

Table 2 and 3 show what we found when we looked at customer re-

views from Booking.com. We used three different ways to find topics 
in the reviews: Louvain’s Community Detection, Overlapping Commu-

nity Detection, and Latent Dirichlet Allocation (LDA). Each row in the 
table is a topic that we found. We looked at specific services like ’wifi’ 
or ’breakfast’ and whether the sentiment was ’positive’ or ’negative’. 
We used the top five keywords for each method to describe the top-

ics. Table 2 and 3 let us compare the topics that the different methods 
found. We selected Latent Dirichlet Allocation (LDA) as the comparison 
baseline, given its widespread recognition and use in topic modeling. To 
ensure optimal performance and a fair comparison, we fine-tuned LDA’s 
parameters. This fine-tuning enable LDA to effectively identify the most 
relevant topics. The degree of similarity between topics generated by 
LDA and our proposed method was assessed by examining the overlap 
5

in keywords identified by each technique. We can do this by looking at 
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the keywords and seeing how much they overlap between the methods. 
The more overlap, the more the methods agree on what the topics are. 
We also looked at how many different words the methods used. This 
is called lexical diversity, and it’s calculated by dividing the number of 
different words by the total number of words. If the lexical diversity is 
high, it means the method uses a wide range of keywords to describe 
the topics. Fig. 2 shows the results, showing the overlapping community 
detection as a good overlapping of terms identified with LDA.

Fig. 3 shows the lexical diversity of the obtained topics for the three 
methods considered in our model. We can see that, in general, the 
network-based methods produce higher lexical diversity, in particular 
the Louvains’ community detection. After inspecting the generated top-

ics, we proceed with our in-deep analysis considering the overlapping 
community detection since it is able to detect more relevant words for 
the services analyzed.

To figure that out, we represented the topic obtained with the over-

lapping community detection using a graph representation. Table 4

shows the clustering metrics (Equations from (4) to (10)) topics for the 
positive reviews using the subnetwork for the service “swimming-pool”. 
Fig. 4 shows the relevant subnetwork and the detected communities. 
The topics shown in Fig. 5 are related to the rooms, the hotel services, 
the swimming-pool, and a cluster of words in topic 3 are strongly re-

lated to positive feedback provided by satisfied users.

Table 4 provides a comprehensive overview of key metrics for top-

ics identified by Overlapping Community Detection, one of the methods 
used to analyze customer reviews from Booking.com. These topics are 
associated with various services like ’wifi’, ’swimming pool’, ’breakfast’, 
and ’transportation’ and sentiments, either ’positive’ or ’negative’. Each 
metric in the table provides a perspective on the structure and quality of 
the identified topics. The first two columns describe the sub-network ob-

tained for the specific service and sentiment. The number of nodes tells 
us how many unique words each sub-network consists of. Edges show 
the number of connections between these words, representing how in-

terconnected a sub-network is. Coverage gives us an idea of the density 
of a topic by showing the proportion of all possible connections that are 
actually present. Table 4 also presents the Conductance, which mea-

sures how self-contained a community is; lower values are desirable 
here as they imply fewer connections to other communities. Density, 
similar to Coverage, provides insight into how interconnected a topic is 
by showing the ratio of actual connections to all possible ones. Lastly, 
the Average Clustering Coefficient reveals the degree of clustering in a 
graph, i.e., how likely it is that words related to the same topic connect 
to each other. Each service and sentiment combination is analyzed indi-

vidually, allowing us to compare the quality and structure of the topics 
identified. For example, for the service ’wifi’ with positive sentiment, 
the topic consists of 217 unique words, interconnected through 4803 
edges, with a coverage of 0.6648, a conductance of 0.4045, a density of 
0.6209, and an average clustering coefficient of 0.0104.

4.2. Topic representation with semantic networks

We proceed with the inspection of topics using a visual represen-

tation of topics using the community detected. Each plot uses color to 
represent the topics and the nodes and edges size to represent the impor-

tance of the node in the topics’ sub-network and the semantic similarity 
between nodes, respectively.

Figs. 4 and 5 present the network representation of topics pertain-

ing to the service ’breakfast’ by positive and negative sentiments. For 
the positive sentiment, seven communities are detected. The keywords 
suggest that positive reviews often refer to the overall experience at the 
hotel such as ’staff’, ’structure’, ’excellent’, ’room’, and ’hotel’. Specific 
mentions of ’breakfast’ also appear, indicating direct positive feedback 
about the service, such as ’abbondante’ (abundant, plentiful) with or-

ange color. The green topic community suggests positive feedback with 
good food with keywords such as ’ricotta’ (ricotta cheese), ’macedo-
nia’ (fruit salad) and ’buonissima’ (very good). Metrics show a high 
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Table 2

Comparison of top-5 keywords per topic considering wifi and pool services and the positive and negative reviews. We compared the topic detection using the 
semantic network and Louvain’s and Overlapping community detention methods. The last column is obtained using the LDA topic modeling method as a comparison 
with a traditional topic modeling method.

Service Sentiment Louvain’s Community Overlapping Community LDA Topic

Topic Keywords Topic Keywords Topic Keywords

wifi

positive

0 comfortable, breakfast, structure, 
furnishings, efficient

0 bathroom, bedroom, breakfast, fridge, 
rooms

0 broad, euro, free, power, present

1 welcoming, spotless, convenient, 
clean, comfort

1 staff, breakfast, excellent, structure, 
swimming pool

1 room, wifi, breakfast, structure, 
bathroom

2 spacious, bathroom, room, 
comfortable, very convenient

2 breakfast, excellent, restaurant, 
location, room

2 wifi, ottimo, camera, colazione, 
buono

negative

0

breakfast, room, furniture, cleaning, 
bathroom

0 painful, generation, was worth, 
miserable, receives

0 wifi, room, breakfast, work, room

1 hotel, room, structure, parking, 
breakfast

2 breakfast, room, structure, bathroom, 
hotel

1 wifi, room, signal, structure, breakfast

1
conditioned, deficient, insufficient, 
improvable, problem

3 room, breakfast, bathroom, room, 
why

4 signal, internet, connection, 
reception, service

2
personal, improve, internet, present, 
non-existent

5 breakfast, restaurant, expensive, bad, 
crowded, dry

2 wifi, room, room, bathroom, work

6 bathroom, breakfast, room, structure, 
room

pool

positive

0 welcoming, comfortable, relaxing, 
swimming pool, spacious

0 breakfast, room, staff, structure, 
excellent, room

0 pool, excellent, breakfast, room, price

1
breakfast, structure, staff, excellent, 
location

1 structure, excellent, sea, breakfast, 
hotel, location

1 swimming pool, breakfast, location, 
beautiful, excellent

2 pool, dopp, check, improve it, 
operating, complain

2
comfortable, confortable, cozy, 
spacious, rooms

3 breakfast, excellent, structure, staff, 
hotel, location

2 swimming pool, structure, beach, 
small, hotel

4 pool, happiness

3
truly, highly recommended, pleasant, 
beautiful, spotlessly clean

5 breakfast, excellent, parking, hotel, 
sea, beach

3 swimming pool, excellent, beautiful, 
staff, structure

6 breakfast, staff, staff, structure, 
excellent

negative

0 really, friendly, problem, little, people 0 swimming pool, room, structure, 
breakfast, bathroom, room

0 pool, room, water, bathroom, area

1 breakfast, structure, staff, improve, 
cleaning

1 swimming pool, breakfast, hotel, 
service, above all, the beach

1 swimming pool, room, breakfast, 
structure, service

2
internal, water, external, insufficient, 
height

2 pool, render, slip, balloon, lap, beam, 
hang around

3 breakfast, room, structure, room, 
hotel, bathroom, rooms

2 pool, room, structure, breakfast, 
service

3
rooms, bathrooms, furnishings, small, 
dirty

4 swimming pool, room, hotel, service, 
breakfast, structure

5 pool, room, bathroom, room, bed, 
cleaning, old

3 swimming pool, structure, room, 
price, restaurant

4 room, pool, bathroom, bedroom, 
shower

6 pool, morning, evening, late, 
afternoon, morning, water
coverage (0.7525) and density (0.1735), suggesting a well-defined and 
dense network of words. The conductance (0.4993) and clustering co-

efficient (0.0007) suggest that communities are fairly self-contained 
with a low degree of clustering. In contrast, for negative sentiment, 
nine communities are identified. Keywords like ’colazione’ (breakfast), 
’mattina’ (morning), ’qualit’ (quality), and ’scelta’ (choice) appear, sug-

gesting that negative feedback might be related to the quality, with 
keywords such as ’insufficiente’ (insufficient), choice, with keywords 
such as ’categoria’ (category), or timing of breakfast. Other keywords re-

late to other aspects of the hotel stay such as ’camera’ (room), ’struttura’ 
(structure), and ’bagno’ (bathroom). The metrics show slightly higher 
coverage (0.7794) and lower density (0.1144) compared to the positive 
sentiment, suggesting a more spread-out network of words. The con-

ductance (0.5053) and clustering coefficient (0.0001) indicate that the 
communities are also fairly self-contained with a very low degree of 
clustering.

Figs. 6 and 7 present the network representation of topics pertaining 
6

to the service ’wifi’ by positive and negative sentiments. For the posi-
tive sentiment, three communities are detected. The keywords suggest 
that positive reviews often refer to various aspects of the hotel expe-

rience such as ’bagno’ (bathroom), ’camera’ (room), ’colazione’ (break-

fast), and ’personale’ (staff). The metrics show a high coverage (0.6648) 
and density (0.6209), suggesting a well-defined and dense network of 
words. The conductance (0.4045) and clustering coefficient (0.0104) 
suggest that communities are fairly self-contained with a modest de-

gree of clustering. In contrast, for negative sentiment, seven commu-

nities are identified. Some keywords like ’segnale’ (signal), ’internet’, 
’connessione’ (connection) and ’inutilizzabile’ (unusable), suggest that 
negative feedback may be related to the quality or availability of the 
wifi service. Other keywords relate to different aspects of the hotel stay 
such as ’hotel’, ’camera’ (room), ’struttura’ (structure), and ’colazione’ 
(breakfast). The metrics show higher coverage (0.7681) and lower den-

sity (0.3188) compared to the positive sentiment, suggesting a more 
spread out network of words. The conductance (0.4927) and cluster-

ing coefficient (0.0016) indicate that the communities are also fairly 

self-contained with a low degree of clustering.
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Table 3

Comparison of top-5 keywords per topic considering breakfast and transportation services and the positive and negative reviews. We compared the 
topic detection using the semantic network and Louvain’s and Overlapping community detention methods. The last column is obtained using the LDA 
topic modeling method as a comparison with a traditional topic modeling method.

Service Sentiment Louvain’s Community Overlapping Community LDA Topic

breakfast

positive

0 comfortable, relaxing, spacious, 
great, restaurant

0 staff, personnel, structure, 
excellent, hotel, excellent

0 breakfast, quality, price, excellent, 
value

1 plentiful, sweet, very good, very 
good, fresh

1 breakfast, kind, lady, welcomed, 
very kind

1 hotel, beach, structure, room, 
center

2 welcoming, truly, highly 
recommended, pleasant, perfect

2 rooms, staff, excellent, staff, pool, 
location

3 comfort, kindness, relaxation, 
relaxation, tranquility

3 breakfast, room, structure, hotel, 
excellent

2 breakfast, sea, pool, view, 
beautiful

4 comfortable, welcoming, spacious, 
well done, rooms

4 breakfast, excellent, staff, staff, 
room, good

5 breakfast, staff, structure, 
definitely, location

5 breakfast, center, structure, 
beaches, sea

3 breakfast, great, location, room, 
staff

6 tidy, cared for, renovated, kept, 
organized, supplied

6 room, structure, staff, excellent, 
hotel

negative

0
really, comfortable, really, above 
all, annoying

0 breakfast, morning, evening, night, 
morning, time, late

0
breakfast, room, room, bathroom, 
structure

1 room, hotel, structure, room, 
because, night

1 room, swimming pool, restaurant, 
bathroom, bedroom

2 breakfast, bacon, scrambled, 
squandered, ignoble, plastered

1 room, breakfast, bathroom, bed, 
room

2
breakfast, fruit, sweets, eat, bread 3 breakfast, quality, products, fruit, 

choice, croissants 2

breakfast, poor, coffee, service, 
time

4 breakfast, toilet, shower, room, 
room, bed, air, smell

3
staff, structure, absolutely, 
definitely, above all

5 breakfast, hotel, room, structure, 
restaurant, parking

6 room, room, bathroom, structure, 
rooms, hotel

3
breakfast, room, quality, star, 
structure

4 improve,see,especially,small,re-

view

7 room, structure, hotel, room, stars, 
bathroom, restaurant

transportation

positive

0

clean, comfortable, excellent, 
beach

0

beaches, cars, alghero, find 0 transport, location, staff, excellent, 
center

1 transport, beach, excellent, hotel, 
structure

2 transport, room, excellent, beach, 
structure

3 transport, room, swimming pool, 
beach, excellent

1

helpful, personal, services, service, 
reach

1

interior, services, excellent, staff, 
available

4 location, transport, excellent, 
hotel, breakfast

5 room, transportation, good, staff, 
kind

6 transport, sea, structure, 
downtown, breakfast

7 hotel, excellent, breakfast, 
restaurant, present

negative

0

interior, service, personal, 
available, center

0 airport, center, km, shuttle, 
motorbike

0 transport, baggage, hotel, reveal, 
timetable

1 staff, interior, service, above all, 
elevator, available, cost

1 room, transport, restaurant, height, 
star

2 presence, above all, internal, date, 
need, education

2 card, ask, restaurant, price, beach, 
choose

3
uncomfortable, stroller, possession, 
menu

3 transport, room, luggage, interior, 
elevator

4 transport, pay, center, service, 
structure

1

soggiorno, spiaggia, camera
4

available, personal, service, 
services, cost, pay

5 close, check, restaurant, room, 
arrival

6 transport, beach, service, hotel, 
guest

5
center, timetables, shuttle, beach, 
km, airport

7 unit, housing, transport, star, 
working

8 transport, car, center, stay, 
partner, hotel
7
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Fig. 2. Pairwise comparison of topics’ words represented in Table 2 and 3. The average overlap is calculated as the average number of common words per topic for 
each type of service.

Fig. 3. Lexical diversity of topics represented in Table 2 and 3. The lexical diversity is the ration between the number of unique words and the total number of words 
considering all topics related to a type of service.

Table 4

Overlapping community detection metrics.

Service Sentiment Nodes Edges Coverage Conductance Density Avg. Clustering Coeff.

wifi positive 217 4803 0.6648 0.4045 0.6209 0.0104

wifi negative 395 6847 0.7681 0.4927 0.3188 0.0016

swimming pool positive 1128 37745 0.7525 0.4993 0.1735 0.0007

swimming pool negative 786 15252 0.7794 0.5053 0.1144 0.0001

breakfast positive 2235 61140 0.6903 0.4933 0.3171 0.0021

breakfast negative 2020 40482 0.7827 0.4885 0.2352 0.0008

transportation positive 40 306 0.4542 0.4338 0.7241 0.0123

transportation negative 44 186 0.4731 0.6233 0.4953 0.0071
Figs. 8 and 9 present the network representation of topics pertaining 
to the service ’pool’ by positive and negative sentiments. For the pos-

itive sentiment, nine communities are detected. The keywords suggest 
8

that positive reviews often refer to various aspects of the hotel expe-
rience such as ’piscina’ (pool), ’colazione’ (breakfast), ’camera’ (room), 
’personale’ (staff), and ’struttura’ (structure). The metrics show a high 
coverage (0.6903) and density (0.3171), suggesting a well-defined and 

dense network of words. The conductance (0.4933) and clustering co-
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Fig. 4. Topic representation for keyword breakfast in positive reviews. Each node corresponds to a key term within the topic, with the size and label font size of 
the node being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic 
proximity. The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.

Fig. 5. Topic representation for keyword breakfast in negative reviews. Each node corresponds to a key term within the topic, with the size and label font size 
of the node being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic 
proximity. The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.

Fig. 6. Topic representation for keyword wifi in positive reviews. Each node corresponds to a key term within the topic, with the size and label font size of the node 
being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic proximity. 
9

The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.
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Fig. 7. Topic representation for keyword wifi in negative reviews. Each node corresponds to a key term within the topic, with the size and label font size of the node 
being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic proximity. 
The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.

Fig. 8. Topic representation for keyword piscina in positive reviews. Each node corresponds to a key term within the topic, with the size and label font size of 
the node being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic 
proximity. The chromatic distinction of nodes demarcates the thematic they are affiliated with.

Fig. 9. Topic representation for keyword pool in negative reviews. Each node corresponds to a key term within the topic, with the size and label font size of the node 
being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic proximity. 
10

The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.
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Fig. 10. Topic representation for keyword transportation in positive reviews. Each node corresponds to a key term within the topic, with the size and label font size 
of the node being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic 
proximity. The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.

Fig. 11. Topic representation for keyword transportation in negative reviews. Each node corresponds to a key term within the topic, with the size and label font size 
of the node being indicative of its relative significance within its respective cluster. Edges delineate the conceptual linkage between terms, predicated on semantic 
proximity. The chromatic distinction of nodes demarcates the thematic cluster they are affiliated with.
efficient (0.0022) suggest that communities are fairly self-contained 
with a modest degree of clustering. In contrast, for negative senti-

ment, eight communities are identified. Some keywords like ’piscina’ 
(pool), ’colazione’ (breakfast), and ’camera’ (room) suggest that nega-

tive feedback may be related to various aspects of the hotel experience. 
Other keywords like ’mattina’ (morning), ’sera’ (evening), ’tardi’ (late), 
and ’pomeriggio’ (afternoon) indicate possible issues with the timing 
or availability of the pool service. The metrics show higher coverage 
(0.7827) and lower density (0.2352) compared to the positive senti-

ment, suggesting a more spread out network of words. The conductance 
(0.4885) and clustering coefficient (0.0008) indicates that the commu-

nities are also fairly self-contained with a low degree of clustering.

Figs. 10 and 11 present the network representation of topics per-

taining to the service ’transoportation’ by positive and negative senti-

ments. For the positive sentiment, three communities are detected. The 
keywords suggest that positive reviews often refer to various aspects 
such as ’spiagge’ (beaches), ’auto’ (car), ’alghero’ (Alghero, a city in 
Sardinia, Italy), and ’trova’ (find). The metrics show a relatively low 
11

coverage (0.4542) and high density (0.7242), suggesting a well-defined 
and dense network of words. The conductance (0.4338) and clustering 
coefficient (0.0123) suggest that communities are fairly self-contained 
with a modest degree of clustering. For the negative sentiment, eight 
communities are identified. Some keywords like ’aeroporto’ (airport), 
’centro’ (center), ’km’ (kilometers), ’navetta’ (shuttle), and ’moto’ (mo-

torbike) suggest that negative feedback may be related to various as-

pects of transportation service. Other keywords like ’valigie’ (suitcases) 
and ’valige’ (luggage) indicate possible issues with luggage handling or 
storage. The metrics show slightly higher coverage (0.4731) but lower 
density (0.4953) compared to the positive sentiment, suggesting a more 
spread out network of words. The conductance (0.6233) and clustering 
coefficient (0.007) indicate that the communities are also fairly self-

contained with a low degree of clustering.

Overall, the analysis shows that both positive and negative senti-

ments about services are not solely focused on the service itself but 
extend to the overall hotel experience. The differences in keywords 
and metrics between positive and negative sentiments provide valu-

able insights into the aspects of the service that customers appreciate 

or find lacking. SMARTS offers several benefits for tourism decision-
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makers and stakeholders. Here, we highlight seven potential areas of 
benefits of the proposed methodology.

Enhanced Interpretability of Customer Feedback, SMARTS employs 
an elaborated approach to topic detection that combines semantic and 
sentiment analysis of customer reviews. This enables decision-makers 
to better understand the specific aspects of their services that customers 
are praising or criticizing. By identifying topics related to positive and 
negative sentiment, decision-makers can pinpoint areas of strength and 
areas that need improvement.

Focused Service Improvement, with the identified topics, decision-

makers can focus their efforts on improving specific services that are 
receiving negative feedback. For instance, if the “wifi” service is consis-

tently receiving negative sentiment due to issues with signal quality or 
connectivity, stakeholders can allocate resources to address these con-

cerns and enhance the overall customer experience.

Tailored Marketing and Communication, understanding the senti-

ments and topics in customer reviews allows stakeholders to tailor their 
marketing and communication strategies. Positive aspects highlighted 
by customers can be emphasized in promotional materials, while ar-

eas of concern can be proactively addressed in marketing campaigns to 
show customers that their feedback is being taken seriously.

Strategic Decision Making, the insights obtained from SMARTS can 
guide strategic decision making within the tourism industry. By iden-

tifying which services are most positively or negatively received, busi-

nesses can allocate resources more effectively, make informed opera-

tional changes, and develop strategies to differentiate themselves from 
competitors.

Continuous Monitoring and Feedback Loop, SMARTS can be used as 
part of a continuous feedback loop to monitor the impact of service im-

provements. Decision-makers can track changes in sentiment and topics 
over time to assess the effectiveness of their interventions and adapt 
their strategies accordingly.

Customer-Centric Approach, the methodology is focused on cus-

tomer reviews and sentiments to empower decision-makers to take a 
customer-centric approach. By aligning services with customer pref-

erences and addressing their concerns, businesses can foster greater 
customer loyalty and satisfaction.

Competitive Advantage, implementing SMARTS can provide a com-

petitive advantage by allowing businesses to better understand cus-

tomer sentiments and preferences compared to competitors. This can 
lead to more tailored and relevant offerings, ultimately attracting and 
retaining customers.

5. Conclusions

In this study, we proposed a novel approach to topic detection called 
SeMi-supervised clustering for Assessment of Reviews using Topic and 
Sentiment (SMARTS) applied to Topic-Community Representation with 
Semantic Networks, which exploits an ensemble of semantic network 
and sentiment analysis for semi-supervised clustering of customer re-

views. Between all the possible Sentiment Analysis algorithms, we con-

sidered a new version of the NB classifier, called Tb-NB, that utilizes a 
data-driven decision rule to assign a new case to the most likely between 
two alternative classes, which is based on a threshold whose value is es-

timated from the training data [23]. In [23], it is reported that Tb-NB 
effectively discriminates positive reviews from negative ones and, at 
the same time, allows us to quantify the (positive or negative) impact 
of a specific word within a review. Moreover, the information deriving 
from Tb-NB can be used to support decision makers as the Tb-NB output 
can be used further in post-hoc analyses to evaluate different facets of 
customer satisfaction [24]. Last but not least, it has been shown the Tb-

NB is preferable to other methods used in Sentiment Analysis in terms 
of classification accuracy, resistance to noise, and computational effi-

ciency.

Our methodology leverages the construction of a semantic network 
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of words based on word embeddings to identify the semantic similar-
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ity between different words used in the reviews, which is then used to 
identify topics present in the reviews grouped by positive and negative 
sentiment and related to particular services or products. Our findings 
show that our approach is effective in detecting interpretable topics in 
a dataset of tourism reviews extracted from Booking.com. Our novel 
methodology could provide valuable insights into the sentiment of 
customers towards products and services and could support decision-

making processes. In fact, the SMARTS methodology presents a special-

ized example for tourism decision-makers and stakeholders, offering 
a more nuanced and accurate understanding of customer feedback. 
By integrating semantic and sentiment analysis through word embed-

dings and graph-based techniques, SMARTS identifies topics associated 
with positive and negative sentiments in customer reviews. This ap-

proach allows decision-makers to pinpoint specific service aspects for 
improvement, tailor marketing strategies, and make informed strate-

gic decisions, fostering customer loyalty and competitive advantage. 
In comparison to traditional methods, SMARTS has a domain-specific 
focus, advanced analysis techniques, and seamless integration of senti-

ment and topic insights, providing tourism industry professionals with 
a powerful tool for enhancing service quality and customer satisfaction. 
Its semantic analysis, sentiment-topic integration, and graph-based rep-

resentation provide a unique approach that enhances decision-making, 
service improvement, and customer satisfaction within the tourism in-

dustry.

Future works will tackle the problem of the generation of auto-

matic topic labeling and automatic topic number selection using the 
information of the semantic network of words as a driver, as well as 
the implementation of the, recently proposed, Iterative Threshold-based 
Naïve Bayes classifier [25].
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