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Abstract
The Threshold-based Naïve Bayes (Tb-NB) classifier is introduced as a (simple)
improved version of the original Naïve Bayes classifier. Tb-NB extracts the senti-
ment from a Natural Language text corpus and allows the user not only to predict
how much a sentence is positive (negative) but also to quantify a sentiment with a
numeric value. It is based on the estimation of a single threshold value that concurs
to define a decision rule that classifies a text into a positive (negative) opinion based
on its content. One of the main advantage deriving from Tb-NB is the possibility to
utilize its results as the input of post-hoc analysis aimed at observing how the quality
associated to the different dimensions of a product or a service or, in a mirrored fash-
ion, the different dimensions of customer satisfaction evolve in time or change with
respect to different locations. The effectiveness of Tb-NB is evaluated analyzing data
concerning the tourism industry and, specifically, hotel guests’ reviews from all hotels
located in the Sardinian region and available on Booking.com. Moreover, Tb-NB is
compared with other popular classifiers used in sentiment analysis in terms of model
accuracy, resistance to noise and computational efficiency.
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1 Introduction

Big data is known as a new research paradigm that utilizes diverse sources of data and
analytical tools to make inferences and predictions about reality (Boyd and Crawford
2012). With increasingly powerful natural language processing and machine learning
capabilities, textual contents from theWebprovide a huge shared cognitive and cultural
context and have been analyzed in many application domains (Halevy et al. 2009). For
example online reviews including their peripheral cues (user-supplied photos and the
reviewer’s personal information) are means of persuasive communication in order to
build credibility and influence user behavior (Sparks et al. 2013). Operationally, many
Natural Language Processing (NLP) challenges and techniques have been introduced,
most of them addressed to gather the opinion of people. Sentiment Analysis (SA) has
been used in frameworks such as subjectivity detection (Wiebe et al. 1999), polarity
recognition (Schmunk et al. 2013) and rating inference (Esuli and Sebastiani 2006).
Focusing on product review classification, various approaches only consider the polar-
ity of the opinions (i.e., negative vs. positive) and rely on machine learning techniques
trained over vectors of linguistic feature frequencies.

Machine learning has been applied in various domains of SA such as Twitter sen-
timent (Tavazoee et al. 2020), scientific citations, reputation evaluation and tourism
(Jain et al. 2021). In this latter domain, the increasing amount of data available offers
SA new possibilities to predict consumer sentiment and use it for business growth.
Practitioners should be equippedwithmost updated consumers’ feedback, particularly
online reviews, to confirm that their conclusions are sound. In this paper, we consider
the problem of measuring the customer satisfaction of clients’ hosted in accommo-
dations, hereafter hotels, based on their reviews. In particular, we focus on reviews
obtained from Booking.com that are composed of two comments: a positive comment
reporting what a client liked about the hotel service, and a negative comment report-
ing what she disliked. With such a text structure, main aim is to estimate the polarity,
positive or negative, of the review as a whole. For this purpose, we compare the per-
formance of different machine learning methods and highlight the effectiveness of
the hereby proposed Threshold-based Naïve Bayes classifier (Tb-NB) introduced as a
simple modification of the original Naïve Bayes classifier. After a formal description
of Tb-NB features and its associated decision rule, we highlight that Tb-NB effectively
discriminates positive comments from negative ones and, at the same time, allows us
to quantify the (positive or negative) impact of a specific word within a review. At the
same time, we show that the information deriving from Tb-NB can be used to support
hotel management as the model output can be used further either cross-sectionally,
geographically or longitudinally in a post-hoc analysis to evaluate different facets of
customer satisfaction of hotel guests. At the same time, Tb-NB output can also be
used as the basis of a prediction model for the score obtained by a hotel based on the
reviews reported on Booking.com. In this view, predicted scores are considered as a
benchmarking tool for a hotel to be evaluated. Last but not least, we consider accuracy,
resistance to noise and computational efficiency of Tb-NB in comparison with other
methods. The analyses are carried out on data about clients’ reviews concerning hotels
located in Sardinia retrieved from the Booking.com website.
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The remaining of the paper is as follows. Before introducing formally Tb-NB
(Sect. 3), we present the reference framework of this study in Sect. 2 together with
the related literature. Next, we describe the data collection and cleaning process, and
present the post-hoc analysis in Sect. 4. Section5 focuses on the comparison of Tb-NB
with alternative methods evaluating accuracy, resistance to noise, and computational
efficiency of each classifier. Section6 ends the paper with some concluding remarks.

2 Reference framework and related literature

This paper is framed within the “Natural Language Processing” (NLP) and its appli-
cations in “Sentiment Analysis” (SA).

“Natural Language Processing (NLP) is the field of designing methods and algo-
rithms that take as input or produce as output unstructured, natural language data”
(Goldberg 2017). Such kind of processing is considered to be highly challenging.
Although humans are great users of language, “they are poor at formally understand-
ing and describing the rules that govern language” (Brownlee 2017). However, rules
are not the only problem: the textual nature of collected data, if treated in the usual
way, is not sufficient. Using textual data by combining characters might lead to pro-
duce an immense amount of words, that are combinable in infinite ways. This “data
sparseness” phenomenon makes it hard to work with the usual way of “learning from
examples” from just raw data. Data preprocessing (filtration, lexical, grammatical,
syntactic and semantic analyses) is then mandatory for reducing both data complexity
and the intrinsic ambiguity of the human (natural) language.

NLP techniques are often used in Sentiment Analysis (SA) to extract the sentiment
information from a text (e.g. Pang and Lee 2008). SA is aimed at categorizing people’
reactions starting from a Natural Language text into positive, neutral, or negative
responses. Organizations use SA to collect previous consumer experiences of their
services or products and may use their findings for improving services as well as
to collect valuable consumers’ experiences about issues in newly released products
(Chaturvedi et al. 2018). Usually, SA makes use of machine learning methods as it
is usually applied by learning a statistical model, hereafter classifier, on labelled or
unlabelled training data gathered from various sources. The predictive ability of the
classifier is validated on more recent data in order to estimate the polarity of new text
and enhance the decision-making ability of the classifier. Several classifiers have been
used for this purpose and the literature about machine learning in SA is vast (see, for
example Yang and Chen 2017).

Next, in an operational or marketing perspective SA of raw text based on NLP and
machine learning is linked to the analysis of customers’ experience regarding a service
quality or product performance (Buttle 1998). This is traceable to the Word Of Mouth
(WoM) and electronic Word Of Mouth (e-WoM) frameworks (Arndt 1967; Yuan et al.
2020; Hartline and Jones 1996; Harrison-Walker 2001; Mazzarol et al. 2007), whose
marketing campaigns are perceived as more robust whilst trustworthy compared to
traditional marketing channels. According to Sırma (2009), the proliferation of online
customers’ reviews (e-WOM) has been reported as one of the most important infor-
mation sources in the industry and has gained considerable attention (Schuckert et al.
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2015). Results reported in Nielsen (2007) and Rusticus (2007) show that most of con-
sumers mainly rely on recommendations from other consumers, because consumers
find it challenging to evaluate a product or a service before actually using it or trying
it by themselves (O’Connor 2010; Yang et al. 2016).

Many studies in thefield of SAare basedonNatural Language text (see, for example,
Ye et al. 2009 for an overview). Those who have mainly influenced our proposal
are Santos et al. (2020), Meyer et al. (2019), and Weihs et al. (2005). Santos et al.
(2020) compute a sentiment score defined in [−4;+4] starting from NL text reviews
using the “SentiStrength tool”. Although they do not make use of a proper classifier,
they carry out an experiment with volunteers whose results confirm the usefulness
of the WOM/eWOM data for SA. Bachtiar et al. (2020) and Janowicz-Lomott et al.
(2020) evaluate the performance of the Naïve Bayes classifier in comparison with that
of SVM, CART and Random Forest using several performance metrics in a binary
classification framework. Lastly, Narayanan et al. (2013) introduced an improved
version of the Naïve Bayes classifier that they call Bernoulli NB. They consider a
maximum likelihood version of NB in place of that based on “raw” frequencies. Their
results confirm that the performance of the NB classifier is comparable (or even better)
than that of other methods. As for the implementations of the Naïve Bayes classifier,
Meyer et al. (2019) and Weihs et al. (2005) implement two classifiers that are similar
to that introduced in this paper and can be used in SA. The e1071 R package (Meyer
et al. 2019) implements the classical Naïve Bayes classifier, whilst the klaR (Weihs
et al. 2005) R package can be considered as an extended version of e1071 as it utilizes
kernel-density estimation within Naïve Bayes.

We build on the above-mentioned studies and consider two important aspects. The
first one involves the data cleaning phase. Although we resort to the usual noise filter-
ing, which is being considered mandatory when analyzing textual data, we reduce the
dimensionality of the raw text data. We “merge the words by their meaning” reducing
the amount of less frequent words whilst considering in exactly the same way words
that might have been written in a different manner but contain the same information.
A second important aspect relates to the core component of the proposed Tb-NB clas-
sifier. As better described in Sect. 3, we estimate the log-likelihood ratio of an event,
the latter intended as “a word appears in a text corpora” and “the same word does not
appear in a text corpora”. The resulting sentiment score (value of the log-odds ratio)
is defined in (−∞;+∞). The most extreme values represent a negative sentiment
or a positive one, respectively. Thus, the proposed classifier produces a continuous
sentiment score that allows us not only to be consistent with the classification task (in
other words, to classify a text into positive or negative) but also to use the obtained
score in a post-hoc analysis that highlights how the different dimensions of service
can influence the overall sentiment score (see Sect. 4.3).

3 Threshold-based Naïve Bayes classifier

Bayesian classifiers assign the most likely class to a given example described by its
feature vector. The resulting classifier known as Naïve Bayes (NB) is remarkably suc-
cessful in practice, often competing with much more sophisticated techniques (Huang
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et al. 2003). It has proven effective in many practical applications, including text
classification. The success of NB can be explained as follows: optimality in terms of
classification error is obtained as long as, for each observed class, both the actual and
estimated distributions agree on the most-probable class. For that, NB has been used
extensively in SA to evaluate Customer Satisfaction. Some recent studies document
about its effectiveness (see, for instance Noori 2021; Khan and Zubair 2020; Xu et al.
2020).

The original NB classifier is a probabilistic classifier based on Bayes’ theorem and
thus resulting in a conditional probability model. Its implementation in the e1071 R
package (Meyer et al. 2019) assumes independence of the predictor variables, and
Gaussian distribution (given the target class) of metric predictors, whilst the NB clas-
sifier implemented in the KlaR R package (Weihs et al. 2005) extends the original
specification to kernel estimated densities and allows the user to specify prior proba-
bilities.Whendealingwith textual data, basedon the assumptionofword independence
the main goal of NB is estimating the probabilities of categories given a text document
by using the joint probabilities of words and categories. In view of that, we assume
NB is applied for textual data composed of a huge amount of instances or observations
so that, asymptotically, the observed classes of the response variable are consistent
with the true (unknown) ones. In this setting, no a-priori specification either of the
distribution of the metric predictors or of the response class probabilities is required,
thus the proposed approach is completely data-driven. It results in a new version of the
NB classifier, called Threshold-based Naïve Bayes (Tb-NB), that utilizes a data-driven
decision rule to assign a new case to the most likely between two alternative classes.
This decision rule is based on a threshold whose value is estimated from the training
data.

Tb-NB can be applied when dealing with a labeled context in which each text
corpora is composed, by its nature, of two components: one positive and one negative.
In the case of Booking.com data, observed (textual) data are organized in a collection
of n reviews or opinions about a product or a service. Notationally, the set of reviews
R is split into a training set of size nr , and a test set of size nR − nr .

R = {r1, . . . , r j , . . . , rn}, j = 1, . . . , nr , (nR − nr + 1), . . . , nR.

Following a data cleaning step described in detail in Sect. 4.2, all the nw words
included in the nR reviews are collected in a Bag-of-Words (BoW)

W = {w1, . . . , wi , . . . wnw }, i = 1, . . . , nw.

In the case of the Booking.com data, each review r j is composed of both a positive
comment c+

j and a negative comment c−
j , which are two sets of words with positive

or negative meaning. At least one between these two sets of words is included in r j ,
thus one element between c+

j and c−
j might be an empty set ∅. The content of a review

r j is linked toW as follows

r j = (c+
j ∪ c−

j ) = {w1, . . . , wk, . . . wK } with (w1, . . . , wk, . . . wK ) ∈ W
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Considering a probability function π(·), Tb-NB builds on the Bayes’ rule and
computes a scoring function �(·) for all the nr reviews included in the training set
in order to predict, as accurately as possible, if a word wk included in review r j

( j = 1, . . . , nr ) has a negative or positive sentiment.
Specifically, for a given review r j we define �(wk |(c+

j , c−
j ) ∈ r j ) as the log-odds

ratio of the probability that a comment c j is positive given that it includes a certain
wordwk , that is π(c+

j |wk) over the probability that c j is negative given that it includes

wk , denoted as π(c−
j |wk). Thus, the log-odds ratio � for a word wk in a review r j

( j = 1, . . . , nr ) is

�
(
wk |(c+

j , c−
j ) ∈ r j

)

= log

[
π(c+

j |wk)

π(c−
j |wk)

]

= log

[
π(wk |c+

j )

π(wk |c−
j )

· π(w̄k |c+
j )

π(w̄k |c−
j )

· π(c+
j )

π(c−
j )

]

=
[
logπ(wk |c+

j ) − logπ(wk |c−
j )

]
︸ ︷︷ ︸

L(wk )

+
[
logπ(w̄k |c+

j ) − logπ(w̄k |c−
j )

]
︸ ︷︷ ︸

L(w̄k )

+
[
logπ(c+

j ) − logπ(c−
j )

]

≈ L(wk) + L(w̄k) (1)

�(wk) derives from the sum of two components: a function L(wk) that measures
how likely a specific word wk is present in a text corpora, and a function L(w̄k) that
measures how likely wk is not present in the same text. These two functions derive
from the log-likelihood ratio of the event (wk ∈ r j ) and (wk /∈ r j ), respectively.

The term
[
logπ(c+

j ) − logπ(c−
j )

]
in Eq.1 is discarded as it is constant for all the

words included inW . It corresponds to the proportions of observed positive (negative)
comments in the set of reviews R.

The log-likelihood scores can be implemented for a whole review, as well as by
limiting the analysis to the single (positive or negative) comment in order to predict
its polarity.

In the first case, Eq. (1) allows us to understand if a whole review r j ( j = 1, . . . , nr )
has a negative or a positive sentiment by computing the scoring function �(wk) for
all the K words included in its content:

�
(
r j

) = �(w1, . . . , wk, . . . wK ) =
K∑

k=1

�
(
wk |(c+

j , c−
j ) ∈ r j

)

=
K∑

k=1

L(wk) + L(w̄k) (2)
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In the second case, it is possible to to assess if a comment c j = c+
j ∪ c−

j ( j =
1, . . . , nc) has a negative or a positive sentiment by computing the scoring function
�(wm) for all the M words included in its content:

�
(
c j

) = �(w1, . . . , wm, . . . wM ) =
M∑

m=1

�
(
wm |(c+

j , c−
j ) ∈ c j

)

=
M∑

m=1

L(wm) + L(w̄m) (3)

with (w1, . . . , wm, . . . wM ) ∈ c j ∈ W . In this case, the training set is composed of
nc comments (being part of the entire set of C comments) for which the supervised
learning task is predicting their polarity. Thus, Tb-NB proceeds by computing the
log-odds ratio �(wk) (Eq. 1) for all the words wk ∈ W and next it aggregates the
quantities �(wk) computed with respect to the set of words included in each review
r j ( j = 1, . . . , nr ) based on Eq.2, or the set of words included in each comment c j

( j = 1, . . . , nc) based on Eq.3.
Once the set of scores �

(
r j

)
, or �

(
c j

)
, is computed, a decision rule D has to be

defined in order to classify the review r∗
j included in the test set ( j∗ = nR − nr +

1, . . . , nR), or the comment c∗
j included in the test set ( j∗ = nC − nc + 1, . . . , nC),

as positive or negative. The decision ruleD is defined based on the estimated value of
the threshold parameter τ corresponding to a specific value of the log-odds ratio �(·)
that allows us to classify a review r∗

j , or a comment c∗
j , as positive (+1) or negative

(-1). For example, the decision rule D for r∗
j is defined as

Dr∗
j
:
⎧
⎨
⎩

�
(

r∗
j

)
> τ̂ → r∗

j = −1

�
(

r∗
j

)
≤ τ̂ → r∗

j = +1
( j∗ = nR − nr + 1, . . . , nR) (4)

whilst it is defined in the same way for a comment by replacing r∗
j with c∗

j , and nr

with nc, in Eq.4.
The threshold τ is the unique parameter of the Tb-NB classifier, which is estimated

from the training data. Dealing with a binary classification problem, τ is specified
alternatively as the value minimizing the Type I error, the Type II error or both errors
depending on the peculiarities of the specific classification problem and the objectives
of the analysis (e.g. in Sect. 4.3 we minimize them both). In any case, it is estimated
by applying k-fold cross-validation on the nr (nc) reviews (comments) included in the
learning set.

If the reference text corpora is the set of observed comments, the polarity of each
comment is known a-priori, thus the distributions of the Type I and Type II errors are
defined based on the different values of the log-odds ratio �(c j ) obtained applying
the Tb-NB classifier with prior probabilities corresponding to the observed classes
(proportions of positive or negative comments).

Whereas, when the reference text corpora is the set of reviews the ground truth
is unknown. In this case, the unsupervised experiment is turned into a supervised
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learning experiment and some a-priori information about the polarity of a text corpora
is retrieved from external sources or from data pre-processing. The latter includes,
for example, context-based word embeddings that incorporates the sentiment polarity
information from (external) labeled corpora (Yu et al. 2018).

4 Analyzing reviews on Booking.comwith Tb-NB

The various steps of the analysis of the Booking.com data through Tb-NB are repre-
sented with a flowchart in Fig. 1. The original reviews are scraped and collected in a
specific dataset to which a data cleaning process is applied in order to train the Tb-NB
classifier on cleaned data. Tb-NB produces sentiment scores for each review that are
next used in a post-hoc analysis to show how these scores vary with respect to specific
hotel category, location of the hotel and/or different periods. In this paper, we apply
the Tb-NB classifier to predict the sentiment associated with the reviews containing
opinions about all the Sardinian hotels offering accommodations on Booking.com.
We hereby describe the main feature of collected data, the data cleaning process, and
the performance of the proposed classifier in comparison with that of other possible
competitors.

4.1 Data collection

Hotel guestswho reserved throughBooking.comare asked to leave a review about their
accommodation experience. The review is structured in two parts: a positive comment
and/or a negative one. Two examples of these kind of reviews on Booking.com are
shown in Fig. 2.

We have collected data about Booking.com’s reviews through web-scraping. A
Python extractor has been implemented to retrieve all the valuable information that
is publicly available on the platform once the user has specified a specific destination

Fig. 1 Flowchart summarizing the analysis of the Booking.com data with Tb-NB
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Fig. 2 Two examples of reviews on Booking.com, one in Italian and one in English. For each review, the
first comment (�) is positive whilst the second one (�) is negative. A reviewer might decide to leave just
one of them. A review is the union of the two comments provided by a reviewer

and a range of dates. Such an extractor rely on three main libraries: Requests, that
allows us to send HTTP/1.1 requests extremely easily;1 BeautifulSoup, that allows
us to scrape information from web pages;2 and Parallel, that allows the two previous
libraries to work in parallel.3

Retrieved data have been next organized into flat tables. They concern 619 hotels
operating in Sardinia. For them, it was possible to scrape 66,237 reviews consisting
of 106,800 comments in Italian (86.14%) or English (13.86%) collected from January
3, 2015 to May 27, 2018 (1,240 days). Of these, 62,291 are positive comments and
44,509 are negative comments.

Data have been next organized into two datasets including 127 features in total.
The first dataset (Hotels dataset) includes information about the hotel. Specifically, it
concerns some peculiarities of the hotel (3 features), information about the reviews
(8 features) and the reviewer (2 features), the scores assigned by Booking.com (11
features) and their components (12 features), guests (8 features), characteristics of
the accommodation (32 features), length of stay (6 features) and other information (4
features). An example of data contained in this dataset is shown in Table 1.

The second dataset (Reviews dataset) includes information about the specific
review. In particular, it includes information about the hotel (2 features), the content
of the review and the comments (positive and/or negative, 6 features), the reviewer (2
features), the Booking.com’s score components associated with the specific review (6
features), the guest (4 features), the type of accommodation (16 features), the length
of stay (3 features) and other information (2 features). An example of data contained
in this dataset is shown in Table 2.

1 https://pypi.org/project/requests/.
2 https://pypi.org/project/beautifulsoup4/.
3 https://joblib.readthedocs.io.
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Table 2 Reviews data: 106,800 comments from 66,237 reviews

Name id. comment id. review Text Neg or
Pos

Booking
score

Business Length
of stay

· · ·

Hotel 1 1 1 christina was the
best...

Pos 10.0 Yes 1–3 · · ·

Hotel 1 2 2 we travelled into
cagliari...

Pos 9.2 No 4–7 · · ·

Hotel 1 3 3 it was fantastic... Pos 10.0 No > 7 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
Hotel 619 106,800 66,237 il wifi e le zanzariere

non erano presenti...
Neg 5.0 Yes 4–7 · · ·

The complete list of all variables included in the two datasets is reported in the
“Appendix”. An anonymized random sample of the full dataset is available on the
Github repository.4

4.2 Data cleaning

The just-downloaded raw data is usually not suitable for the analysis. It has many
unnecessary words like stop words that do not explain the meaning of the sentence as
well as acronyms whose meaning is difficult to decipher and hence tend to confuse the
algorithm. Moreover, it contains emojis which have helpful information, so they have
to be converted into meaningful text. Data cleaning is a basic step for preprocessing
the data and make it usable for the analysis. Below mentioned are the details of all the
subsequent steps used in data cleaning for every single observation in the dataset.

1. Preprocessing: a basic—but necessary—filtration is done before moving to the
next step. It consists in removing links, especially partial ones, acronyms since
their meaning is difficult to decipher, and recurrent and meaningless keywords
like RT (re-tweets),@ username, uninterested #hashtags, etc.;

2. Emoticons conversion: such valuable information, especially regarding the sen-
tence sentiment polarity, is contained inside emoticons—like:-) or:-( )—and in
emojis—like � or �. In order to consider them in the same way, emoticons are
converted into emojis;

3. Emoji replacement: Once all emoticons have become emojis, the next step is to
replace the emojis with their corresponding meaning so that they can be further
treated and analyzed togetherwithin the normal text. In thatway, all themeaningful
symbols are now converted into the text;

4. Stop words & alphanumeric characters processing: the incoming text is first tok-
enized into separate words, and any punctuation adjacent to the words is also
separated. Thereafter, these punctuation symbols, along with some alphanumeric
characters that might be present, are detected and removed. Cases of all alpha-

4 https://shorturl.at/fix58.
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Table 3 Example of a threshold-based Naïve Bayes output

w1 w2 w3 w4 w5 · · ·

π(wk |c−
j ) 0.011 0.026 0.002 0.003 0.003 · · ·

π(wk |c+
j ) 0.007 0.075 0.005 0.012 0.001 · · ·

L(wk ) 0.411 −1.077 −1.006 −1.272 1.423 · · ·
L(w̄k ) −0.004 0.052 0.003 0.008 −0.002 · · ·

bets are normalized to lowercase. Next, stop words like “a”, “the”, “do”, “to” are
removed from data as they do not provide any valuable information about the
sentiment deriving from a specific text. However, consistent with Chai (2019) and
Morante and Blanco (2021), negative words like “not” are kept as they completely
alter the meaning of a sentence and profoundly impact its sentiment;

5. stemming: in the last data cleaning phase, the tokens are stemmed; in other words,
they are reduced to their root or base form.For example, “fishing,” “fished,” “fisher”
are all reduced to the stem “fish”. In that way, words that are related to the same
topic by their root or base form are merged.

4.3 Tb-NB results and post-hoc analysis

Weapply theTb-NBclassifier to the cleanedBooking.comdata to evaluate its accuracy
and to show its usefulness in a post-hoc analysis of the results arising from it.

Following the basic steps of Tb-NB, described in Sect. 3, we compute the log odds
ratio (Eq.1) for each word wk included in the Bag-of-Words W obtained after data
cleaning as well as for each comment c j (Eq. 3). An example of the values of some of
the components of the score function �(c j ) specified in Eq.3 is shown in Table 3.

We apply fivefold cross-validation to estimate the threshold parameter τ on the
entire set of 106,800 comments through thedecision rule specified inEq.4.Weestimate
�(c j ) for the observations included in the original data but not in the considered kth
fold (k = 1, . . . , 5) and compute the Misclassification Error (ME) for observations
included in the kth fold. The estimated τ is chosen as the one minimizing at the same
time both the Type I and Type II errors, as both errors (classifying a comment as
positive when it is negative, or vice versa) are considered as equally important in this
particular type of analysis. As shown in Fig. 3, the estimated τ is τ̂ = 1.138, as this
value is that minimizing simultaneously both the Type I and the Type II errors.

Setting the classification rule introduced in Eq.4 as Dc j , with τ̂ = 1.138 Tb-NB is
able to classify correctly 91.1% of the out-of-fold instances.

Thus, the Tb-NB classifier performs well in classifying a comment as positive or
negative. Moreover, the versatile nature of the values produced by the scoring function
�(wk) helps in the interpretation of the results of the analysis. To this purpose, values
of�(wk) can be aggregated together based on some specific criteria. The criterion that
Tb-NButilizes tomerge values of�(wk)when classifying the out-of-fold observations
is, for a given set of words included in a comment c j (c j ∈ W), the aggregation of the
values of �(wk) checking if wk belongs (or not) to a positive comment (c+

j ) and/or
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Fig. 3 Estimation of the threshold parameter τ for the Booking.com data (log(L R) is the value of the
log-odds ratio �(c j ) specified in Eq.3)

to a negative comment (c−
j ) included in a review r j . Thus, the main driver of this

aggregation criterion is the out-of-fold prediction accuracy.
Alternatively, different aggregation criteria can be considered. One interesting

possibility is the definition of some reference categories, or macro-words, and the
computation of the scoring function � for each category. With H categories avail-
able, the scoring function �(h) (h = 1, . . . ,H) is computed aggregating the values
of �(w j ) for all the words w j belonging to the hth category. There are many ways
to identify the most informative categories. For example, it is possible to consider
user-defined categories, categories identified by some context-domain knowledge or
retrieved in literature. In any case, categories are associated with subsets of words hav-
ing the samemeaning. For instance, with theBooking.comdata, thewords “breakfast”,
“restaurant”, “lunch”, etc. all belong to the “food” category. Proceeding in this way, we
consider wordswith similarmeanings andmanually assign them tomacro-words, each
one corresponding to a category. These macro-words include all the words composing
the Bag-of-Words (W). The set of reference categories identified for the Booking.com
data is: “cleaning”, “comfort”, “position”, “price-quality-rate”, “services”, “staff”,
“wifi”, “bar”, “food”, “hotel”, “room”, “sleep-quality”, and “other”. These categories
have been identified starting from the set of original categories available on the Book-
ing.comwebsite and adding newones (“bar”, “food”, “hotel”, “room”, “sleep-quality”,
and “other”) observing that many comments report some characteristics of the service
not considered in the original categories. More specifically, we consider separately
the bar and restaurant (food) service, the other room services besides cleaning and
comfort (i.e., for example, the toilet service) that are assigned to the “room” category,
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and the other features of a hotel beside those specifically mentioned (assigned to the
“hotel” category), the quality of sleeping as it is one of the most discussed topics and,
eventually, the category “other” as the residual one.

Once categories are identified, it is possible to compute the value of the scoring
function � for each category focusing the analysis on a specific hotel, as well as on
a specific hotel category or a specific destination that includes all the hotels located
in a certain area. These disaggregated analyses allow us to understand the strengths
and weaknesses of a specific hotel, a hotel category, or of a destination, respectively.
These kinds of assessments can be done both cross-sectionally or longitudinally.

As an example, to better highlight the information content of these categories,
Fig. 4 shows where the hotels are located in the Sardinian region (Fig. 4, top panel)
together with the average overall score � obtained from the Tb-NB classifier in the
period January 3, 2015, to May 27, 2018 (Fig. 4, bottom panel). Data are colored
with different intensities of red or blue based on the 8 districts that comprise the
Sardinian region. Recalling that the more positive the score obtained for the overall
sentiment the more positive the clients’ satisfaction, Fig. 4 (bottom panel) shows the
values of the scoring function � corresponding to different satisfaction levels. This
kind of representation immediately gives an idea of the geographical distribution of the
average overall satisfaction of hotels’ guests: it is possible to notice that the districts
of Cagliari, Olbia Tempio, and Sassari are those having the highest number of hotels
but the highest average clients’ satisfaction is observed in the districts of Carbonia-
Iglesias, Nuoro, and Ogliastra.

Moreover, since reviews occur in different time occasions it is possible to consider
time series data obtained by computing longitudinally the scoring function �(·) for
each category h in order to assess how the quality of a specific service offered by
hotel(s) changes in time. To demonstrate the information content obtainable from this
kind of aggregation criterion, the values of the scoring function �(·) computed in
the period February 1, 2018 to May 27, 2018 are plotted in Fig. 5 for all the above-
mentioned categories with regard to a Sardinian hotel that has obtained the maximum
score (10 points) on the Booking.com website.

For each line represented in the plot, the higher the score the more positive is the
sentiment and vice versa. The line in black is the overall sentiment score. Despite the
maximum score assigned by Booking.com, observing the plotted values of the scoring
function �(·) for the different categories it is possible to notice that the quality of the
food services offered by this hotel is decreasing in time. Likewise, the same kind of
plot is shown for all the hotels located in the district of Cagliari (Fig. 6, top panel)
and in that of Sassari (Fig. 6, bottom panel) with respect to the whole set of reviews
collected in the period January 3, 2015 to May 27, 2018.

Comparing trends observed for the different service categories in the two districts,
as well as in the overall score, it is possible to notice how the quality of each service
offered by hotels in the two districts evolves in time.

Another useful option is using the output obtained from Tb-NB as input for another
auxiliary model. For this purpose, we have used the polarity (positive or negative)
estimated with Tb-NB for each review r j , together with the values of the components
L(wi ∈ h) and L(w̄i ∈ h) of the scoring function �(·) computed for all the words
belonging to the previously discussed macro-words or aggregated categories (h =
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Fig. 4 The number of hotels in the 8 districts of the Sardinian region (Top panel) and the average clients’
satisfaction observed in the period January 3, 2015, to May 27, 2018 (bottom panel)
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Fig. 5 Time-series of the scoring function�(·) for each category of services offered by a hotel scored 10/10
on Booking.com

1, . . . ,H) as predictors in a regression model aimed at predicting the official score
assigned by Booking.com to hotels, namely a response variable defined in [0, 10]. We
compare the MSE obtained by the model using this set of predictors to that of the
model including as predictors all the words included in the Bag-of-Words W . In this
case, the best performing model is Random Forest but, importantly, MSE is reduced
of 13.60% when using the model including only the polarity and the scores of the
categories as predictors compared to the case of the most extended model. Of course,
the benefits in terms of computing time are also relevant, as the reduced model runs
in about 9min with a 4.5 Ghz Exacore Processor with 16 Gb of RAM, whilst the
complete models runs in more than 3h with the same machine. Since Booking.com
provides scores for each service offered by a hotel, the same prediction model can be
applied for each service, thus obtaining predicted scores arising from reviews’ content
for each hotel service. Anyway, considering the log-likelihood ratios of categories
(originated by merging similar words included in the BoW), this simple experiment
demonstrates that using them as inputs for an auxiliary model, in place of the single
words (wk ∈ W), considerably improves the prediction of such an auxiliary model.

5 Benchmarking Tb-NB

The performance of Tb-NB is compared with that of other well-known classifiers, in
particular: Logistic Regression (LOG), Random Forest (RF), standard Naïve Bayes
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Fig. 6 Time-series of the scoring function � for each category of services offered by hotels located in the
district of Cagliari (top panel) and in that of Sassari (bottom panel)

(NBE1071), Naïve Bayes using kernel estimated densities (NBKlaR), Decision Trees
(CART), Linear Discriminant Analysis (LDA), and Support Vector Machine (SVM).
Comparisons are based on three main factors: prediction accuracy, noise resistance,
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and computational efficiency. All of these aspects are analyzed more in detail in what
follows.

5.1 Accuracy

As anticipated in Sect. 4.3, Tb-NB is able to correctly estimate 91.1% of observed
comments. For this data, we compare the performance of Tb-NBwith that of competi-
tors using diverse classification performance metrics: accuracy, sensitivity, fall-out,
F1 score, and Matthews’ correlation coefficient (see Chicco and Jurman 2020 for a
comparison). Results are summarized in Table 4. The Threshold-based Naïve Bayes
classifier performs considerably better than competitors as it provided a Matthews
correlation coefficient (Accuracy) of 0.813 (0.9111) versus an average value of 0.508
(0.805) obtained from the alternatives. The superiority of Tb-NB over competitors is
also evident if we compare graphically the accuracy of different classifiers through
the ROC curves (Fig. 7).

To further enforce the validity of the results obtained on the whole dataset we
consider how classifiers accuracy varies when changing the dataset size as well as
the size of both training and test sets. To this purpose, we re-estimate the classifiers
repeating the analysis several times based on the following factors:

(a) The total sample size n: 20,000; 50,000 and 100,000;
(b) The training-test set proportions: 50–50, 67–33, 80–20;
(c) The selection of comments with more than three words only.

The last factor is considered because preliminary trials seem to indicate that remov-
ing short comments (up to threewords) improves the classification accuracy of Tb-NB.
For each combination of total sample size × training-test set proportions × elimina-
tion of short comments we estimate the different classifiers 100 times on resampled
versions of the original data and compute the performance metrics reported in Table
5. For the sake of brevity, Table 5 reports results for the 80–20 cases only. Results
obtained for the other training-test set proportions are very similar to those of Table 5
and are reported in the “Appendix”. Results reported in Table 5 indicate that, although

Table 4 Performance metrics on
raw data using fivefold cross
validation

Classifier ACC Sensitivity Fall-out F1 MCC

Tb-NB 0.911 0.929 0.117 0.926 0.813

LOG 0.850 0.884 0.532 0.877 0.361

RF 0.811 0.873 0.591 0.849 0.303

NB(E1071) 0.806 0.804 0.389 0.834 0.390

NB(KLAR) 0.806 0.804 0.389 0.834 0.390

CART 0.768 0.842 0.587 0.815 0.272

LDA 0.764 0.860 0.641 0.816 0.246

SVM 0.793 0.930 0.290 0.771 0.621

Average 0.805 0.893 0.377 0.810 0.508

Best values of performance metrics reported in bold
ACC accuracy, F1 F1-score, MCC Matthews correlation coefficient
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Threshold-based Naïve Bayes classifier

Fig. 7 ROC curve for benchmarking of the Threshold-based Naïve Bayes Classifier

Tb-NB is never the best nor the worst performing classifier, it provides values of clas-
sification accuracy metrics that are in line with those obtained by other classifiers.
This finding enforces the strength of Tb-NB as it probably provides the most easily
interpretable and usable output, as demonstrated in Sect. 4.3.

5.2 Noise resistance

In sentiment analysis Natural Language text comments are usually classified into
positive or negative. Thus, the response variable is usually a binary response y =
{−1,+1}. A classifier is more and more accurate as long as the two conditional
distributions X|(y = −1) and X|(y = +1) are well separated. If this separation is not
so evident even a complex classifier cannot bevery accurate in estimating thepolarity of
Natural Language text comments. In this framework, we evaluate the noise resistance
of compared classifiers as their ability to be as much as possible accurate when the
two above-mentioned conditional distributions have some degree of overlapping. To
make the two distributions overlap we artificially inject some noise into the original
data. Noise injection is obtained by scrambling the label of the response variable, from
positive to negative or vice versa, while keeping the content of the words unchanged
in a subset of observed comments. Next, the resistance of a classifier is evaluated as its
ability to provide good classification performancemetrics in the perturbed dataset, that
is a dataset composed of a proportion of original unperturbed data and a proportion
of perturbed data. In our experiments, we compare the performance of the different
classifiers while varying the proportion of perturbed data from 1 to 50% of the sample
size.

Results of these resistance tests are reported in Table 6 and Figs. 8 and 9. Table 6
reports the values of the classification performance metrics in the case the percentages
of perturbed data are equal to 0%, 25%, 33%, and 50%, respectively.
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Table 6 Classifiers’ resistance—performance metrics obtained by cross-validation for each percentage of
perturbed data

Classifier Perturbed data (%) ACC TPR TNR F1 MCC rk

Tb-NB 0 0.911 0.930 0.882 0.926 0.814 5.2

NB(KLAR) 0.899 0.947 0.838 0.913 0.796 5.6

NB(E1071) 0.899 0.947 0.838 0.913 0.796 5.6

RF 0.953 0.963 0.939 0.961 0.903 1.0

SVM 0.899 0.939 0.846 0.913 0.793 6.2

CART 0.810 0.875 0.731 0.835 0.616 7.8

LDA 0.914 0.939 0.878 0.927 0.821 4.4

LOG 0.918 0.937 0.891 0.932 0.830 3.6

TB-NB 25 0.909 0.912 0.903 0.926 0.808 3.0

NB(KLAR) 0.878 0.964 0.786 0.891 0.766 5.2

NB(E1071) 0.878 0.964 0.786 0.891 0.766 5.2

RF 0.832 0.880 0.769 0.857 0.655 7.6

SVM 0.886 0.957 0.806 0.900 0.777 4.2

CART 0.685 0.915 0.565 0.665 0.465 8.6

LDA 0.902 0.928 0.865 0.918 0.798 3.4

LOG 0.902 0.927 0.866 0.918 0.797 3.4

TB-NB 33 0.883 0.858 0.937 0.909 0.757 4.4

NB(KLAR) 0.881 0.964 0.791 0.893 0.771 4.2

NB(E1071) 0.879 0.965 0.787 0.892 0.768 5.0

RF 0.768 0.836 0.685 0.798 0.529 8.0

SVM 0.885 0.955 0.805 0.899 0.774 4.0

CART 0.601 0.601 NaN 0.751 −1.000 9

LDA 0.887 0.915 0.848 0.905 0.767 3.4

LOG 0.887 0.915 0.848 0.905 0.767 3.4

TB-NB 50 0.606 0.606 0.313 0.755 0.005 3.0

NB(KLAR) 0.417 0.562 0.343 0.555 −0.096 6.8

NB(E1071) 0.477 0.567 0.350 0.560 −0.083 5.8

RF 0.502 0.603 0.401 0.501 0.004 5.0

SVM 0.526 0.517 0.122 0.684 −0.188 5.8

CART 0.502 NaN NaN 0.386 −1.000 8.0

LDA 0.497 0.610 0.408 0.518 0.018 3.8

LOG 0.497 0.610 0.408 0.518 0.018 3.8

ACC accuracy, TPR true positive rate, TNR true negative rate, F1 F1-score, MCC Matthews’ correlation
coefficient, rk average rank of the performance metrics ACC, TPR, TNR, F1 and MCC
Best values of performance metrics are reported in bold
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It is worth noticing that Tb-NB is always among the top-ranked classifiers when
increasing the percentage of perturbed data. When it is not ranked first, it provides
values of the performance metrics that are always not far from those of the best-
performing classifier.

The high resistance of Tb-NB is even more evident if the classifiers are compared
in terms of Matthews’ correlation coefficient (MCC). As is well known, MCC varies
between −1 (worst classifier) and 1 (best classifier), whilst MCC= 0 indicates that
the classifier is performing like a “toss-a-coin” model. Thus, if the MCC value is
between 0 and 1 a classifier is “usable”, otherwise, it is “useless”. Figure8 compares
the different classifiers in terms of MCC by varying the percentage of perturbed data
from of one unit at a time, from 1 to 50%.

Results reported in Fig. 8 show that MCC of all the classifiers but not Tb-NB
decreases rapidly to zero, or even −1, as long as the percentage of perturbed data
increases from 33 to 50%. Tb-NB, instead, presents good values of MCC up to a
percentage of perturbed data higher than 45%.

To further investigate the good performance of Tb-NB, we compute the other per-
formance metrics for Tb-NB only still varying the percentage of perturbed data from
one unit at a time, from 1 to 50%. In this case, besides the previously computed perfor-
mancemetrics, we also consider the BookMaker informedness (BM) andMarKedness
(MK) (Chicco et al. 2021). Results reported in Fig. 9 show that Tb-NB is resistant to
noise injection with respect to all the considered classification performance metrics.

5.3 Computational efficiency

Finally, after assessing how accurate and resistant the proposed classifier is, we con-
sider the computational efficiency. For this purpose, to assess how much time is
required to train a classifier and predict new instances, we consider a dataset of 100
random observations drawn from the entire set of Booking.com reviews.We randomly
split the set of 100 cases into a learning set and a test set of equal size. For the set
of classifiers already considered to evaluate accuracy and resistance, we compute the
time required to train the classifier and that required to predict test set cases and com-
pare the performance obtained for the different classifiers with that of Tb-NB. The
whole experiment (sampling, estimation, and prediction) is repeated 100 times.

Results are summarized in Table 7 in terms of average computing time. It is
demonstrated that Tb-NB is considerably quicker both in training and predicting time
compared to the others. In particular:

(a) Tb-NB is∼288 times quicker in prediction, and∼5 times quicker in training, than
the standard Naïve Bayes;

(b) Tb-NB is ∼19 times quicker in training and ∼82 times quicker in prediction than
logistic regression (LOG);

(c) Tb-NB is ∼12 times quicker in training and ∼26 times quicker in prediction than
random forest (RF);

(d) Besides Tb-NB, LDA and CART are the less computationally demanding clas-
sifiers. However, it is worth recalling that CART is very sensitive to outliers, as
well as it is most of the time the less accurate and resistant classifiers among the
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Fig. 8 Classifiers’ resistance—MCC values over perturbed data percentage variation

Fig. 9 Threshold-based NB performance indicators
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Table 7 Computational efficiency

MODEL TRAINING
TIME

PREDICTING
TIME

TRAINING
TIME/Tb-NB

PREDICTING
TIME/Tb-NB

Tb-NB 5.273 0.371 1.000 1.000

NB(KLAR) 26.999 106.608 5.120 287.654

NB(E1071) 26.999 106.608 5.120 287.654

RF 64.876 9.718 12.303 26.222

SVM 35.019 24.329 6.641 65.645

CART 11.177 4.162 2.120 11.229

LDA 8.418 0.779 1.549 2.101

LOG 102.026 30.260 19.348 81.650

Average training and predicting time (in seconds) of the considered classifiers for a training set of 50
observations and a test set of the same size (100 experiments)

set of the compared classifiers. As for LDA, it works well only when the initial
assumptions (Gaussian distribution for each class, linear boundary, classes with
the same variance, etc.) are met.

6 Concluding remarks

Nowadays, online word-of-mouth is a very important resource for electronic busi-
nesses because people pay close attention to user-generated reviews to decide on a
specific product or service or to have an idea about the reputation of the product or
service supplier. It happens that more and more consumers trust other consumers’
reviews posted online. This phenomenon is characterizing the tourism industry also,
thanks to the unprecedentedly growing of Internet applications for travel and tourism.
Travel-related information, including hotel reviews, which are becoming one of the
most popular online word-of-mouth. Consumer reviews can help travelers filter an
enormous amount of information about their possible options. For example, con-
sumers’ reviews can be effective for the performance of small hospitality businesses
that cannot access big advertising campaigns. More generally, word-of-mouth can
affect managers to consider their brand building, product development, and quality
assurance. However, when reading online reviews people might get confused because
the available information is too vast. The main reason is that people are unable to read
all the available reviews one by one. Thereby, sentiment analysis and classification of
reviews into positive or negative opinions, has aroused researchers’ great interest in
recent years.

The above-mentioned considerations motivate the Threshold-based Naïve Bayes
(Tb-NB) classifier introduced in this paper. It is a flexible, completely data-driven
classifier, able to classify textual content into a positive or negative opinion based
on a decision rule deriving from a single threshold value to be estimated from data.
It is worth noticing that the model is completely nonparametric as no distribution
of variables among the different classes is assumed. Obtained results depend on the
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words included in the text only, thus paraphrasing a well-known motto popular in the
context of nonparametric statistics it is possible to state that the inspiring principle of
Tb-NB is “Let the words speak for themselves!".

We have shown that Tb-NB output allows the user to evaluate different dimensions
of the service offered and thus understand the strengths andweaknesses of the supplier.
The output of Tb-NB can be fruitfully utilized in a post-hoc analysis to understand how
the quality of service, and the customer satisfaction levels, vary in time or in different
areas. Moreover, we have shown that Tb-NB is accurate, resistant, and efficient from
a computational viewpoint compared to other popular classifiers used for Sentiment
Analysis.

The performance of Tb-NB has been evaluated on Booking.com data characterized
by the presence of two sections in a review, namely a positive comment and a negative
one but, in principle, Tb-NB can be used for any type of textual data. The analysis
has been focused on reviews obtained from hotels guests of Sardinian hotels as a case
study but no limitation about the number and the type of reviews to be analyzed exists.
We have chosen Booking.com as a reference platform as the reviews there available
come from customers who effectively stayed in a hotel.

Future research is mainly addressed to the generalization of the philosophy sup-
porting Tb-NB into a framework that will allow us to use Tb-NB even for unlabeled
textual data, as well as to the specification of an improved (iterative) version of Tb-NB
which focuses on misclassified reviews in order to derive a more accurate decision
rule for them.
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Appendix

List of variables included in the Hotels data

1. Name: hotel’ name
2. Type: hotel type {1–Star, 2–Star, 3–Star, 4–Star, 5–Star, Other Facilities}
3. Postal Code: address related infos
4. City: address related infos
5. Oldest review: the date of the oldest review
6. Newest review: the date of the newest review
7. Analyzed days: total count of the considered days
8. Analyzed reviews/Analyzed days: proportion of analyzed reviews per day
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9. Reviews/Analyzed days: proportion of total reviews count per day
10. Analyzed reviews: total count of the gathered reviews
11. Reviews: total count of the hotel’ reviews
12. Analyzed reviews/Reviews: proportionof gathered reviewsover the total amount
13. Positive comments: total count of the positive comments
14. Negative comments: total count of the negative comments
15. Booking overall score
16. Booking cleaning score
17. Booking comfort score
18. Booking position score
19. Booking services score
20. Booking staff score
21. Booking price-quality-rate score
22. Booking wifi score
23. Positive scores: mean of the positive comments scores
24. Negative scores: mean of the negative comments scores
25. Reviewer’ reviews count: mean of the reviews count per reviewer
26. Apartment Standard: proportion of reviews with this room type
27. Apartment Superior: proportion of reviews with this room type
28. Bungalow Standard: proportion of reviews with this room type
29. Bungalow Superior: proportion of reviews with this room type
30. Double Standard (same-bed): proportion of reviews with this room type
31. Double Superior (same-bed): proportion of reviews with this room type
32. More Double Rooms: proportion of reviews with this room type
33. More Rooms: proportion of reviews with this room type
34. Single room Standard: proportion of reviews with this room type
35. Single room Superior: proportion of reviews with this room type
36. Double Standard: proportion of reviews with this room type
37. Double Superior: proportion of reviews with this room type
38. Triple Standard: proportion of reviews with this room type
39. Triple Superior: proportion of reviews with this room type
40. Family Standard: proportion of 4 beds standard rooms reviews
41. Family Superior: proportion of 4 beds superior rooms reviews
42. Group: proportion of group of people (2 or more) reviews
43. Single traveller: proportion of single travellers reviews
44. Business trip: proportion of business trip travellers reviews
45. Pleasure trip: proportion of business trip travellers reviews
46. Length of stay 1–3: proportion of reviews with a 1–3 nights stay
47. Length of stay 4–7: proportion of reviews with a 4–7 nights stay
48. Length of stay > 7: proportion of reviews with a > 7 nights stay
49. With a pet: proportion of travellers with a pet reviews
50. Other: proportion of reviews with none of the previous type of rooms
51. Apartment Standard (only positive): proportion of reviews with this room type
52. Apartment Superior (only positive): proportion of reviews with this room type
53. Bungalow Standard (only positive): proportion of reviews with this room type
54. Bungalow Superior (only positive): proportion of reviews with this room type

123



M. Romano et al.

55. Double Standard (same-bed) (only positive): proportion of reviews with this
room type

56. Double Superior (same-bed) (only positive): proportion of reviews with this
room type

57. More Double Rooms (only positive): proportion of reviews with this room type
58. More Rooms (only positive): proportion of reviews with this room type
59. Single room Standard (only positive): proportion of reviews with this room type
60. Single room Superior (only positive): proportion of reviews with this room type
61. Double Standard (only positive): proportion of reviews with this room type
62. Double Superior (only positive): proportion of reviews with this room type
63. Triple Standard (only positive): proportion of reviews with this room type
64. Triple Superior (only positive): proportion of reviews with this room type
65. Family Standard (only positive): proportion of 4 beds standard rooms reviews
66. Family Superior (only positive): proportion of 4 beds superior rooms reviews
67. Group (only positive): proportion of group of people (2 or more) reviews
68. Single traveller (only positive): proportion of single travellers reviews
69. Business trip (only positive): proportion of business trip travellers reviews
70. Pleasure trip (only positive): proportion of business trip travellers reviews
71. Length of stay 1–3 (only positive): proportion of reviews with a 1–3 nights stay
72. Length of stay 4–7 (only positive): proportion of reviews with a 4–7 nights stay
73. Length of stay > 7 (only positive): proportion of reviews with a > 7 nights stay
74. With a pet (only positive): proportion of travellers with a pet reviews
75. Other (only positive): proportion of reviews with none of the previous type of

rooms
76. Apartment Standard (only negative): proportion of reviews with this room type
77. Apartment Superior (only negative): proportion of reviews with this room type
78. Bungalow Standard (only negative): proportion of reviews with this room type
79. Bungalow Superior (only negative): proportion of reviews with this room type
80. Double Standard (same-bed) (only negative): proportion of reviews with this

room type
81. Double Superior (same-bed) (only negative): proportion of reviews with this

room type
82. More Double Rooms (only negative): proportion of reviews with this room type
83. More Rooms (only negative): proportion of reviews with this room type
84. Single room Standard (only negative): proportion of reviews with this room type
85. Single room Superior (only negative): proportion of reviews with this room type
86. Double Standard (only negative): proportion of reviews with this room type
87. Double Superior (only negative): proportion of reviews with this room type
88. Triple Standard (only negative): proportion of reviews with this room type
89. Triple Superior (only negative): proportion of reviews with this room type
90. Family Standard (only negative): proportion of 4 beds standard rooms reviews
91. Family Superior (only negative): proportion of 4 beds superior rooms reviews
92. Group (only negative): proportion of group of people (2 or more) reviews
93. Single traveller (only negative): proportion of single travellers reviews
94. Business trip (only negative): proportion of business trip travellers reviews
95. Pleasure trip (only negative): proportion of business trip travellers reviews
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96. Length of stay 1–3 (only negative): proportion of reviews with a 1–3 nights stay
97. Length of stay 4–7 (only negative): proportion of reviews with a 4–7 nights stay
98. Length of stay> 7 (only negative): proportion of reviews with a> 7 nights stay
99. With a pet (only negative): proportion of travellers with a pet reviews
100. Other (only negative): proportion of reviews with none of the previous type of

rooms
101. SleepQuality: proportion of reviews with a SleepQuality topic
102. Room: proportion of reviews with a Room topic
103. Services: proportion of reviews with a Services topic
104. PriceQualityRate: proportion of reviews with a PriceQualityRate topic
105. Cleaning: proportion of reviews with a Cleaning topic
106. Food: proportion of reviews with a Food topic
107. SleepQuality (only positive): proportion of reviews with a SleepQuality topic
108. Room (only positive): proportion of reviews with a Room topic
109. Services (only positive): proportion of reviews with a Services topic
110. PriceQualityRate (only positive): proportion of reviews with a PriceQualityRate

topic
111. Cleaning (only positive): proportion of reviews with a Cleaning topic
112. Food (only positive): proportion of reviews with a Food topic
113. SleepQuality (only negative): proportion of reviews with a SleepQuality topic
114. Room (only negative): proportion of reviews with a Room topic
115. Services (only negative): proportion of reviews with a Services topic
116. PriceQualityRate (only negative): proportion of reviewswith a PriceQualityRate

topic
117. Cleaning (only negative): proportion of reviews with a Cleaning topic
118. Food (only negative): proportion of reviews with a Food topic

List of variables included in the Reviews data

1. Name: associated hotel’ name
2. id. comment
3. id. review
4. Text: text corpora of the review
5. Neg or Pos: text classified by the reviewer as Negative or Positive {Neg, Pos}
6. Booking Score: Booking overall score
7. Booking sort position: sorted position of the review from Booking
8. Date: date of the review
9. Reviewer’ reviews count: reviews count of the reviewer

10. Apartment Standard: review with this type of room (yes/no)
11. Apartment Superior: review with this type of room (yes/no)
12. Bungalow Standard: review with this type of room (yes/no)
13. Bungalow Superior: review with this type of room (yes/no)
14. Double Standard (same-bed): review with this type of room (yes/no)
15. Double Superior (same-bed): review with this type of room (yes/no)
16. More Double Rooms: review with this type of room (yes/no)
17. More Rooms: review with this type of room (yes/no)
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18. Single room Standard: review with this type of room (yes/no)
19. Single room Superior: review with this type of room (yes/no)
20. Double Standard: review with this type of room (yes/no)
21. Double Superior: review with this type of room (yes/no)
22. Triple Standard: review with this type of room (yes/no)
23. Triple Superior: review with this type of room (yes/no)
24. Family Standard: review with this type of room (yes/no)
25. Family Superior: review with this type of room (yes/no)
26. Group: review from a group of 2 or more people (yes/no)
27. Single traveller: review from a single trip traveller (yes/no)
28. Business trip: review from a business trip traveller (yes/no)
29. Pleasure trip: review from a business trip traveller (yes/no)
30. Length of stay: {1–3, 4–7, > 7} nights
31. With a pet: review from a traveller with a pet (yes/no)
32. Other: review with none of the previous type of rooms (yes/no)
33. SleepQuality: review with a SleepQuality topic (yes/no)
34. Room: review with a Room topic (yes/no)
35. Services: review with a Services topic (yes/no)
36. PriceQualityRate: review with a PriceQualityRate topic (yes/no)
37. Cleaning: review with a Cleaning topic (yes/no)
38. Food: review with a Food topic (yes/no)

See Tables 8 and 9.
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Threshold-based Naïve Bayes classifier
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