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Introduction

Many of the current High Energy Physics experiments need to operate at a higher
instantaneous luminosity in order to increase the amount of collected data and fully
exploit the discovery potential of such experiments. The High Luminosity Large Hadron
Collider (HL-LHC) is a major upgrade of the LHC to increase the instantaneous lumi-
nosity from 2027, up to 5 · 1034 cm−2 s−1, to fulfill the physics requirements of ATLAS
and CMS experiments. This instantaneous luminosity increase poses some challenges
at a technological level both for sensors and their electronics, in particular for tracking
detectors close to the interaction point. These detectors have to operate in a harsh
environment and sustain a high radiation damage and a large pile-up, which will be
up to 140-200 interactions per bunch crossing for ATLAS and CMS experiments and
about 40 for the LHCb experiment.
The development of new technologies, both in terms of sensors and electronics, is
required to build experiments able to operate in these conditions. Simulation studies
have shown that the introduction of an accurate time information to particle hits or
tracks is fundamental to maintain the current tracking detector performances also in
high luminosity conditions. In fact, an excellent time resolution allows to disentangle
the proton-proton interactions that occur in the same bunch crossing. The LHCb
VErtex LOcator (VELO) is one of the tracking detectors that requires a major upgrade
to deal with the LHCb high luminosity phase, that will start after the Long Shutdown 4.
Simulations performed by the LHCb collaboration have shown that the requirements to
recover the same performances of the current VELO detector, but in the high luminosity
conditions, are: a time resolution better than 50 ps per hit, a spatial resolution of the
order of 10 − 20 µm and a radiation hardness up to 6 · 1016 1 MeV neq/cm2.

This thesis work was done within the INFN-CSN5 R&D TimeSPOT project which
aims to develop a new detector satisfying the LHCb VELO requirements for Run 5 and
Run 6. TimeSPOT goals meet also the requirements of other detectors, e.g. the NA62
GigaTracker and the CMS Precision Proton Spectrometer. On the sensor side, new
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3D silicon and diamond sensors have been developed. In this thesis, the development
and characterization of the TimeSPOT 3D-trench type silicon sensors is described.
These characterizations have been made in the laboratory and in several test beam
campaigns, both on non-irradiated and highly irradiated devices. The structure of the
thesis is described in the following.
Chapter 1 describes the scientific context of this work. The CERN accelerator complex
is briefly described together with the scientific motivations of the LHC luminosity
increase and the consequences on the experiments detectors. In particular three sub-
detectors, requiring sensors with performance matching the TimeSPOT results and
goals, are described: the LHCb VErtex LOcator, the CMS Precision Proton Spectrom-
eter and the NA62 GigaTracker. In Chapter 2 the detection of charged particles with
silicon sensors is described, starting from physical principles of radiation interaction
with matter. The signal formation in silicon sensors hit by a charged particle and
the damage induced on these sensors by the radiation are described. Finally, the
state-of-the art of silicon sensors for timing applications is illustrated.
Chapter 3 is dedicated to the TimeSPOT project. The first steps of sensors design opti-
mization and production are described. Moreover, the development of the TimeSPOT
ASIC in 28 nm CMOS technology and first results are presented. In Chapter 4 the
results of the first TimeSPOT test beam, conducted at the Paul Scherrer Institut (PSI)
test beam facility, are shown. In addition to this, the laboratory characterization of
the system of the two MCP-PMTs used at the test beam as time reference detector is
described. Chapter 5 is dedicated to the deeper understanding of the first TimeSPOT
test beam results through a simulation package developed within the TimeSPOT
project. Moreover, the setup improvements in terms of electronics and time reference
detector, made in light of test beam and simulation results, are shown. In Chapter 6
the TimeSPOT sensors laboratory characterization, performed with a 90Sr source, is
presented. Moreover, results of a preliminary characterization of 3D-trench silicon
sensors with three different pitch sizes, made with an infrared laser setup, are shown.
Chapter 7 shows the results from the test beam conducted at CERN Super Proton
Synchrotron (SPS) H8 beamline, mainly concerning time resolution and efficiency
performance of non-irradiated TimeSPOT sensors. Finally, Chapter 8 is dedicated to
the characterization measurements made on highly irradiated TimeSPOT sensors, up
to 2.5 · 1016 1 MeV neq/cm2, both in the laboratory and in a test beam campaign at
SPS.



Chapter 1

High luminosity experiments at
CERN

This Chapter is an introduction about the context in which this PhD thesis work has
been developed. The TimeSPOT sensors, whose development and characterization
is described in this thesis, find their main application in some of the High Energy
Physics (HEP) experiments located at CERN. Firstly the CERN accelerator complex
is described. Particular attention is given to the future High Luminosity phase of the
Large Hadron Collider (HL-LHC) that poses important challenges at a technological
level for the detectors. Finally, the detectors for which the TimeSPOT sensors are a
possible solution for their upgrades will be described: the LHCb VErtex LOcator, the
CMS Precision Proton Spectrometer and the NA62 GigaTracker.

1.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is the world’s largest and most powerful particle
accelerator, located at CERN, in the tunnel that previously hosted the Large Electron
Positron (LEP) collider which operated from 1989 to 2000. It first started up in 2008.
The LHC sits in a 27 km long circular tunnel 100 m underground on the Franco-Swiss
border near Geneva, Switzerland and it is the last element of the CERN accelerator
complex, which consists of a chain of machines in which, at each stage, particle beams
are accelerated at increasingly higher energies. The LHC is able to accelerate two
counter-rotating bunches of protons or ions. The first case represents the main operation
mode, since LHC experiments mainly investigate proton-proton (pp) collisions at the
center of mass energy of

√
s = 13 TeV, close to the maximum design value of 14 TeV.

The CERN accelerator complex is shown in Figure 1.1, with highlighted the positions
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of the four interaction points in which the four main LHC experiments are located:
ALICE [2], ATLAS [3], CMS [4] and LHCb [5]. First of all, protons are obtained
by ionizing hydrogen gas with an electric discharge and are accelerated by a linear
accelator, LINAC2, up to 50 MeV. The protons are then injected into the Proton
Synchrotron Booster (PSB) in which the proton beam energy is increased up to 1.4 GeV.
Then, the Proton Syncrotron (PS) accelerates protons up to 26 GeV that are injected
into the Super Proton Synchrotron (SPS) accelerator, where the protons beam reaches
the energy of 450 GeV and at this point it is split and the resulting two beams are
injected into the two parallel tubes of the LHC, kept at ultrahigh vacuum. The beams
are accelerated by radiofrequency cavities and their motion is guided by dipole magnets,
used to bend their direction, and quadrupole magnets to ensure that the beam remain
squeezed. The protons are not distributed continuously in the beams, but grouped
together in bunches. Each proton beam at full intensity consists of 2808 bunches,
spaced by 25 ns, resulting in a bunch crossing frequency of 40 MHz. Each bunch is
filled with up to 1.15 · 1011 protons. The two beams travel in opposite directions and
collide with a center-of-mass energy of 14 TeV in the four interaction points where the
four major LHC experiments are located.

Fig. 1.1 Schematic overview of the CERN accelerator complex [6].

The ATLAS and CMS experiments are general purpose detectors focused on the study
of the electroweak and Higgs sector of the Standard Model (SM) and on direct search
of New Physics (NP), in particular searching for production of beyond SM particles.
The ALICE experiment mainly investigates the properties of QCD in high density
regimes in heavy ion collisions. The LHCb experiment is dedicated to the measurement
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of the properties of b-hadron and c-hadron decays.
The LHC operates at a nominal instantaneous luminosity of 1 · 1034 cm−2 s−1, though
the instantaneous luminosity is reduced at the LHCb and ALICE interaction points,
in order to limit the number of interactions per bunch-crossing.

1.1.1 High Luminosity LHC

Figure 1.2 shows the projected performance of LHC until 2038 in terms of peak
luminosity and integrated luminosity. After Long Shutdown 3 (LS3), the LHC machine
will enter the High Luminosity phase (HL-LHC) [7]. Indeed, the statistical gain in
running the accelerator without a significant luminosity increase after Run 3 would
be marginal. To fully exploit the LHC discovery potential a major upgrade is needed
in order to increase the luminosity, and consequently collision rate, by a factor of five
beyond its design value of 1 · 1034 cm−2 s−1. This upgrade of the machine requires about
10 years of prototyping, testing and realization of the new equipment.

Fig. 1.2 Projected LHC performance until 2037, showing the schedule for Run periods
and Long Shutdowns (LS) of the LHC and projected luminosity values.

The High Luminosity phase poses important challenges at a technological level for
the detectors of the LHC experiments, that have to cope with a higher collision rate
and have also to minimize the pile-up problem effects. Operating at a luminosity
of 5 · 1034 cm−2 s−1 in the ATLAS and CMS experiments and at 2 · 1034 cm−2 s−1 in
LHCb will produce a pile-up of 140-200 [8] and 40 [9] respectively. This high pile-up
(Figure 1.3) would cause inefficiencies to the current detectors, that for this reason have
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to be upgraded. A second issue introduced by the luminosity increase is the higher
radiation damage caused by the larger number of collisions and by collision products
on the sensors and on the read-out electronics. Therefore, a huge R&D work is needed
to develop new technologies to deal with the high luminosity conditions.

Fig. 1.3 Collisions recorded by the CMS detector during a high pile-up fill (2016) at√
s = 13 TeV [10]. The events are from isolated bunches with average pile-up roughly

around 100.

1.2 High luminosity tracking detectors upgrades

One of the R&D projects started to provide a valid solution for the detectors to work
in such challenging conditions is the INFN-funded TimeSPOT project [11]. TimeSPOT
aims to develop a complete device consisting of an innovative silicon sensor and its read-
out electronics able to satisfy the experiments requirements for the High Luminosity
phase. In this section the detectors of CERN experiments for which the TimeSPOT
developments represents a viable solution are described.

1.2.1 LHCb VErtex LOcator

As mentioned above, the LHCb experiment [5] is one of the four main LHC experiments
and it is one of the most important experiments in the world performing high precision
measurements in the heavy-flavour physics field, with a wide physics program based
on CP violation, decay properties and search for NP in rare beauty and charm decays.
The scheme of the current LHCb experiment (after LS2) is shown in Figure 1.4.
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Fig. 1.4 Schematic view of the Upgrade I LHCb detector done during LS2.

QCD-parton model can describe heavy-flavour production in proton-proton collisions at
LHC. As a result of the strong interaction between partons in the pp collision, qq̄ pairs
are created, mainly due to flavour creation processes, i.e. quark-antiquark annihilation
qq̄ → bb̄ and gluon-gluon fusion gḡ → bb̄. Because of the parton distribution functions
of quarks and gluons inside the partons, the cross section of bb̄ production depends
on the polar angle to the beam axis. Figure 1.5 shows the polar angle distribution of
the bb̄ production cross section for pp collisions at a centre-of-mass energy of 14 TeV,
illustrating the production is mainly in the same direction close to the beam line.
The measured bb̄ production cross section in pp collisions at the center-of-mass energy
of 13 TeV is [12]:

σ(pp → HbX)(13 TeV) = (144 ± 1 ± 21) µb (1.1)

To maximize the number of bb̄ pairs detectable, the LHCb detector is built as a
single-arm spectrometer in the forward region with respect to the proton-proton
interaction (Figure 1.4). The layout is designed to cover the angular region from
approximately 10 mrad to 300 mrad (250 mrad) in the x-y (y-z) plane, that translates
in a pseudorapidity η coverage of 2 < η < 5, where the pseudorapidity is defined as

η = −ln(tan(θ/2)) (1.2)
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Fig. 1.5 Cross section of bb̄ pairs production as a function of their polar angle to the
beam axis for pp collisions at a center-of-mass energy of 14 TeV. The LHCb acceptance
is shown in red. The plot is taken from [12].

and θ is the angle with respect to the beam axis. The LHCb acceptance covers about
27% of the total bb̄ pairs produced [12].
As mentioned before, LHCb works at a luminosity lower than the nominal operating
value of LHC, which was 4 · 1032 cm−2 s−1 during Run 1-2 and has now become
2 · 1033 cm−2 s−1 for Run 3 and Run 4. To work at a lower luminosity presents several
advantages: the radiation damage is reduced and the number of primary vertices (PV)
producing hadrons containing the b quark decreases as well. This leads to a simpler
reconstruction of the PV and of the particle decay vertex, called secondary vertex (SV),
ensuring a better reconstruction of the tracks. The LHCb detector is built to have the
following fundamental characteristics:

• a highly performing trigger system, optimised for the detection of b-hadrons;

• an excellent PV reconstruction system, essential for studying the oscillations of
b-mesons and their CP violation

• an excellent particle identification, to reduce the presence of wrong-identified
particles, essential in the measurement of rare decays.

During Long Shutdown 2 (LS2), LHCb has been upgraded according to the so-called
Upgrade I program [13] in order to make the experiment able to work at a higher
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luminosity, fundamental to perform measurements that were not possible with Runs
1-2 data because of statistics limitations. The current LHCb detector (Figure 1.4)
consists of two main types of detection systems:

• a tracking system composed of a vertex detector, called VErtex LOcator
(VELO), the Upstream Tracker (UT) and the Scintillating Fiber tracker (SciFi);

• a particle identification system which includes two Cherenkov detectors
(RICH1 and RICH2), an electromagnetic calorimeter (ECAL), a hadronic calorime-
ter (HCAL) and four muon detection stations (M2-M5).

Here only the VErtex LOcator (VELO) sub-detector will be discussed, since it
represents one of the potential detector in which the silicon pixel sensors developed
within the TimeSPOT project could be installed.
The VELO [14] is a crucial sub-detector, used for tracking and locating vertices. It
is the system closest to the interaction point, surrounding it. The main purpose
of the VELO is not only to identify tracks of the particles but also to separate the
primary vertices of the beam collision from the secondary ones, originating from the
short-lived decay of particles (b- and c- mesons). Important parameters of the VELO
performance are the Impact Parameter (IP), the Primary Vertex and decay time
resolutions. The IP is useful for the measurements of the long-lived particles as their
decay occurs offset from the PV, so it provides an excellent selection variable in data
for their identification. The IP resolution is affected by the multiple scattering in the
material and the detector design. The original system (before LS2) consisted of silicon
strip detectors, mainly made of 300 µm thick n+-in-n sensors, arranged on half-moon
shape modules to determine r and ϕ coordinates of the passing particles. The VELO
consisted of 21 sensitive planes on each side of the beam-pipe. The whole system
was enclosed in a corrugated RF aluminium box, positioned 5 mm from the beam,
with the main purpose to separate the VELO and beam vacuum, in addition to the
protection of the sensitive electronics from the beam-induced charge. For safety, the
detector is placed in position for data taking only once the stable beam conditions
have been realized. The schematic of the assembled half detector is shown in Figure 1.6.

During LS2 the hardware trigger was replaced by a triggerless system with output
rates of up to 40 MHz. This implied the need of changes to be made to the detector to
allow for more complex pattern recognition requirements in high pile-up environment
and cope with a higher integrated radiation dose. In particular, the upgraded detector
was expected to be capable of accumulating 50 fb−1 and the VELO, as all the LHCb
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Fig. 1.6 Schematic view of half VELO modules with the RF box [5].

subdetectors, must be qualified in performance up to a luminosity of 2 · 1033 cm−2 s−1.
To maintain or improve the VELO physics performance in Upgrade I, while delivering
readout at 40 MHz, a complete replacement of the silicon sensors and electronics has
been mandatory [15]. To satisfy this need, the collaboration has chosen to install a
detector based on hybrid pixel sensors. A new radiation hard ASIC, named VeloPix,
capable of coping with the upgrade data rates, has been developed. Moreover, the
module cooling design has been upgraded in order to protect the tip of the silicon
from thermal runaway effects after significant irradiation, and to cope with the high
speed pixel ASIC power dissipation. Regarding the sensors, the silicon strips have been
replaced by silicon pixel sensors increasing the effective number of channels from 180k
up to almost 41M. The layout of the Upgrade I VELO is shown in Figure 1.7.
The sensors for the VELO Upgrade 1 are 55 × 55 µm2 n-in-p planar silicon pixels with
a thickness of 200 µm. Each group of 768 × 256 pixels is bump-bonded to three ASICs.
The VeloPix ASIC features a matrix of 256 × 256 active pixels, with cell dimensions of
55 µm×55 µm. The sensor needs to feature a small gap of 165 µm between the matrices
to allow the ASICs to be placed side by side. Then in order not to lose efficiency the
pixels on either side of the gap are elongated from 55 µm to 137.5 µm. This sensors
provide a detection efficiency higher than 99% and can be operated up to 1000 V after
the irradiation [17].

VELO Upgrade II

After the Run 3 and Run 4 phases, just started in 2022, the LHCb experiment has
planned, for Runs 5 and 6 (starting in 2033), to operate with a 7.5-fold increase in
instantaneous luminosity. This scenario has a maximum instantaneous luminosity of
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Fig. 1.7 Layout of the Upgrade I VELO. (Top) Schematic cross-section at y = 0,
together with illustrations of the z-extent of the luminous region and the nominal
LHCb acceptance. (Bottom) Schematic layout in the xy plane (left: VELO closed,
right: VELO fully open). Taken from [16].

1.5 · 1034 cm−2 s−1 and an integrated luminosity of 50 fb−1 per year, for a total of six
years, and requires a second major upgrade, referred to as Upgrade II [9, 18]. With the
same bunch scheme of Upgrade I, the mean pile-up will be of 42 collisions per event at
the start of each fill. At a higher pile-up, it becomes more difficult to identify primary
vertices maintaining the same previous resolution, as well as to associate the correct
PV to a heavy flavour decay. In the current detector configuration, it is difficult to
separate PVs which are closer than about 2 mm along the beam direction. Consequently,
it is foreseen that in addition to excellent track impact parameter resolution, track
timing information will also be needed to distinguish vertices. Moreover, to achieve
the physics goals of LHCb, a precise secondary vertex (SV) reconstruction is funda-
mental. This information is used to obtain proper time measurements that are used in
decay-time-dependent analysis, in addition to being used across LCHb’s programme for
combinatorial background discrimination. The usefulness of this information depends
on the precision with which the distance between the PV and SV can be measured.
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At such high multiplicities, the impact parameter resolution becomes progressively
more important, as this variable is the key to associate particles with the correct PV.
Secondary vertices from decays close to the beam line can be mistakenly reconstructed
as (or merged with other) PVs, which lowers the overall efficiency for some physics
channels of interest to the experiment, particularly for particles with sub-ps lifetimes.
Conversely, partially reconstructed PVs can lead to a higher background for SV recon-
struction.

The requirements on the temporal resolution of the VELO detector are mostly
driven by the requirements of the tracking and primary vertex reconstruction. The
PV reconstruction efficiency at different hit time resolutions with both 3D and 4D
information is shown in Figure 1.8. The tracking efficiency under a proposed scenario
with a lower peak luminosity of L = 1.0 · 1034 cm−2 s−1 is also indicated. The efficiency
is found to decrease continuously up to around 70 ps and then drops rather rapidly. In
light of these results, the nominal requirement on the single hit temporal resolution
is 50 ps, which balances a physics performance similar to Upgrade I with a resolution
achievable on the Upgrade II timescale.

Fig. 1.8 Primary vertex reconstruction efficiency as a function of the single hit time
resolution for all vertices [18].

Two main different detector designs have been considered to cope with the Upgrade
II pile-up density. Moreover, the long term accumulated radiation damage imposes
restrictions on the detector design and replacement frequency. The two scenarios
are referred to as scenario A (SA) and scenario B (SB). In Scenario A the layout is
identical to Upgrade I, with a distance of the detector to the beam of 5.1 mm and the
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same RF-foil. In this scenario an hit resolution with a binary readout 55 µm pitch is
considered. Since the yearly fluence reaches 1 · 1016 1 MeV neq cm−2, while the total
ionising dose would be 500 MRad, this scenario would require a replacement of the
detectors every end-of-year shutdown, considering the radiation hardness of the current
detector technologies. In addition, future ASIC would need to deal with a factor ≈ 10
times higher hit rate. In Scenario B, instead, the sensors are placed further away from
the beam at a distance of 12.5 mm, which needs a much lighter (or no) RF-foil. In
this way, the fluence reaches 8 · 1015 1 MeV neq cm−2 for a total delivered luminosity of
300 fb−1, comparable to that expected for 50 fb−1 with the VELO Upgrade I detector.
On the other hand, this implies the requirement of a better spatial hit resolution
(about 9 µm) in order to keep the same IP performance as in Upgrade I, for example
using pixels with a pitch of 42 µm with binary readout. Moreover, in this scenario
the material before the second hit needs to be dramatically reduced (about 0.5% X0)
in order to keep the same performance as in Upgrade I. This requires not only the
RF-foil to be very light but also the sensor, ASIC and substrate materials. Also, the
implementation of alternative scenarios with two technologies, one for precise spatial
measurements and another with precise timestamps, but less granular pixel pitch is
explored [18].

The main approach is the the so-called 4D-tracking approach, which keeps the
VELO Upgrade I detector layout with additional timing measurements associated to
each spatial hit. The impact of various improvements to the VELO Upgrade I detector
design has been studied, such as tracks reconstruction efficiency, purity, ghost rate,
impact parameter resolution, PV reconstruction efficiency and resolution. In particular,
two changes have been investigated: the addition of a per-hit time stamp on the order
of 50 ps precision (i.e. O(20 ps) per track), significantly thinning or removing the
RF-foil. Some results of these studies are reported here. Figure 1.9 shows the tracking
efficiency as a function of the transverse momentum of track (pT ), obtained for: 3D
tracking in Upgrade I conditions and both the 3D and 4D tracking in Upgrade II
conditions. The trends are essentially similar with significant improvements from
the 4D tracking, that allows also to considerably suppress ghost tracks with respect
to 3D tracking. Figure 1.10 shows the PV reconstruction efficiency as a function of
the number of particles produced by a vertex, for the same three conditions above
illustrated. The expected Upgrade I performance is nearly recovered by adding timing
to the vertexing algorithm. The small remaining degradation could be reduced by
tuning the parameters and further improving the reconstruction algorithm.
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Fig. 1.9 Tracking efficiency as a function of the track transverse momentum pT ,
for Upgrade I conditions and Upgrade II conditions with both 3D and 4D tracking
algorithms, with a 50 ps time resolution per hit in the 4D tracking case [18].

Fig. 1.10 Primary vertex reconstruction efficiency vs the number of tracks per primary
vertex, comparing the Upgrade I 3D reconstruction in both luminosity conditions and
a variant using timing information, with a resolution of 50 ps per hit, to resolve the
primary vertices [18].

Summarizing, and focusing on the sensors, since it is the main topic of this thesis work,
the requirements for the sensors are:

• Radiation hardness of at least 1 · 1016 1 MeV neq cm−2 with annual replacement of
the detectors in SA. No replacement would be necessary with a technology that
could resist up to 6 · 1016 1 MeV neq cm−2
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• Hit resolution of 12 µm for scenario SA, better than 9 µm for scenario SB.

• Time resolution of at least 50 ps per hit, assuming that the combination of hits
time-stamps would bring the track resolution to 20 ps.

• Material budget below 0.8% X0 per detector plane.

• High detection efficiency (99%) for a particle in the LHCb acceptance. The
efficiency also plays an essential role in the time measurements as the track
resolution will improve when combining several hits.

This combination of requirements for the VELO detector in the Upgrade II is very
challenging. Several options have been taken into account to satisfy these requirements.
The silicon sensors technologies considered are: planar sensors, Low Gain Avalanche
Diodes (LGADs), Monolithic Active Pixel Sensors and 3D sensors (including TimeSPOT
sensors). All of them are described in detail in Chapter 3. A huge work also on the
front-end electronics for the Upgrade II is needed. The main, and conflicting, challenges
are the per-hit time measurement of the order of 50 ps (for the complete system of
sensor and electronics) with pixel pitch of 55 µm or 42 µm, the enormous readout
bandwidth and the severe radiation environment. In fact, in scenario SA (SB) the
ASIC has to sustain a pixel rate larger than 350 kHz (40 kHz) and a bandwidth per
2 cm2 larger than 250 Gb/s (94 Gb/s), keeping the power budget at 1.5 W/cm2. In
Chapter 3 the development of the TimeSPOT ASIC, specifically designed for fast
timing applications, is described.

1.2.2 CMS Precision Proton Spectrometer

The Precision Proton Spectrometer (PPS) of the CMS experiment is a near-beam
magnetic spectrometer that measures protons surviving in the collision at the CMS
interaction point (IP5). Protons that lose part of their energy in the interaction are
bent outside the beam envelope by the LHC magnetic fields and can be detected.
The PPS stations, located approximately 200 m away from the IP on both sides of
CMS, provide a tracking and timing measurement of the outgoing protons, allowing to
determine their kinematic properties. This information represents an unique extension
of the physics capabilities of CMS, since it allows to reconstruct the entire final state
of central exclusive production (CEP) events, which consist in processes that produce
a central state with protons surviving the interaction. The central state kinematics,
reconstructed with the CMS detectors, can be combined with the kinematics inferred
from the proton measurement and used to effectively identify CEP events.



16 High luminosity experiments at CERN

Fig. 1.11 Schematic view of the beam line between the CMS interaction point (IP5)
on the left and the PPS Roman Pot units on the right for LHC sector 56 [19]. The
same structure, symmetric with respect to CMS, is present in LHC sector 45.

PPS has started the data taking during Run 2 (2016-2018), collecting more than
100 fb−1 of integrated luminosity.
In order to be able to detect the outgoing protons, the PPS sensors must be placed
very close to the LHC beam, about 1.5 mm, thus they are inserted into the beam pipe
thanks to movable structures called Roman Pots (RP). Inside the RPs, detectors are
kept cool and in vacuum. The metallic structure is made of 2 mm thick stainless steel,
which is thinner only in the region closest to the beam, the so-called thin window.
Since PPS sensors (both tracking and timing sensors) are placed so close to the beam,
they operate in a very high radiation environment and are required to have a very
high radiation hardness, up to 3 · 1015 1 MeV neq cm−2 for an integrated luminosity of
100 fb−1. As mentioned above, the PPS detector consists of a silicon tracking system
to measure the position and direction of the protons, and a system of timing detectors
to measure their time of arrival. Every arm contains three RP groups called stations.
One station per arm contains one RP for timing detectors.
The measurement of the deflection of the proton from the beam direction is related to
its fraction of momentum lost during the collision and hence to the amount of energy
available for the X system in the CEP production pp → pXp. Therefore, the tracking
system in PPS is fundamental to study the CEP events. At the beginning, in 2016,
the tracking stations were made by silicon strip sensors of 66 µm pitch. In 2017, 3D
silicon pixel modules were installed only in one station per sector, while they were
installed in all the tracking stations in 2018. The size of the 3D sensor pixels installed
is 150 × 100 µm2.
Moreover, by measuring the time difference ∆t between the time of flights of the two
protons, it is possible to reconstruct the longitudinal vertex position (zvertex = c∆t/2),
rejecting in this way all vertices that are incompatible with this measurement. For
instance, detectors with a time resolution of 30 − 50 ps are able to disentangle about
50 pile-up events. The main technology used for the timing in PPS during Run 2
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relies on ultrapure single-crystal Chemical Vapour Deposition (scCVD) diamonds, each
crystal with 4.5 × 4.5 mm2 area and 500 µm thickness. A spatial resolution of about
130 µm and an overall station time resolution of 90 − 120 ps were measured [19]. An
important upgrade program has started already for Run 3, with the main goal of
reaching a time resolution better than 30 ps on each sector. To achieve this goal, an
improvement on both the sensors and the electronics is needed. Moreover the program
for the development of the new CMS PPS is ongoing.

The HL-LHC upgrade of the CMS Precision Proton Spectrometer

An upgrade of the PPS detector is planned for operation in the High Luminosity LHC
Phase starting from Run 4. Based on the HL-LHC goal of producing a total integrated
luminosity of 3000 fb−1, the expectation of the new PPS project is to collect about a
factor 10 more data than the present PPS system will until LS3 [20].
Focusing on the sensors, for the tracking part, pixel sizes between 100 µm and 200 µm
are sufficient, so the tracking stations equipped with 3D silicon sensors already have
an adequate space resolution. Moreover, to improve the timing measurement, three
main options are taken into account: diamond sensors, 3D silicon sensors and LGADs.
Diamond detectors have been already used in Run 2 for timing, in the so-called Double
Diamond (DD) configuration and have shown time resolution in the range 90 − 120 ps
and an excellent detection efficiency, reduced by the radiation damage only in a small
portion and however greater than 95%. Diamonds could allow to reach a single-arm
time resolution around 20 ps if each station is equipped with eight measuring planes
of diamond detectors optimized for the new running conditions. The second option
is to use 3D silicon pixel detectors, currently used for PPS tracking, also for timing.
Future sensors are required to withstand 2 · 1016 1 MeV neq cm−2 and 3D silicon sensors
are intrinsically rad-hard devices (Section 2.5.3). This property has been confirmed by
several measurements [21–23], together with excellent time resolution results [24, 25].
Some of these measurements, performed on TimeSPOT 3D sensors are illustrated in
this thesis. The choice to install 3D silicon sensors also for PPS timing measurements
would give the advantage of using exactly the same module providing simultaneous
tracking and timing. Moreover, developments for the improvement of LGADs for
timing applications, the Ultra Fast Silicon Detectors (Section 2.5.1) are ongoing.
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1.2.3 NA62 GigaTracker

NA62 is a fixed-target experiment at the CERN SPS that started collecting data in
2014. It is dedicated to measurements of rare kaon decays, that could bring significant
insights into new physics processes comparing the results with precise theoretical
predictions. The main goal is to match the 10% theory precision for branching fraction
of the ultra-rare kaon decay K+ → π+νν̄. For this purpose, innovative techniques
have been developed, in particular in the domain of low-mass tracking devices [26].
The 400 GeV/c proton beam from the CERN SPS accelerator enables the production
of a 75 GeV/c secondary kaon beam. The advantage of using a high-energy proton
beam is the reduction of non-kaon-related accidental background due to the higher
kaon production cross section. The disadvantage of high-energy protons and, con-
sequently, of a high-energy secondary beam, is that pions and protons cannot be
separated efficiently from kaons. The schematic of the NA62 experiment is shown in
Figure 1.12. The main elements for the detection of the K+ decay products are located
along a 150 m long region starting 121 m downstream of the kaon production target.
Useful K+ decays are detected in a 65 m long decay region. The beam spectrometer
GigaTracker (GTK), all detectors surrounding the decay region and the spectrometer
detecting the final-state particles are placed in vacuum to avoid interactions and scat-
tering of the beam and to obtain improved resolution for measured kinematic quantities.

Fig. 1.12 Schematic vertical section of the NA62 experimental setup [26].

In the following we will focus on the GTK detector since its requirements for the
upgrade are met by the TimeSPOT sensors performance, as it will be shown later.
The GTK is composed by three 60.8 mm × 27 mm planes of hybrid pixels, as shown
in Figure 1.13. Its role is the tracking of particles in a beam with a flux up to
1.3 MHz/mm2, providing at the same time a single-hit timing with 200 ps resolution for
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a total material budget lower than 0.5% X0 per station. The matrix is made by 40 × 45
planar silicon pixels of 300 µm × 300 µm size and 200 µm thickness. The matrix is
bump-bonded to the custom TDCPix ASIC. A GigaTracker module, complete with che
cooling plate and mechanical support, is shown in Figure 1.14. Besides the material
budget, another relevant constraint for the design of the GTK sensor is the intense
radiation exposition with a fluence reaching 2 · 1014 1 MeV neq/cm2 in 100 days of run.

Fig. 1.13 Layout of the GigaTracker [27], consisting of three stations (in green) inserted
around two pairs of bending magnets (in blue and in orange) that displace the beam.
The precise measurement of the vertical shift allows to measure the particle momentum.

(a) (b)

Fig. 1.14 Picture of an assembled station looking at the sensor side (a) and at the
cooling side (b) [26].

Time resolution measurements were initially performed on a demonstrator of
the final system containing 45 pixels, with a 10 GeV/c π+ beam from the PS [28].
The time resolution was found to be 160 ps at 300 V sensor bias. Prototype sen-
sors made of 3 × 3 mm2 n-in-p and p-in-n diodes were irradiated up to a fluence of
2 · 1014 1 MeV neq/cm2 and showed a satisfying performance [29].
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For the 2016 data taking, three stations were constructed and installed. They were all
equipped with n-in-p sensors and mounted on cooling plates with thickness of 380 µm
for GTK1 and GTK2 and and 280 µm for GTK3. The material budget in the beam
acceptance is therefore 0.73% X0 for GTK1 and GTK2 and and 0.62% X0 for GTK3.
The time resolution values obtained are 132.0 ps for GTK1, 127.1 ps for GTK2 and
129.2 ps for GTK3, that result in a time resolution for the track of 74.7 ps, assuming
that the track time coordinate is the average of the three hits time coordinate [29].
Increasing the sensor bias voltage from 100 V to 250 V, an improvement of the sta-
tion time resolution of 20 ps was observed. Then, operating the sensors at 250 V, a
track resolution of 65 ps was achieved. A degradation of the time resolution with the
irradiation was observed, showing, at the end of the 2017 data taking period, a time
resolution of 146 − 158 ps.

The GTK Upgrade

The NA62 experiment is approved for data taking up to LHC Long Shutdown 3 (LS3),
but in the longer term, fixed-target runs in the SPS North Area are scheduled at
least through 2040. The HIKE program (High Intensity Kaon Experiments) [30] is
foreseen to include three experimental phases for the high-precision study of rare kaon
decays during the period from the end of LS3 to the Future Circular Collider (FCC)
era. For instance, Phase 1 is based on a K+ experiment running at four times the
intensity of NA62 to measure the branching fraction of the decay K+ → π+νν̄ to
5% precision and to perform other studies of lepton universality, number and flavour
violation. In the Phase 1, the intensity increase requires an improvement of the time
resolution of the detectors by a factor of four in order to maintain the loss of events
from accidental coincidence to acceptable levels (≤ 25%), while maintaining other
performance specifications such as space-time reconstruction performance and low
material budget. To satisfy these requirements, most detectors will need to be rebuilt or
extensively upgraded. In particular, the GigaTracker will need to be upgraded. A time
resolution of better than 50 ps will be required and the detector will have to be able
to handle rates of 8 MHz/mm2 and be radiation resistant up to 2 · 1015 1 MeV neq/cm2

per year. TimeSPOT sensors represent an excellent candidate for the upgrade of the
GigaTracker, as it will be shown in next chapters.



Chapter 2

Particle detection with silicon
sensors

This Chapter is focused on the description of silicon sensors for charged particles
detection used for timing applications. An initial introduction on the charged particles
interaction with matter is presented, before describing the signal formation in silicon
sensors, and discussing in particular the time resolution of these devices and on factors
affecting it. Finally, an up-to-date overview of the silicon sensors developed and used
for timing applications is presented.

2.1 Interaction of radiation with matter

The operation of any radiation detector basically depends on the manner in which
the radiation to be detected interacts with the material of the detector itself. An
understanding of a specific type of detector response must therefore be based on a
familiarity with the fundamental mechanisms by which radiations interact and lose
their energy in matter [31–33]. For reasons that will be clarified later, it is necessary to
separate charged particles into two classes: (1) electrons and positrons, and (2) heavy
particles, i.e. particles heavier than the electron. This latter group includes muons,
pions, protons, α particles and other light nuclei. Particles heavier than this, i.e. heavy
ions, are excluded in this discussion because of additional effects which arise.
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2.1.1 Heavy charged particles

The passage of charged particles through matter causes a loss of energy by the particle
and a deflection of the particle from its incident direction. These two effects are mainly
the result of two processes:

1. inelastic collisions with the atomic electrons of the material;

2. elastic scattering from nuclei.

Of these two electromagnetic processes, the interaction is mostly through Coulomb
force with the orbital electrons of the absorber atom. In these collisions, a small fraction
of its kinetic energy is transferred from the particle to the atom causing an excitation
or ionization of the latter. These collisions are usually divided in: soft collisions in
which results only an excitation and hard collisions in which the transferred energy is
sufficient to cause ionization. In some of the hard interactions, the electron itself may
have energy enough to cause secondary ionizations. These high-energy recoil electrons
are referred to as δ-rays and have a small range compared with the incident particle
range, so the consequent ionizations occur close to the primary track.
Elastic scattering from nuclei occurs rarely with respect to electron collisions and very
little energy is transferred in these collisions since the nuclei masses are usually large
compared to the incident particle. Consequently, these interactions are not normally
significant in the response of radiation detectors and the operation of charged particle
detectors is based on the results of the interactions with electrons for their response.
The maximum energy which can be transferred from a charged particle of mass M to
an electron of mass me in a single collision is:

Wmax = 2mec
2η2

1 + 2s
√

1 + η2 + s2 (2.1)

where s = me/M and η = βγ, with β = v/c and γ = 1/
√

1 − β2. Moreover, if
M >> me:

Wmax ≃ 2mec
2η2 (2.2)

The energy loss per path length, called stopping power (S) or simply dE/dx, was first
calculated by Bohr using classic approach [34]. The first correct quantum-mechanical
calculation was performed by Bethe, Bloch and other authors. The formula obtained,
known as Bethe-Bloch formula, is:
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with re classical electron radius, Na Avogadro’s number, I mean excitation potential of
the absorber, Z and A atomic number and atomic mass of absorbing material, ρ density
of absorbing material, z charge of incident particle in units of e, Wmax maximum energy
transfer in a single collision. The unit of measurement of S is [MeV cm2/g]. Two
corrections are normally added to Equation 2.3: the density effect correction δ and the
shell correction C, so that
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= 2πNar2
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− 2β2 − δ − 2C

Z

]
(2.4)

The density (δ) and shell (C) corrections are important at high and low energies
respectively. The density correction takes into account the fact that the electric field of
the particle also tends to polarize the atoms along its path. Consequently, electrons far
from the path of the particle will be shielded from the full electric field intensity and
collisions with these outer lying electrons will contribute less to the total energy loss
than predicted by the Bethe-Bloch formula (Equation 2.3). The shell correction arises
from the fact that when the velocity of the incident particle is comparable or smaller
than the orbital velocity of the bound electrons, the assumption that the electron is
stationary with respect to the incident particle is no longer valid. The shell correction
is generally small. In Figure 2.1 the stopping power −dE/dx for positive muons in
copper as a function of βγ is shown, while Figure 2.2a shows the stopping power as a
function of kinetic energy for different particles. At non-relativistic energies, the energy
loss is dominated by the 1/β2 factor and decreases with increasing velocity until about
v ≃ 0.96 c, where a minimum is reached. A particle at this minimum point is known as
minimum ionizing particle (MIP) and the minimum value of dE/dx is almost the same
for all particles of the same charge. As the energy increases, the term 1/β2 becomes
almost constant and the energy loss rises again due to the logarithmic dependence on γ

(see Equation 2.3). Figure 2.2b shows the stopping power curve for different materials.
In Figure 2.3 the most probable energy loss, scaled to the mean loss at minimum
ionization, for several silicon detector thicknesses is shown. The mean energy loss of a
MIP in silicon is about 387 eV/µm and the energy needed to create an electron-hole
pair (eh) in silicon is 3.6 eV, then the mean number of pairs is ∼ 108 eh/µm, while the
most probable number is ∼ 72 eh/µm.
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Fig. 2.1 Stopping power for positive muons in copper as a function of βγ over nine
orders of magnitude in momentum [33].

(a) (b)

Fig. 2.2 (a) Stopping power dE/dx as a function of energy for different particles [31].
(b) Mean energy loss rate in liquid hydrogen, helium, carbon, aluminum, iron, tin and
lead [33].
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Fig. 2.3 Most probable energy loss in silicon, scaled to the mean loss of a minimum
ionizing particle, 387 eV/µm (1.66 MeVg−1cm2), for different sensor thicknesses (x) [33].

2.1.2 Electrons and positrons

Like heavy charged particles, also electrons (and positrons) lose energy per collisions
when passing through matter. However, another energy loss mechanism becomes
relevant: the emission of electromagnetic radiation (bremsstrahlung) arising from
scattering in the electric field of a nucleus. At energies of a few MeV, this process is
still a relatively small factor, but it becomes comparable to or greater than the collision
loss when the energy reaches a few 10’s of MeV. Then, the total energy loss of electrons
is composed of two parts: (

dE

dx

)
tot

=
(

dE

dx

)
rad

+
(

dE

dx

)
coll

(2.5)

The energy loss by bremsstrahlung is proportional to the inverse of the particle squared
mass:

−
(

dE

dx

)
rad

∝ 1
m2 (2.6)

and this explains the negligibility of radiative term for heavy charged particles. The
Bethe-Bloch formula (Equation 2.3) must be slightly modified for electrons and
positrons, for two reasons. One is their small mass, so the assumption that the
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incident particle is undeflected during the collision is invalid. The second is that for
electrons the collisions are with identical particles, so the calculation must take into
account their indistinguishability. The Bethe-Bloch formula becomes:
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where τ is the kinetic energy of particle in units of mec
2, and for electrons

F (τ) = 1 − β2 + τ 2/8 − (2r + 1)ln2
(τ + 1)2 (2.8)

while, for positrons

F (τ) = 2 ln2 − β2
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Figure 2.4 shows both the collision loss and the radiation loss for electrons in copper.
The energy at which the two contributions are equal is called critical energy.

Fig. 2.4 Collision loss and radiation loss for electrons in copper; also the stopping
power for protons is shown, for comparison [31].

2.1.3 Multiple Coulomb scattering

As already mentioned in Section 2.1.1, in addition to inelastic collisions with the atomic
electrons, charged particles passing through matter also suffer several elastic Coulomb
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scattering from nuclei. This scattering from nuclei is described by the Rutherford
formula:

dσ

dΩ = z2
2z2

1r2
e

(mec/βp)2

4sin4(θ/2) (2.10)

The effect of these collisions is that the charged particle traversing a medium is deflected
by many small-angle scatters and the cumulative effect is a deflection from the original
particle direction, as shown in Figure 2.5. For many applications it is sufficient to use
a Gaussian approximation for the central 98% of the projected angular distribution,
with an RMS width given by [35]

θ0 = 13.6 MeV
βcp

z
√

x/X0 [1 + 0.038 ln(x/X0)] (2.11)

where p, βc and z are the momentum, velocity and charge number of the incident
particle, while x is the thickness of the scattering medium and X0 is its radiation
length, defined as the distance over which the electron energy is reduced by a factor
1/e due to radiation loss only.

Fig. 2.5 Representation of the multiple Coulomb scattering effect deviating the
trajectory of a particle traversing a medium.

2.1.4 Energy loss distribution

A particle traversing a material undergoes a series of single interactions, each one
contributing to the total energy loss. The energy loss is subject to statistical fluctuations
which occur in the number of collisions and in the energy transferred in each collision.
The calculation of the energy loss distribution is divided into two cases: thick absorbers
and thin absorbers. For thick absorber in which the number of collisions is large, by
the Central Limit Theorem, the energy loss distribution follows a Gaussian distribution.
On the other hand, the number of collisions in a thin absorber (or in gases) is too
small and the Central Limit Theorem can not be applied because of the possibility of
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large energy transfers in a single collision. For thin absorbers, the mean energy loss
is displaced with respect to the peak because of the high energy tail, while the peak
position defines the most probable energy loss. Depending on the thickness of the
absorber, there are different theories to describe the distribution. The distinguishing
parameter is the ratio between the mean energy loss (∆̄) and the maximum energy
transferable in a single collision (Wmax):

κ = ∆̄/Wmax (2.12)

For very thin absorbers (κ ≤ 0.01) the energy loss distribution is well described by the
Landau theory, while the region of intermediate κ values was treated by Symon and
Vavilov. Already for κ = 1, the distribution resembles a Gaussian shape. Figure 2.6
shows the energy loss distribution for 500 MeV pions passing through different thickness
silicon detectors.

Fig. 2.6 Energy loss distribution for 500 MeV pions incident on silicon detectors with
different thickness [33]. Distributions are normalized to the most probable value ∆/x.
The width w is the full width at half maximum.

2.2 The p-n junction as particles detector

Silicon is the most used and studied semiconductor for radiation detection, but intrinsic
silicon can not be used as particle detector and it is necessary to realize a special silicon
device, named p-n junction, for the reasons illustrated in the following. In pure silicon
the carrier concentration ni is about 1010 cm−3 at room temperature, corresponding



2.2 The p-n junction as particles detector 29

to a resistivity ρ ≈ 400 kΩ cm [36]. The silicon lattice includes 5 · 1022 atoms/cm3

but crystal imperfections and minor impurities concentrations limit Si carrier con-
centrations to about 1011 cm−3 at room temperature, corresponding to a resistivity
ρ ≈ 40 kΩ cm. These resistivity values are too low for use in a simple crystal detector,
since signal currents are typically of order of µA, so if the quiescent current has to
be small compared to the signal current, the resistance between the electrodes has
to be ≫ 30 MΩ. For instance, in pure silicon substrates, with a typical silicon sensor
1 cm2 area and 300 µm thickness, there are about 3 · 108 electron-hole pairs at room
temperature, whereas a MIP would normally generate about 2 · 104 electron-hole pairs,
four orders of magnitude less than the thermal ones. So the signal would be completely
lost in the free-charge carriers. It is therefore essential to reduce the thermal pairs
by several orders of magnitude and the most effective solution is to obtain a silicon
volume depleted by free charge by using a reverse-biased p-n junction. The key is the
replacement of silicon atoms with other atoms of a specific element, to control the
conductivity of semiconductors. This process is called doping. Required concentrations
are in the range 1012 − 1018 cm−3.
The doping of a semiconductor can be an n-type or a p-type doping. In the first
case the impurity has one more valence electron with respect to the semiconductor
element and it is called donor, while in the second case the doping element has one less
valence electron with respect to the semiconductor and it is called acceptor. Silicon
belongs to the group 4 of the periodic table, so it has four valence electrons. So
n-type doped silicon is obtained by replacing a silicon atom by an atom with five
valence electrons (for example P, As, Sb), so leaving one valence electron without
a partner, that contributes an excess electron to the lattice. On the other hand,
introducing a group 3 atom (for example B, Al, Ga, In) leaves one impurity valence
electron without a partner and p-type silicon is obtained. The donor level lies in the
forbidden gap close to the conduction band edge, so thermal excitation can promote
electrons into the conduction band. On the other side, the acceptor level lies in the
forbidden gap just above valence band edge. Thermal excitation can promote elec-
trons from the valence band to fill the acceptor state, leaving a hole in the valence band.

The p-n junction is a two-terminal device made of the junction of an n-type and
a p-type semiconductor. Figure 2.7 shows a p-n junction and its internal potential
and electric field. Due to the large concentration difference of charge carriers between
the two regions, electrons (holes) will diffuse across the junction, leaving a positive
(negative) charge in the n-side (p-side). As a result, a volume free of mobile charges is
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created across the junction, called space charge region or depletion region. The resulting
electric field across the depletion region represents the so-called built-in potential (Vbi),
which depends on the doping concentrations (Na, Nd) of the two regions:

Vbi = kT

q
ln

(
Na Nd

n2
i

)
(2.13)

where k is the Boltzmann’s constant and T the temperature. As explained before, to
use a p-n junction as a particle detector, it is necessary to fully deplete the bulk and
this is achieved by applying an external potential. The total depletion region width is
equal to:

wdepl = xp + xn =
√

2ε0εSi(Na + Nd)
qNaNd

(Vbi + Vbias) (2.14)

where xp and xn are the widths of the depletion regions in the p- and n-side of the
junction, respectively, ε0 and εSi are the vacuum and silicon dielectric constant. Since
typically one side of the junction is much more heavily doped than the other and
the built-in potential is generally considerably lower than the applied bias voltage,
assuming an n-type bulk material, Equation 2.14 can be simplified as:

wdepl
∼= xn =

√
2ε0εSi

qNd

Vbias (2.15)

The depletion voltage that has to be applied to have a fully depleted detector of
thickness d is:

VF D = qNdd2

2ε0εSi

(2.16)

To avoid excessive reverse bias voltage, a particular detector configuration is used:
the p-i-n (PIN diode), where i stands for intrinsic semiconductor.

2.3 Signal formation in silicon sensors

As described before, charged particles traversing matter lose a fraction of their energy
through collisions with the atomic electrons, leading in this way to excitation or
ionization of the atoms. In a silicon diode, when an external electric field is applied,
a current is induced on the electrodes, due to the motion of electrons (e) and holes
(h) formed by ionization. As established by the Shockley-Ramo theorem [37, 38], the
signal is determined by the instantaneous current i induced at the electrodes by the
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Fig. 2.7 A p-n junction at thermal equilibrium. The charge distribution, the electric
field and the internal potential are shown, both in the depletion region and in the
charge-neutral regions.

charge carriers moving along their drift paths, according to this formula

i = q Ew · vd (2.17)

where Ew is the weighting field and vd is the charge carriers drift velocity. The
weighting field Ew is the electric field that would exist in a given position x if the given
electrode, for which the induced charge has to be calculated, is at unitary potential,
while the other electrodes are at zero potential and if the electron inducing the current
would be removed.
As a significant example, the case of a reverse-biased p-n junction (Figure 2.8) is
considered. According to the Shockley-Ramo theorem, the induced current on one
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electrode is
i = q v Ew (2.18)

where the weighting field is Ew = 1/d and the charge carrier velocity can be expressed
in terms of the mobility (µ) and the electric field (E) in this way vd = µE = µVbias/d.
Then, the current induced by a single charge carrier is

i = q µ
Vbias

d2 (2.19)

Fig. 2.8 Scheme of a reverse-polarised p-n junction.

If the electron-hole pair is created in the position x between the two electrodes, as
illustrated by Figure 2.8, the drift time of electrons (te) and holes (th) is:

te = x

ve

= x

µeE
= x d

µeVbias

(2.20)

th = d − x

vh

= d − x

µhE
= (d − x) d

µhVbias

(2.21)

In the specific case in which the electron-hole pairs are created in the middle between
the two electrodes (x = d/2), the current induced by the electrons lasts about 1/3
of that induced by the holes, due to the different mobility of electrons and holes in
silicon (µe ∼ 1450 cm2/(V s), µh ∼ 450 cm2/(V s)). Figure 2.9 shows a scheme of the
current induced by the two charge carriers when a charged particle hits the sensor of
Figure 2.8 in three particular positions: x = 0, x = d/2 and x = d.
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Fig. 2.9 Scheme of the current induced by the electrons (in blue), the holes (in red)
for three different positions of charge generation, x = 0, x = d/2, x = d (from left to
right). The total current is indicated by the black dashed line.

This simplified model indicates that the signal shape is influenced by the position
where the incident particle hits the sensor, due to the different charge carriers velocity,
and this affects the time resolution of the sensor.

2.4 Radiation damage of silicon sensors

Silicon sensors highly exposed to radiation (e.g. in high energy physics experiments)
undergo severe damage to their structure, since the radiation causes the formation
of defects both in the bulk and in the surface of the sensor [39, 40]. The three main
effects introduced by radiation are:

• displacement of atoms from their position in the lattice (bulk)

• transient and long-term ionization in insulator layers (surface)

• formation of interface defects (surface)

2.4.1 Bulk damage

The bulk damage causes modifications in terms of leakage current, depletion voltage
and Charge Collection Efficiency (CCE). This damage depends on the type of radiation
particle and on its energy range. In silicon sensors used in tracking detector of HEP
experiments, the damage to the bulk is caused by charged hadrons (protons, pions),
neutrons or highly energetic leptons (electrons, muons). This damage is mainly due
to the Non Ionizing Energy Loss (NIEL) mechanism, in which the incident particle
undergoes to multiple collisions with the silicon atoms causing the displacement of an
atom. These displacements translate into the creation of new energy levels in the band
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gap, behaving like acceptors or donors and resulting in macroscopic property changes
of leakage current, depletion voltage and charge collection efficiency.
The creation of additional energy levels in the forbidden band gap causes an increase of
the generation-recombination processes in silicon, that, in a reverse-biased pn junction
means an increase of the reverse leakage current. Many experiments found that there
is a linear behaviour of leakage current with the fluence (Figure 2.10):

∆I = α Φeq V (2.22)

where α is the current-related damage parameter, Φeq is the 1 MeV neutron equivalent
fluence and V the total depleted sensor volume. The increase of the leakage current
affects both the signal-to-noise ratio of the detector and the system power budget [41].

Fig. 2.10 Leakage currents of devices produced by various process technologies from
different silicon materials versus fluence after an annealing treatment for 80 min at
60◦C [41].

Figure 2.11 shows the effective doping concentration as a function of the fluence.
Starting with an n-type doped silicon bulk, a constant removal of donors together with
an increase of acceptor-like levels shifts the space charge first down to an intrinsic
level and then up to a more p-type material proportionally to radiation fluence. This
material type inversion causes a change in the depletion voltage, that drops first and
starts rising later.
Above a fluence of 1 · 1015 1 MeV neq/cm2, the signal loss becomes the fundamental
problem of silicon detectors. This signal degradation is due to the defects acting as
very efficient trapping centers for free charge carriers. When free carriers, generated
from an impinging particle, are captured, they are usually not released before hours or
longer [42], leading to a CCE degradation.
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Fig. 2.11 Depletion voltage and absolute effective doping concentration at different
irradiation fluences. Plot from [41].

2.4.2 Surface damage

Surface damage depends on ionisation effects on the insulator material (mainly silicon
dioxide SiO2) used to protect the detector surface from external agents and from
any possible mechanical damage. This damage refers both to damage in the SiO2

passivation layer and in its interface with the silicon bulk. In this case damage is
introduced by ionization and the resulting generation of electron-hole pairs. Most of
these recombine instantly, but a fraction of them will not. The mobility of electrons in
silicon dioxide (µe ∼ 20 cm2/(V · s)) is several orders of magnitude higher than that of
the holes (µh ∼ 2 · 10−5 cm2/(V · s)), so electrons quickly drift to the metal electrode
while holes diffuse to the Si − SiO2 interface, where they get trapped. As a result,
positive static charges accumulate at the interface. Then, the main macroscopic effects
of the surface damage are an increase of inter-pixel capacitance, leading to a noise
increase, and a decrease of inter-pixel resistance that leads to an increase of cross-talk
effects, but also the breakdown voltage might be affected.

2.5 Silicon sensors for timing applications

The particle arrival time, t0, measured by a silicon sensor is subject to fluctuations,
that arise from different phenomena each one contributing with a time jitter term to
the global time resolution of the sensor, σt. The time resolution of the sensors is then
given by the sum in quadrature of these jitter contributions:

σt =
√

σ2
un + σ2

ej + σ2
tw + σ2

Landau + σ2
T DC (2.23)
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The σun jitter term is due to the non-uniformities in weighting field Ew and charge
carriers drift velocity, that lead to differences in the signals shape depending on the
incident particle hit position.

The electronic jitter σej is due to the noise fluctuations that modulate the instanta-
neous signal level, as illustrated in Figure 2.12 by the shaded band. Assuming to use a
discriminator to measure the time at which the signal reaches the threshold VT , we
have that the fluctuations in signal amplitude translate into timing fluctuations. By
geometrical projection, the jitter due to the electronics is obtained:

σej = σn

dV
dt

∣∣∣
VT

≈ σn

V
tr

= tr

S
N

(2.24)

where tr is the signal rise time and S/N the signal-to-noise ratio. Since usually the
signal V (t) is not linear, the optimum trigger level is the point of maximum slope.

Fig. 2.12 Fluctuations in signal amplitude (σn) crossing a threshold VT translate into
timing fluctuations (σt) [36].

Another time jitter source is due to the signal amplitude variations, σtw. Indeed,
the time at which the signal crosses a fixed threshold depends on pulse amplitude and
the timing signal shifts as the amplitude varies, causing the broadening of the time
distribution. This effect, illustrated in Figure 2.13, is called time-walk. The time-walk
jitter can be mitigated by setting the threshold to the lowest possible level or using
time-picking methods that compensate for amplitude variations, such as a Constant
Fraction Discriminator (CFD) or a Leading Edge discriminator with a correction of
the time of the signal for the Time Over Threshold (TOT) that is related to the signal
amplitude.
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Fig. 2.13 The time at which a signal crosses a fixed threshold depends on the signal
amplitude, leading to time-walk phenomenon [36].

The σLandau term is the jitter due to the amplitude variations depending on the
sensor thickness crossed by the charge carriers inducing the signal. Finally, the σTDC

is the jitter due to the resolution of the Time to Digital Converter (TDC) used to make
time intervals measurements.
All the jitter contributions in Equation 2.23, apart from the σT DC , must be taken
into account in the design of a sensor developed to have excellent timing performance.
Silicon sensors developed and used for timing applications are described in the following
sections.

2.5.1 Ultra Fast Silicon Detectors

Ultra Fast Silicon Detectors (UFSDs) are silicon sensors based on the Low Gain
Avalanche Detector (LGAD) technology and optimized for precise time measurements.
A LGAD sensor is shown in Figure 2.14. The LGAD design relies on a modification
of a traditional planar silicon sensor with the addition of another doping layer, that
is obtained with a p+ material, like silicon doped with boron or gallium, in the case
of a n-in-p sensor. This additional doping layer leads to a large increase in doping
concentration in close proximity to the junction and consequently a modification of
the electric field profile along the thickness of the sensor with a very high intensity
(∼ 3 · 105 V/cm) in the first few microns of the sensor, inducing the low gain avalanche
mechanism.
Two fundamental aspects to be considered to ensure good timing performance of
UFSDs are the gain and the thickness. The requirements are to have a gain sufficient
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Fig. 2.14 Schematic cross section of a LGAD pad design [43].

to perform accurate time measurements and thin enough sensors to have a faster rising
edge that implies better timing performance. However too thin sensors have larger
capacitance values and a smaller signal, thus it is required a high gain to generate
signals that are large enough to be measured accurately by the read-out electronics.
The combination of experimental measurements and simulations indicated as optimum
performance parameters a thickness of about 50 µm and a gain of about 20 [44].
After the irradiation, the gain layer multiplying capability starts to decrease. This
problem can be mitigated at production level by using carbon enriched wafers, while it
is operatively overcome increasing the bias voltage to increase the bulk electric field
and gain. However, it is not possible to increase the bias voltage indefinitely without
reaching the breakdown and causing the auto-triggering phenomenon, which is the
problem of noise reaching high enough levels to be falsely registered as a signal by a
sensor. The bias voltage at which the auto-trigger rate starts to increase varies with
the radiation fluence and with the doping element used [45].
A lot of R&D work has been done in the study and optimization of the UFSD sensors.
For example, different thickness sensors, from 35 µm to 80 µm, have been produced
and characterized. These studies have shown that the σLandau term is dominant in the
time resolution of these devices, with a value of about 25 ps for the 35 µm thickness
sensor and about 36 ps, for the 35 µm and the 80 µm thickness sensors, respectively [46].
However, at an irradiation fluence of 2.5 · 1015 1 MeV neq/cm2, because of a significant
decrease of the gain, thicker sensors have better time resolution as they have an
higher initial signal. The time resolution measured for not irradiated UFSD is in
the range (25 − 35) ps and also devices irradiated up to 1.5 · 1015 1 MeV neq/cm2 have
shown a comparable time resolution, while a worsening is observed at higher irradiation
fluences [46, 47]. Such a feature makes them inadequate to be used in tracking detectors
exposed to high radiation fluences such as the LHCb VELO. Also the spatial resolution
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of current LGADs, having pad areas of 1 − 2 mm2, is not sufficiently good for LHCb
VELO and other detectors working in high luminosity conditions. A huge R&D work
to improve both the radiation hardness and the spatial resolution of such devices is in
progress [48–50].

2.5.2 Monolithic silicon sensors

Monolithic Complementary Metal-Oxide Semiconductor sensors (abbreviated in CMOS)
are pixellated devices in which the sensor and front-end electronics are processed on
the same wafer. The main difference to other solid state sensors used in high energy
physics experiments is the lack of any depletion voltage - we are not considering the
High Voltage CMOS and the High Resistivity CMOS here. A shallow depletion layer
created purely by the p-n junction collects charges right away. Charges created in
the epitaxial layer are collected via diffusion in the N -wells. The EPI layers thickness
is in the order of 15 − 20 µm, but the low signal is compensated for by very low
capacitance value, hence very small noise, resulting in signal-to-noise ratio up to 30.
In Figure 2.15 the cross section of a Monolithic Active Pixel Sensor (MAPS) is shown.
MAPS were shown as a promising technology for high-granularity and light in material
budget detectors [51]. They represent several advantages over traditional hybrid pixel
detector technologies, as they can be inexpensively built, even in large array sizes,
thinned to the needs, offer individual pixel readout, reasonable radiation hardness
(1012 − 1013 1 MeV neq cm−2), and operated at high speeds with low power consumption.

Fig. 2.15 Schematic cross section of a Monolithic Active Pixel Sensor [52].

Until now monolithic pixel sensors with nanosecond time resolution are adopted
in Belle-II [53], while MAPS are used in STAR [54], Mu3e [55] and in the upgraded
ALICE tracker [56] installed to take data during the LHC Run3. A lot of R&D work
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has been done to develop monolithic sensors for 4D-tracking measurements, with very
good time resolution. After a demonstrator with discrete components which reached
a time resolution of 100 ps [57], the first monolithic silicon pixel detector prototype
in the SG13G2 IHP 130 nm process with 100 µm pitch was fabricated and it allowed
to measure a time resolution of 50 ps [58], while with an improved second prototype
a time resolution of 36 ps and an efficiency of 99.9% were achieved [59]. Both these
prototypes were realized without an avalanche gain mechanism.
A recent project, the MONOLITH H2020 ERC Advanced project, has the aim to develop
a novel monolithic silicon sensor, named Picosecond Avalanche Detector (PicoAD),
that provides both picosecond timing and high spatial resolution. The novel idea is to
develop a sensor with a fully depleted multi-junction containing a continuous deep gain
layer which separates a few µm thick absorption region in which the primary electrons
are generated from the region where the electrons drift (Figure 2.16).

Fig. 2.16 Schematic cross section of the PicoAD detector. The sensor presents N-type
pixels on a high-resistivity epitaxial layer. A second junction is used to produce a
continuous avalanche gain layer [60]. The epitaxial layer and the deep junction are
operated in full depletion.

This structure allows to decouple the pixelated structure from the continuous gain
layer. A PicoAD proof-of-concept prototype, consisting of a matrix of hexagonal
pixels with a pitch of 100 µm, was recently produced and characterized both in
laboratory [61, 60] and in a test beam [62]. At a bias voltage of 125 V, a detection
efficiency of 99.9% has been measured. A time resolution of about 17 ps was measured
in the full active area, including the inter-pixel regions.

2.5.3 3D silicon sensors

3D silicon pixel sensors belong to the hybrid pixel sensors category in which the sensor
and the readout chip are produced in two separate wafers and then connected to each
other through the bump bonding technique (Figure 2.17).
3D sensors were proposed for the first time by Sherwood Parker in 1997 [63–65] as an
alternative to the planar sensors. In Figure 2.18 a scheme of both a planar and a 3D
sensor is shown. In a planar sensor the electrodes are implanted on the top and on
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Fig. 2.17 (Left) Scheme of a hybrid pixel bump-bonded to the front-end electronics.
(Right) Scheme of a sensor pixels matrix bump-bonded to the front-end electronics.

the bottom surfaces of the wafer, while in a 3D sensor the electrodes are implanted
perpendicularly to the wafer surface.

Fig. 2.18 Schematic cross section of a silicon planar sensor (left) and a silicon 3D
sensor.

One of the main feature of the 3D geometry is that it decouples the wafer thickness
(∆) from the distance between the electrodes (L). This allows to make L much
smaller than ∆ by design, so that the full depletion voltage Vdep can be significantly
reduced with respect to the planar one of the same thickness. Moreover, a smaller
inter-electrode distance allows to have a shorter charge collection distance, to reach
high electric fields and charge carriers velocity saturation already at low bias voltage,
so the charge collection times can be much shorter. This is possible without losing in
signal amplitude, since the amount of charge generated in a silicon sensor due to a MIP
crossing it depends on the sensor thickness (Section 2.1), so the charge generated in a
planar and in a 3D sensor with the same thickness is the same (in both cases about
72 electron-hole pairs per µm are generated). The short inter-electrode distance also
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implies that the induced signal are very fast and that the σLandau term in Equation
2.23 is significantly reduced. Moreover, this geometry can counteract the charge loss
from trapping induced by the radiation damage, as the distance travelled by the charge
carriers is shorter than in a planar sensor.
However, 3D sensors present also some disadvantages compared to planar sensors. The
first one is that the small inter-electrode distance causes an high sensor capacitance
that could increase the noise and degrade the time resolution, so a dedicated work
on the electronics is needed. Another disadvantage is that in a 3D sensor very low
field regions are present in the active volume, in particular between electrodes of the
same doping type. This means that charge carriers generated in these regions diffuse
until they reach a region with a sufficiently high electric field, causing a delay of the
signal response and thus a worsening of the time resolution. It is possible to face this
problem optimizing the design of the 3D sensor in order to optimize the uniformity of
the sensor response, reducing the low field regions size.
So far, 3D sensors have been installed in some LHC experiments, in ATLAS IBL [66]
and in CMS-PPS [67], for example, but not for timing applications. The radiation
hardness of 3D silicon sensors with columnar electrodes has been tested up to a
radiation fluence of 3 · 1017 1 MeV neq/cm2 [22]. At perpendicular particle incidence, 3D
sensors suffer of a geometrical inefficiency when a particle crosses an electrode, since
the electrodes are non-sensitive areas. This disadvantage can be easily overcome by
tilting the sensors to form an angle between the incoming particle and the vertical
electrodes, as done for the ATLAS IBL detector, where 3D sensors are mounted at 15◦

with respect to the perpendicular particles incidence.
In 2017 an INFN-funded project, the TimeSPOT project, has started to develop
3D sensors optimized for timing applications, with a trench electrodes configuration,
turning out to be the best design from simulations results. The main topic of this
thesis is the characterization of TimeSPOT sensors, whose design, fabrication and
characterization will be described in next chapters.



Chapter 3

The TimeSPOT project

This Chapter is dedicated to an overview of the project TIME and SPace real-time
Operating Tracker, TimeSPOT. TimeSPOT is a 4-year INFN-funded project born
to develop devices with excellent time and space resolution and very high radiation
hardness, both for the sensor and for the read-out electronics. The final goal is to
realize a tracker system composed by at least four TimeSPOT tracking layers. The
sensors development concerned both silicon and diamond devices, but in this thesis only
silicon sensors are discussed since their characterization is the main topic of this work.
More details about 3D diamonds sensors developed within the TimeSPOT project
can be found in Refs. [68–71]. In this chapter the simulation work done to optimize
the geometry of the sensor, the fabrication process and the development of an ASIC
optimized for TimeSPOT sensors in CMOS 28 nm technology are described.

3.1 Sensor design optimization

As explained in Section 2.5.3, the 3D-sensors technology enables the design and op-
timization of the sensor active volume and electrodes for a precise purpose, as the
timing application for TimeSPOT. In fact the electrodes geometry in a 3D sensor has
a large impact on its time resolution. For this reason the first step of the TimeSPOT
project has been the design of the sensor through simulations studies of several 3D
geometries, in order to choose the best option for timing purposes. The time jitter
term σun (Equation 2.23), due to the non-uniformity in the signals shape, depends only
on the sensor active volume geometry and so it can be minimized by design. According
to the Shockley-Ramo theorem 2.17, the signal is determined by the instantaneous
current i induced at the electrodes by the charge carriers moving along their drift
paths, that depends on both the weighting field (Ew) and the charge carriers drift
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velocity (vd). Hence, an high uniformity both in weighting field and in electric field is
fundamental to achieve a good time resolution, as well as to reach the charge carrier
velocity saturation regime, that is easier to reach in a 3D sensors, thanks to the short
inter-electrode distance, with respect to a planar sensor.
Within the TimeSPOT project, a total of 20 3D-pixel geometries have been designed
and simulated [72] with the Synopsys Sentaurus TCAD simulation package [73], using
square and hexagonal shapes with trench or column electrodes. Here two geometries
are taken into account and are shown in Figure 3.1, where the bias electrodes, p+

doped, are represented in blue, while the collection electrodes, n++ doped, are shown
in red. The first one is a square geometry pixel with four column bias electrodes
in the corners and a central collection electrode, while in the second geometry the
bias and collection electrodes are trenches parallel to each other. In Figure 3.2 the
weighting field and the electric field maps obtained at a bias voltage of −150 V for
the two geometries considered are shown. The five-columns geometry presents a very
high electric field close to the electrodes, that radially decreases moving away from the
columns, and very low electric field between the bias columns corresponding to a null
weighting field. On the other hand, the trench geometry shows a weighting field and
electric field much more uniform, especially in the region between the readout trench
and the bias trenches, with small regions at lower weighting field in the pixel corners.

Fig. 3.1 TCAD 2D model simulation showing the electrode geometries and doping
profiles for (left) the five columns geometry and (right) the trench geometry [24].

In addition to this, another analysis, based on quasi-stationary simulation, named
Ramo maps, was used to evaluate the induced current i(t) due to a charge moving in
each point of the sensitive volume, computed according to Equation 2.17. Figure 3.3
shows the Ramo maps obtained for the squared 5-columns geometry and for the trench
geometry pixels at different bias voltages. The advantages of the trench geometry are
evident, since in the column geometry large contributions to the induced current are
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Fig. 3.2 (Top) Weighting field and (bottom) electric field maps for (left) the five
columns geometry and (right) the trench geometry at Vbias = −150 V.

given only in the proximity of the collecting electrode, while they extend to almost the
complete volume in the trench case.

An important parameter in the development of sensors optimized for timing is
the charge collection time and, in particular, its uniformity in the active area of
the sensor. To estimate this quantity, a simulation chain has been developed. The
static sensor properties (electric field, weighting field and charge carriers velocity
maps) were simulated with TCAD, while the energy deposit in the sensor volume was
obtained using a Geant4-based Montecarlo simulating charge deposits from O(103)
MIPs perpendicularly impinging on the sensor surface at random positions. Then,
the carrier dynamics was entirely simulated by means of the TIMESPOT Code for
Detector (TCoDe) software [74], developed within the TimeSPOT project collaboration
to increase processing speed of induced signal calculations. In Figure 3.4 a comparison
of the charge collection time in the two geometries considered is shown. The charge
collection time distribution obtained with the trench geometry shows smaller values and,
most importantly, a more uniform behaviour with respect to the 5-columns geometry.
This implies a better timing response uniformity of the trench pixel sensor, in which
the time distribution is peaked and appears as a Gaussian with a tail at larger times,
due to the slightly slower areas.
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Fig. 3.3 Ramo maps for electrons at Vbias = −60 V, −100 V, and −140 V for the five
columns geometry (top) and the trench geometry (bottom) [24].

For all these reasons, the 3D-trench geometry has been chosen for the TimeSPOT
silicon pixel sensor, that is shown in Figure 3.5. The TimeSPOT pixel has a size of
55 × 55 µm2 and an active thickness of 150 µm, which ensures an efficient detection
of a MIP (depositing about 2 fC). The collecting trench electrode is 40 µm long and
5 µm wide and 135 µm deep, while the ohmic electrode, providing the bias voltage
to the pixel, extend throughout the entire sensitive thickness. The pixel dimensions
were chosen in order to have a sensor pitch compatible with the TIMEPIX readout
and processing ASIC family [75]. Moreover, in the two TimeSPOT batches produced,
several test structures with different pitch and trenches size have been designed and
fabricated.

3.2 TimeSPOT sensors production

Two batches of TimeSPOT sensors were produced at Fondazione Bruno Kessler (FBK)
foundry (Trento, Italy) in 2019 and 2020 using a single-sided fabrication process. Before
TimeSPOT sensors production, several fabrication tests were performed to develop a
fabrication procedure [76], since trench electrodes had never been produced before at
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Fig. 3.4 Simulated timing performance comparison among two different 3D geometries
at Vbias = −100 V: from left to right the five columns and the trench geometry. About
3000 MIP tracks are simulated. (Top) Charge collection time curves and distribution
for the two geometries. (Bottom) Spatial distribution of the total charge collection
time for the same geometries. [24]

Fig. 3.5 Geometry of the designed TimeSPOT pixel, showing dimensions and doping
profiles (red for n++ doping, green for p− doping and blue for p+ doping).
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FBK, while some tests were carried out in 2013 at IBM-CNM (Barcelona, Spain) [77].
The starting material used is p-type silicon-silicon direct wafer bonded, which consist
of a 150 µm thick, high-resistivity Float Zone active layer bonded to 500 µm thick
low-resistivity silicon support wafer. Figure 3.6 shows the schematic of the structure of
the 3D-trench silicon sensor. 3D electrodes were made using the Deep Reactive Ion
Etching (DRIE) MEMS technique [78, 79].

Fig. 3.6 Schematic cross-section of a 3D sensor.

Several geometries with different trench lengths and widths or with different electrodes
grouping and read-out configurations were fabricated. The layout of some of these test
devices is shown in Figure 3.7. A picture of one of the TimeSPOT wafers produced and
some test structures seen at the microscope are shown in Figure 3.8 and Figure 3.9,
respectively, while Figure 3.10 shows the view of a section of one of the 3D-trench
structures produced using a Scanning Electron Microscope (SEM).
After the production, the current-voltage (IV) characteristics of matrices test structures
were measured, using a temporary metal of the wafer to connect the matrix pixels [79].
From these measurements, considering the number of pixels in the matrix, a leakage
current of about 10 pA per pixel is obtained, comparable to the leakage current of
a silicon 3D-pixel with columnar electrodes fabricated at FBK [80]. For several test
structures characterized, as for example single pixels, double pixels and pixel-strip test
structures, the breakdown voltage has been observed in a range between −150 V and
−200 V. Also, capacitance-voltage measurements have been performed on pixel-strip
sensors, resulting in a capacitance per pixel of about 110 − 160 fF, depending on the
trench length [79]. Comparable results were obtained for sensors from the second batch.

This thesis work is focused on the detailed characterization of TimeSPOT sensors,
both in laboratory and in test beam campaigns. The results of the performed measure-
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ments, including time resolution and geometrical detection efficiency are reported in
detail in the following chapters.

Fig. 3.7 Layout of TimeSPOT test structures: pixel-strips, each one consisting of (a)
ten 55 × 55 µm2 pixels or (b) seven 27.5 × 27.5 µm2 pixels shorted together, (c) single
and double pixels and (d) 18 × 18 pixels matrix.

Fig. 3.8 Picture of a wafer from the first batch of TimeSPOT sensors.
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Fig. 3.9 Picture of TimeSPOT sensors taken with the microscope. (a) A cut of the
wafer. (b) Test structure with pixel-strips, single and double pixels. (c) 32 × 32 pixels
matrix. This is the matrix to be bump-bonded to the TimeSPOT ASIC.

Fig. 3.10 Scanning Electron Microscope picture of a section of a TimeSPOT test
structure from the first batch.
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3.3 TimeSPOT ASIC development in 28 nm CMOS
technology

Within the TimeSPOT project the Timespot1 ASIC has been designed and produced
in order to readout TimeSPOT pixel matrices with characteristics capable to satisfy
LHCb Upgrade II requirements for the VELO (Section 1.2.1). Timespot1 is the first
ASIC conceived in 28 nm CMOS technology to readout small pixels with single-hit
time resolution below 50 ps [81]. As explained in Section 1.2.1, several requirements
have to be satisfied at the same time: small pitch, excellent time resolution, high pixel
hits rate, high data bandwidth, high radiation hardness and low power consumption.
Each pixel of Timespot1 is provided with a charge amplifier, a discriminator and a
Time-to-Digital Converter (TDC) for the digitization of the timing information, with a
maximum readout rate per pixel of 3 MHz. The power budget per pixel has been kept
below 40 µW to comply with the constraint of a power consumption of about 50 µW
per pixel, given by the power dissipation system employed by the experiments.
The Timespot1 ASIC is specifically designed for the readout of a 32 × 32 TimeSPOT
pixels matrix. Its block architecture is shown in Figure 3.11.

Fig. 3.11 Block architecture of the Timespot1 ASIC [81]. The 1024 channels are
organized in four groups of 256 channels each. For each group, a Read Out Tree sends
the data collected to the serializers (SER).

The 1024 channels are organized in four blocks consisting of 256 channels. Each group
is connected to one Read Out Tree (ROT) block, that collects data from the active
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channels, assigns them a global timestamp and sends them to one of the two serializers
connected to LVDS drivers. The ASIC configuration is made using an slow-control
interface via I2C protocol. The layout and a picture of the Timespot1 ASIC are shown
in Figure 3.12. The Analog Front End (AFE) consists a Charge Sensitive Amplifier
(CSA) and a leading edge discriminator for each channel. The CSA is connected both
to the sensor bonding pad and to its own charge-injection circuit used to generate
current pulses for electrical tests. The TDC is based on a Vernier architecture with two
identical Digital Controlled Oscillators (DCOs) working at slightly different frequency.
It measures the Time of Arrival (ToA) of the output signal of the AFE and the Time
Over Threshold (TOT) of the signal in order to correct the time jitter due to the time
walk.

(a) (b)

Fig. 3.12 (a) Full chip layout with the main structures highlighted. Its total size is
2.618×2.288 mm2 [81]. (b) Picture of the Timespot1 silicon die seen at the microscope.

The circuit performance of the Timespot1 ASIC have been tested on a dedicated
PCB named TSPOT1 (Figure 3.13). First of all, tests of the ASIC before the bump-
bonding of the sensors matrix have been performed, by using internal test pulses on
each of the 1024 channels in order to evaluate the uniformity around the matrix. The
AFE output, when each channel is pulsed through a charge injection circuit, is a digital
pulse that is then measured by the TDC. Repeating several time the measurement for
each channel, it is possible to evaluate the convoluted time resolution of the AFE and
the TDC. Then, the AFE time resolution is evaluated by subtracting in quadrature
the time jitter contribution of the TDC, that can be individually measured. These
tests have shown a good uniformity across all the matrix, with a small geometry effect
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on the right sub-matrix. The measured AFE time resolution for a 2 fC signal is 43 ps
with a dispersion across the matrix of about 18 ps, at a power consumption of about
13 µW per channel. The average TDC time resolution is 22.6 ps with a dispersion of
5.5 ps across the matrix. A design bug in the AFE has been identified and solving it
there is the possibility to improve its time resolution.
The ASIC has been hybridized with a TimeSPOT pixel matrix and the tests are
ongoing. The ultimate goal is to realize a small-scale tracking demonstrator consisting
of 4 or more tracking layers, each one consisting of a Timespot1 ASIC hybridized with
both silicon and diamond TimeSPOT 3D sensors.

Fig. 3.13 Picture of the TSPOT1 PCB for the test of the Timespot1 ASIC. The ASIC
is wire-bonded to the board in the area protected by the white box and indicated by
the red box.





Chapter 4

First TimeSPOT test beam

This Chapter is dedicated to the first test beam characterization of TimeSPOT sen-
sors [24] at the Paul Scherrer Institut (PSI) test beam facility. Tests were conducted
at the πM1 beamline with a 270 MeV/c positive particles beam, mainly composed by
pions with a small contamination of muons, positrons and protons. The experimental
setup, the analysis strategies and results are reported, including the first measurement
of the time resolution of a TimeSPOT sensor with minimum ionizing particles.

4.1 Test beam setup

The setup used to characterize TimeSPOT sensors at the PSI test beam facility is
shown in Figure 4.1. It is composed by one TimeSPOT sensor under study, that
is our Device Under Test (DUT), and two Cherenkov detectors, that are used as
time reference of our measurements, all mounted inside a light-tight box on the pion
beamline. The silicon sensor is attached to the front-end electronic (FEE) board by
means of conductive tape, it is wire bonded to the input of the front-end amplifier
(Figure 4.5) and biased by supplying a negative voltage to the pad where it is attached.
All the detectors were mounted perpendicular to the beam direction and the silicon
sensor could be aligned with an accuracy of 1 mm. Signals from the silicon sensor and
from the two MCP-PMTs were acquired by means of an 8 GHz analogue bandwidth,
20 GSa/s, 4-channels digital oscilloscope Rhode & Schwartz RTP084. The oscilloscope
trigger condition required a signal from the 3D-trench silicon sensor in coincidence with
a signal from the downstream MCP-PMT. The recorded waveforms were then analyzed
offline. Since the transverse size of the beam was approximately 40 mm × 40 mm
FWHM at the focal point where the sensor was located, only a small fraction of the
particles crossed both the silicon sensor and the MCP-PMTs, so the beam intensity was
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adjusted, by means of collimators, to achieve a data acquisition trigger rate of the order
of 100 Hz. Also the radio-frequency signal coming from the PSI Ring Cyclotron was
acquired and used to further improve the pion beam purity by selecting a proper delay
between the MCP-PMTs signals and the phase of the RF. The oscilloscope screenshot
with the four signals in persistence mode is shown in Figure 4.2. In this test beam
the sensor under test consists of two pixels connected to the same front end channel,
referred to as double pixel, so it was not possible to measure the pixel geometrical
efficiency or the charge sharing between adjacent pixels.

Fig. 4.1 Setup used during the test beam at PSI. The front-end electronics board in
which a 3D-trench silicon sensor is mounted and the two MCP-PMTs used to provide
the time reference are visible in the picture.

4.1.1 Time reference detector

As mentioned before, the time reference of this setup, named Time-Tagger, is composed
by two Cherenkov detectors, each one consisting in a 20 mm thick quartz radiator
attached by means of an optical silicon to a 53 mm × 53 mm active window Micro-
Channel Plate Photo-Multiplier Tube (MCP-PMT) Planacon, model XP85112 and
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Fig. 4.2 Waveforms acquired with the oscilloscope: the signal from the 3D-trench
silicon sensor (orange), the signals from the two MCP-PMTs (yellow and green) and
the radio-frequency from the PSI Ring Cyclotron (blue). The three different RF phases
correspond to the various components of the beam.

XP85012, referred to as MCP-PMT1 and MCP-PMT2, respectively. The Time-Tagger
detector was extensively studied preliminarly in laboratory, both with a red laser and
with cosmic rays [82], in an previous configuration with plexiglass radiators (Figure 4.3a)
instead of quartz radiators, which were mounted before the test beam to increase the
amount of Cherenkov photons produced in the radiators themselves.
For the time resolution performance measurement, the Time-Tagger was tested with
cosmic rays. The two detectors were mounted on a light-tight black box, one after
the other, and the box was placed vertically, on top of a 5 cm thick block of lead,
below which a scintillator coupled to a PhotoMultiplier Tube (PMT) was positioned,
in order to make a particle energy selection (Figure 4.4b). Two signals from each
MCP-PMT were acquired: the signal coming from all 64 pads of the PMT and the
signal coming from the four central pads (Figure 4.3b), while the other pads were
grounded. Waveforms were recorded and analyzed offline by fitting the rising edge
of each signal in order to measure the time of arrival of each MCP-PMT, t1 and t2,
and to extract, from the ∆t = t2 − t1 distribution, the time resolution of the system.
Selecting the events in which a signal in the four central pads was present, that is the
most similar condition to that of a test beam, a time resolution σ∆t = 24.4 ± 0.5 ps was
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measured. Therefore, using the average time measured with them, a time resolution of
about 12 ps was expected at the test beam.

(a) (b)

Fig. 4.3 (a) The two MCP-PMTs Planacon XP85112 and XP85012 each one coupled
to a 20 mm thick plexiglass radiator. (b) The scheme of the 64 pads of the two detectors
with the four central pads readout in our setup in the red box.

(a) (b)

Fig. 4.4 (a) The two MCP-PMTs mounted one after the other on the rail inside the
light-tight black box. (b) The box in vertical on top of a 5 cm thick block of lead, below
which a scintillator coupled to a PMT was placed to make a particles energy selection.
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4.1.2 FEE board and test structure

The silicon sensor readout board is based on a two-stage signal amplification scheme
acting as an inverting transimpedance amplifier, implemented on a custom-made
circuit. The first amplification stage consists of an AC-coupled silicon-germanium
bipolar transistor designed for high bandwidth (up to 5 GHz) and low noise applications,
featuring a gain of nearly 30 dB at 2 GHz and an integrated output noise of 260 µV.
This design was optimised for sensors with capacitance O(10 pF), producing signals
with charge O(10 fC) and a rise time of about 200 ps. These values of capacitance and
charge are rather different from those typical for a TimeSPOT sensor, nevertheless the
board performed satisfactorily also on the TimeSPOT sensor signals. Protection from
external electromagnetic noise is ensured by metal shields (Figure 4.5). The second
amplification stage consists of a current amplifier with 2 GHz bandwidth and provides
20 dB gain factor.
As mentioned before, the 3D trench silicon sensor tested is a double pixel, consisting of
two pixels connected to the same readout channel, and it is shown on the top right of
Figure 4.5a and in Figure 4.5b.

4.2 Data analysis

The data analysis of this test beam had the main purpose of measuring, for the first
time, the time resolution of a TimeSPOT 3D-trench silicon sensor with Minimum
Ionizing Particles (MIPs). To take into account the attenuation of the 10 m low-loss
cable used during data acquisition, the cable’s transfer function, measured in laboratory,
was deconvoluted from the silicon sensor waveforms. Figure 4.6 shows the average
shape of the two MCP-PMTs and the silicon sensor waveforms. The typical rise time
values (20-80% of the signal) are 370 ps, 490 ps and 200 ps, respectively. For each
detector, the signal amplitude A is given by the maximum of the waveform, corrected
by the baseline, that is evaluated just before the beginning of the signal (Figure 4.7a).
To measure the Time of Arrival (ToA) of the silicon sensor signal, three methods have
been implemented:

1. The Leading Edge (LE) is the simplest algorithm, consisting on taking the ToA
of the signal as the time at which the signal crosses a fixed threshold of −10 mV
(optimized for these specific silicon sensor signals) and interpolating the waveform
in the range ±40 ps around the threshold. This method is affected by time-walk
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(a)

(b)

Fig. 4.5 (a) The six-channels front-end electronics board used for the first stage
amplification of the silicon sensor signal. The amplifier is located underneath the
copper shielding. The 3D-trench silicon sensor characterized at the test beam is shown
in the top right picture. (b) A double pixel sensor outlined in the dashed blue box. In
the test structure used at the test beam, the side pixel was grounded.

effect, that in this case was not possible to correct with an amplitude-dependent
correction of the ToA.

2. The PSI method is an implementation of a Constant Fraction Discriminator
(CFD), in which the ToA of each waveform is set as the value corresponding to
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35% of the signal amplitude and it is calculated from a linear interpolation of
the signal in the 20-80% rising edge.

3. The Reference method is based on the amplitude and rise time compensated
(ARC) algorithm [83, 32] in which the signal is processed by subtracting to it an
identical contribution delayed by about half of the signal’s rise time and the ToA
is set to the time at which the resulting waveform exceeds 50% of its amplitude,
determined with a linear fit of the signal rising edge, as illustrated in Figure 4.7b.

The ToA of the two MCP-PMTs was determined by means of the PSI algorithm at a
35% fraction of the signal amplitude.
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Fig. 4.6 Average waveforms of the MCP-PMT1 (black), MCP-PMT2 (red) and silicon
sensor (blue). In this plot the 3D-trench silicon sensor signal is reversed for convenience.
The average is made on fifty signals.

4.3 Results

The sensor signal amplitude distribution obtained at a bias voltage Vbias = −140 V
is shown in Figure 4.8. It follows a Landau distribution convoluted with a Gaussian
down to the smallest amplitudes, indicating that, in this case, to have the DUT in the
trigger does not bias the amplitude distribution of the sensor signals. Moreover, the
most probable value and the width of the Landau are in agreement to what is expected
for the energy deposit of a MIP in 150 µm of silicon [84], providing an important check
of the proper operation of the 3D-trench silicon sensor.
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Fig. 4.7 (a) Average 3D-trench silicon sensor waveform and (b) resulting waveform
after the Reference method is applied. The Gaussian fit used to determine the signal
amplitude in the reference method is shown in black, while the linear fit in the rising
edge of the signal is shown in red.
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Fig. 4.8 Distribution of the signal amplitudes for the silicon sensor. The superimposed
blue curve is the result of a fit with a Landau distribution convoluted with a Gaussian.

The time resolution of the 3D-trench double pixel was evaluated by measuring the
delay of the sensor signal with respect to the pion time of arrival measured using the
average time of the two MCP-PMTs signals, ⟨tMCP −P MT ⟩. The accuracy of the system
of the two MCP-PMTs is measured from the distribution of their time difference,
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tMCP −P MT 1 − tMCP −P MT 2, shown in Figure 4.9a. Fitting this distribution with a
Gaussian function, a time uncertainty (sigma) of 24.8±0.2 ps is obtained, resulting in a
timing accuracy of about 12.4 ps using the average time of the two devices. Figure 4.9b
shows the distribution of the time difference between the 3D-trench silicon sensor signal
ToA and the average time of the two MCP-PMTs signals, tSi − ⟨tMCP −P MT ⟩, applying
the Reference method to the silicon sensor signals. The distribution has a principal
peaking structure with a Gaussian core and a tail of late signals, partially expected
from simulation (Section 3.1) and partially due to a feature of the test structure,
that will be discussed in Chapter 5. The time distribution is fitted by means of an
Exponentially Modified Gaussian (EMG), with the Gaussian and the exponential
contributions describing the Gaussian core and the tail of the distribution, respectively.
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Fig. 4.9 (a) Distribution of the time difference between the two MCP-PMTs with a
Gaussian fit overlaid. (b) Distribution of the time difference between the 3D-trench
silicon sensor and the average time measured by the two MCP-PMTs with the result
of the fit overlaid.

Assuming that the Gaussian core provides a good estimate of the performance of the
largest fraction of the sensor active area, the time resolution for the 3D-trench silicon
sensor, measured with the most performing Reference method, is σSi

t = 20.6 ± 0.4 ps,
after subtracting in quadrature the time reference accuracy. This deconvolution of
the time reference jitter is possible if no correlations among the signals are present,
therefore laboratory measurements have been performed in order to legitimate this
procedure and are reported in Section 4.4.
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Table 4.1 Average signal-to-noise ratio, noise, slew rate (dV/dt) and time resolution
of the 3D-trench silicon sensor for different bias voltages and for different analysis
methods. The time resolution values reported are obtained after the subtraction in
quadrature of the Time-Tagger accuracy.

method
reference PSI leading edge

Vbias S/N N dV/dt σSi
t S/N N dV/dt σSi

t σSi
t

[V] [mV] [mV/ps] [ps] [mV] [mV/ps] [ps] [ps]
−20 12.2 2.22 0.097 24.2 ± 0.5 14.8 2.13 0.070 32.7 ± 0.7 46.4 ± 0.5
−50 13.0 2.24 0.114 21.9 ± 0.4 13.1 2.38 0.086 30.3 ± 0.4 37.6 ± 0.3
−80 13.3 2.26 0.121 22.7 ± 1.2 12.2 2.56 0.095 30.0 ± 1.1 34.2 ± 1.0
−110 13.6 2.26 0.125 20.9 ± 0.4 12.3 2.57 0.098 27.8 ± 0.4 34.7 ± 0.3
−140 13.9 2.25 0.128 20.6 ± 0.4 12.6 2.56 0.100 27.1 ± 0.4 35.3 ± 0.4

The results obtained at different sensor bias voltages are reported in Table 4.1. In
Figure 4.10 the time resolution measured with the three different methods and at
different sensor bias voltages are shown. Despite the simplicity of the Leading Edge
method, without any correction for the time walk effect, applying it, a very good time
resolution of 35 ps is obtained at −140 V. Both the PSI and the Reference methods
show that a mild dependence of the time resolution on the bias voltage is present. The
first method results are about (20 − 25)% worse than those of the Reference method,
since the latter reduces the time jitter due to signals rise time fluctuations.
A rough estimate of the contribution of the electronic jitter, σej, to the time reso-
lution has been computed from the average sensor signals slew rate and noise, as
σej ∼ N/(dV/dt), using the values in Table 4.1, that has resulted to be in a range from
18 ps to 20 ps and this is a clear indication that the electronics noise was a relevant
contribution in the measured time resolution, implying that an improvement in the
front-end electronics was crucial to fully exploit the sensor timing performance.

4.3.1 Time-Tagger characterization at the test beam

The Time-Tagger performances were measured at the test beam also with dedicated
runs at lower beam intensity, in order to avoid the saturation of the two MCP-PMTs.
An high voltage (HV) scan of each MCP-PMT was performed and the measured signals
amplitude as a function of the HV is shown in Figure 4.11. Then, the high voltage
of one of the two MCP-PMTs was fixed and a voltage scan of the other MCP-PMT
was performed, to measure the time resolution of the Time-Tagger at different high
voltages, and viceversa by changing the role of the two detectors. In the two type of
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Fig. 4.10 Time resolution of the TimeSPOT double pixel, σSi
t , as a function of the

sensor bias voltage for the different analysis methods considered. The contribution due
to the time reference accuracy is subtracted.

measurements the MCP-PMT operated at fixed voltage was supplied at the maximum
allowed value, which is 2800 V for MCP-PMT1 and 2400 V for MCP-PMT2.

(a) (b)

Fig. 4.11 Signals amplitude as a function of the high voltage (a) for the MCP-PMT1
and (b) for the MCP-PMT2.

The time resolution measured as a function of the high voltage supplied to the two
photomultipliers is shown in Figure 4.12. It is observed a large dependence of the time
resolution on the MCP-PMT1 high voltage, while the time resolution measured at
different MCP-PMT2 voltages is almost constant except for the lowest voltage. In
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this conditions the best time resolution measured is 22.1 ± 0.3 ps, that means a time
reference accuracy of about 11 ps when the average time measured by the two PMTs is
used as time of arrival of the particle. This value is quite close to the expected time
resolution of the 3D-trench silicon sensor with an improved front-end electronics board,
a reason why it became necessary to improve also the Time-Tagger detector for further
TimeSPOT studies (see Section 5.2.2).

(a) (b)

Fig. 4.12 (a) Time resolution of the Time-Tagger as a function of the MCP-PMT1
high voltage, with the MCP-PMT2 supplied voltage fixed at 2400 V and (b) viceversa,
with the MCP-PMT1 high voltage fixed at 2800 V.

4.4 Cross-talk measurements

In this section the measurements made to verify the presence of correlation between
the two Planacon MCP-PMTs (referred to also as MCP1 and MCP2) and between
them and the silicon sensor are described. These measurements have been performed
in order to demonstrate that the subtraction in quadrature of the Time-Tagger jitter
contribution, applied to extract the time resolution of the TimeSPOT sensor under
test (Section 4.3), is legitimate.
To perform these measurements the MCP-PMTs have been illuminated with a Pico-
Quant LDH-P-C-650 [85] red laser with a wavelength of (655 ± 10) nm. The laser
intensity is controlled by means of a driver PDL 200-B, that was used in external
trigger mode in order to reduce the repetition frequency at 100 Hz, by means of a pulse
generator. The laser and the driver are shown in Figure 4.13a. Figure 4.13b shows the
setup inside the light-tight black box.
The optical fiber is coupled to an holder for Neutral Density (ND) filters, used to
properly attenuate the light that reaches the detector. A filter is placed between the
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(a)

(b)

Fig. 4.13 (a) PicoQuant red laser LDH-P-C-650 with a wavelength of (655 ± 10) nm
and its driver PDL 200-B. (b) Setup used to illuminate MCP-PMT1 and MCP-PMT2
at the same time with the laser using a filter to split the beam.

two MCP-PMTs to split the light beam and illuminate at the same time the two devices,
that are mutually perpendicular mounted. The intensity of the laser was chosen on the
basis of measurements performed on this laser, at different intensities, using a streak
camera [82], while the ND filters have been chosen in such a way that the MCP-PMTs
signals amplitude was about the same measured at the test beam. Attempts were
made to reproduce test beam conditions as much as possible (same 10 m-long cables
and signal attenuators used at the test beam, for example). The waveforms of the
laser reference and the two MCP-PMTs are acquired by means of a 4 GHz analogue
bandwidth, 20 GSa/s, 4-channels digital oscilloscope Rhode & Schwartz RTO1044
(Figure 4.14) and analyzed offline applying the PSI algorithm at 50% and 35% of the
amplitude to the laser signal and the MCP-PMTs signals, respectively.
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By illuminating the two photodetectors at the same time, the time resolution of each
MCP-PMT with respect to the laser reference, tMCP 1 − tlaser and tMCP 2 − tlaser, and
the time resolution of one MCP-PMT relative to the other one, tMCP 2 − tMCP 1, can
be measured. In general, the time resolution σ12 of a system of two detectors, each one
with a time resolution σ1 and σ2, is given by

σ12 =
√

σ2
1 + σ2

2 + 2ρ12σ1σ2 (4.1)

where ρ12 is the correlation factor between σ1 and σ2. Therefore, if no correlations are
present, ρ12 is close to zero, then the measured σ12 extracted from the tMCP 2 − tMCP 1

distribution is equal to σ12 =
√

σ2
1 + σ2

2 .

Fig. 4.14 Laser reference (in yellow), MCP-PMT1 (in orange) and MCP-PMT2 (in
blue) signals seen at the oscilloscope.

In Figure 4.15 the three time distributions mentioned before are shown. Considering
the standard deviation of the histograms as time resolution, it results that the sum
in quadrature of σ1 and σ2 is equal to 17.9 ps, while σ12 measured is equal to 17.7 ps.
Therefore it follows that the correlation factor is ρ12 = −0.026, so this measurement
demonstrates that the correlation factor between the two MCP-PMTs is negligible.
This can be seen also from the distribution of the average time of the two MCP-PMTs
(Figure 4.16), whose standard deviation is 9.2 ps, equal to half of σ12 within 0.4 ps, in
agreement with what expected for non-correlated variables.
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Fig. 4.15 Time distribution of (a) MCP1 with respect to the laser, tMCP 1 − tlaser,
(b) MCP2 with respect to the laser, tMCP 2 − tlaser and (c) MCP2 relative to MCP1,
tMCP 2 − tMCP 1.
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Fig. 4.16 Time distribution of the average time measured by the two MCP-PMTs,
t̄ = (t1 + t2)/2.

Secondly, the cross-talk induced on the silicon sensor FEE board by the two MCP-
PMTs was studied. In fact, this induction could introduce a correlation of the silicon
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sensor with the photomultipliers and if it happens, it is not mathematically correct
to subtract in quadrature the time reference accuracy, since the correlation term is
not negligible. Therefore, the same FEE board with the silicon sensor used at the test
beam has been added to the setup of Figure 4.13 and both the low voltage of the board
and the bias of the sensor have been powered on. A small induced signal of about
(1 − 2) mV maximum amplitude was observed on the board (Figure 4.17a), but, most
importantly, it was delayed of about 4 ns with respect to the position of a real signal
coming from the sensor when illuminated by the red laser (Figure 4.17b), so it does
not affect the sensor signals.

(a) (b)

Fig. 4.17 (a) Laser reference (yellow), MCP-PMT1 (orange), MCP-PMT2 (blue)
signals and signal from the silicon sensor FEE board (green) when the two MCP-PMTs
are illuminated. (b) Laser reference signal (yellow) and signal of the silicon sensor
(green) when it is stimulated by the red laser.

4.5 Summary and outlook

In this chapter, the first TimeSPOT test beam, conducted at the PSI in 2019, and the
results obtained have been presented. In particular the time resolution of a double pixel
sensor has been measured by using three different software algorithms to determine
the time of arrival of each signal event by event. A time resolution of about 20 ps
was achieved with a constant-fraction based algorithm and it was also shown that
this time resolution includes an important electronic jitter contribution, indicating
the need of an improved front-end electronics to fully exploit the sensor performances.
Moreover, laboratory measurements performed on the two MCP-PMTs used as time
reference at the test beam have been described: (i) the preliminary characterization
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of the system by using cosmic rays and (ii) the measurements aimed to study the
correlations between the two devices and with the silicon sensor.
After this test beam it was clear that some improvements of the setup were possible
and necessary. First of all, it would have been better to characterize a single pixel,
since the double pixel test structure presented also a side region where the electric
field is lower, impacting the time resolution performance, which deviates from the one
expected from a real pixel structure. Then, the development of an improved front-end
circuit optimized for TimeSPOT sensors would have allowed to better exploit the sensor
timing performance. Finally, the Time-Tagger used had a time resolution comparable
to the expected TimeSPOT sensor resolution, then an improvement also on the time
reference detector was needed. All these aspects have been addressed and the details
will be found in the next chapter.





Chapter 5

Detailed simulation and setup
improvements

This Chapter is dedicated to the detailed study of the first TimeSPOT test beam
results described in Chapter 4 and to the description of the improvements made on
the setup on the basis of the test beam measurements. A detailed simulation has been
developed to fully simulate the device physics response and better understand test
beam results, using the combination of several software tools (TCAD, Geant4, TCoDe
and TFBoost). The test beam measurements and the estimation of the intrinsic time
resolution of TimeSPOT sensors have revealed the need of a new front-end electronics
board and a better time reference detector, that will be discussed in this chapter.

5.1 Detailed TimeSPOT sensors simulation

In this Section, the detailed simulation of the double-pixel sensor tested at the PSI test
beam is illustrated [86]. Firstly, a summary of the simulation procedure, that can be
applied also to different sensors with different front-end electronics, is provided. Then,
after a comparison between simulation and data, some important results coming from
the simulation are shown.

5.1.1 Double pixel test structure modelling

The test structure characterized at the first TimeSPOT test beam (Figure 4.5b) has
been simulated in order to study in more depth the test beam results and to develop
a detailed simulation tool. The layout of the sensor, designed using the Synopsys
Sentaurus TCAD simulation package [73], is shown in Figure 5.1. It consists of two



74 Detailed simulation and setup improvements

standard TimeSPOT pixels (55×55 µm2 each) connected to the same readout electrode,
referred to as double pixel and a third adjacent pixel, connected to ground to properly
define the boundary conditions of the double pixel in terms of electric and weighting
fields. On the opposite side of this third pixel there is an additional active region,
referred to as side region in the following, that is critical for the timing performance
of this particular test structure, while it is not present in a conventional TimeSPOT
pixel.

Fig. 5.1 TimeSPOT double-pixel layout, including sections and sizes, designed using
the Synopsys Sentaurus TCAD simulation package.

Figure 5.2a shows the electric field maps at the bias voltages of −50 V, −100 V and
−150 V, while Figure 5.2b shows the weighting field map. The simulated sensor presents
an uniform electric field between the ohmic and readout electrodes, that is smaller
in the inter-pixel regions between two neighbouring readout electrodes and in the
side region. The side region is the main critical region for the timing performances
of this particular test structure, because of the lower and less uniform electric and
weighting fields that cause larger charge collection times and a more diversified current
signals depending on the position, also due to the difference in the charge carriers drift
velocities.
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Fig. 5.2 (a) Electric field map at different bias voltages and (b) weighting field map
for the double-pixel test structure.

5.1.2 Energy deposit simulation

The studies described in this chapter are based on precise simulations of the energy
deposit in silicon from both high-energy ionising particles and laser beams, since also
an ultra-fast infrared (IR) laser and a red laser are used in the characterization of
TimeSPOT sensors.
To model the energy deposit in the sensor due to an ionising particle, the Geant4 [87]
Monte Carlo simulator is used. A sequence of positive pions with momentum 270 MeV/c
(equal to the pion momentum at PSI test beam) hitting the detector surface with
an uniform spatial distribution and with an angular distribution in agreement with
the characteristics of the PSI πM1 beam line is generated. The energy deposits, the
trajectories of the incoming pion and all the secondary particles produced in the
pion interaction with the silicon are saved and then used by the TCoDe simulation
package [74] to compute the charge carrier deposits and the currents induced on the
readout electrodes due to the drift of the charge carriers. Concerning the laser beam
simulation, the energy deposition is simulated with a specific tool developed within
the TCoDe package. The algorithm takes into account the Gaussian shape of the laser
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beam, the wavelength, the light absorption in the material and the position of the
focus. For each photon of the laser beam, electron-hole pairs are generated along the
laser direction at a depth that follows an exponential distribution, to account for the
light absorption in silicon. Figure 5.3 shows the different projections of the charge
carrier distributions generated by different laser sources.

Fig. 5.3 Examples of simulated energy deposit shapes from laser inside the TimeSPOT
test structure, illuminated from the top surface. (a) Deposit with focus inside the active
bulk. (b) Deposit shape due to high absorption (655 nm wavelength). (c) Deposit of
IR laser source (1030 nm wavelength).

The TCoDe simulator receives in input the TCAD-generated physics maps, containing
spatial information of the charge carrier mobility, the electric and weighting field of
the interested device, and the energy deposits in the sensor material obtained from
Geant4 or the laser simulation. The output consists of the induced current signals for
the electron and hole contributions as well as for primary and secondary particles.

5.1.3 Front-end electronics response simulation

In order to perform a quantitative comparison with measurements, the TCoDe output,
consisting of the induced current signals, needs to be convoluted with the front-
end electronics response. To do this, an open-source application, named TFBoost
(TIMESPOT Front-End Booster) [88], has been developed and used. In our specific
case, TFBoost computes the convolution of the TCoDe output signals with the response
function of the FEE board used at the test beam, adds the noise to the signal (using
an analytical model or noise samples provided by the user) and, finally, it applies a
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digitization to the output signal simulating the 8 bit ADC of the oscilloscope used at
the test beam. As done for the PSI test beam data acquisition, only simulated signals
with an amplitude larger than 15 mV are recorded for the analysis. An example of the
result of the front-end simulation for a single input current is shown in Figure 5.4.
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Fig. 5.4 Example of the result of the front-end simulation for a single input current
from the double pixel test structure, at Vbias = −150 V. (Left) input current for a
MIP deposition in the sensor, (center) simulated transimpedance and (right) output
waveform with real noise.

Two methods for the determination of the front-end transfer function have been
developed: a semi-empirical and an analytical method. Only the first method is
described here. This is, indeed, the main method since the transfer function acting
on the transient signals generated in the sensor is characterized not only by the front-
end electronics itself but also by the sensor capacitance and the impedance of the
sensor-electronics connection (e.g. wire-bonding). In order to accomplish this, the
double-pixel sensor characterized at the PSI test beam, connected to the same FEE
board, is illuminated using a 200 fs width, 1030 nm wavelength laser with a minimum
spot size of 1.8 µm FWHM (Section 6.2). The laser intensity is adjusted to obtain
an energy deposition in the sensor corresponding to 1 MIP. The output signals are
obtained by averaging 3000 single waveforms to suppress the noise and reach a signal-
to-noise ratio (SNR) of about 54 dB.
The laser irradiation is repeated in different positions within the active area of the
sensor (Figure 5.5a) and at different bias voltages. The FEE board output signals are
then deconvoluted with TFBoost using the simulated currents obtained from TCoDe
at the corresponding laser positions and bias voltages. Figure 5.5b shows the transfer
functions obtained at different laser irradiation positions at Vbias = −150 V, that ideally
depend only on the electronics response, and they are in a very good agreement,
especially in the rising edge.
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Fig. 5.5 (a) Illustration of the six irradiation positions within the active area of
the actual double pixel test structure (top) and the corresponding positions in the
simulated structure (bottom). (b) Comparison of semi-empirical transfer functions
obtained in different irradiation positions with the laser setup, for the Vbias = −150 V
sample.

5.1.4 Comparison with test beam measurements

The simulated waveforms of the 3D-trench test structure are analysed using the same
procedure applied to data and described in Chapter 4. The use of a semi-empirical
transimpedance allows to reproduce with very good accuracy the different structures
of the real average waveform observed at the test beam, as illustrated by Figure 5.6.
The good agreement between data and simulation is also visible by comparing the
single waveforms in terms of amplitude, rise time and noise fluctuations. A qualitative
comparison is shown in Figure 5.7, while, quantitatively, the agreement between data
and simulation is within 5% looking at the main quantities representing the signal
properties reported in Table 5.1. Figure 5.8 shows the sensor amplitude distribution for
data at Vbias = −140 V and simulation at Vbias = −150 V. The simulation reproduces
the data distribution characterized by a Landau probability density function shaped
by the trigger acceptance function at low amplitudes. Residual differences between
data and simulation are present, but they do not affect the results that are discussed
in the following.
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Fig. 5.6 Silicon sensor average waveform from (black) data and (red) simulation. An
arbitrary time shift between the two signals is applied to allow a qualitative comparison.

(a) (b)

Fig. 5.7 Overlap of 200 silicon sensor waveforms for (a) simulation and (b) test beam
data.
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Table 5.1 Maximum amplitude, average signal-to-noise ratio, noise and rise time
(20-80)% of the 3D-trench silicon sensor response at different values of bias voltage for
simulation and data. The statistical uncertainties are below 1%.

Vbias Amp(Pmax) ⟨S/N⟩ ⟨N⟩ rise time
[V] [mV] [mV] [ps]

Simulation
−50 25.0 14.6 2.11 247
−100 24.5 14.3 2.17 224
−150 24.4 14.2 2.19 217

Data
−50 24.1 14.3 2.19 258
−110 24.4 13.9 2.30 221
−140 24.7 14.2 2.29 217
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Fig. 5.8 Distribution of the silicon sensor amplitudes in data at Vbias = −140 V and
simulation at Vbias = −150 V.

For the TimeSPOT sensor time resolution measurements, a time reference composed
by two MCP-PMTs was used at the test beam, with a measured accuracy of 12.4 ps
(Section 4.3) using the average time of the two photomultipliers. The ToA of the silicon
sensor is determined by means of the Reference method (Section 4.2). Figure 5.9 shows
the distribution of the time difference between the silicon sensor signal and the average
time of the two MCP-PMTs, tSi − ⟨tMCP−PMT⟩, for data and simulation at two different
values of Vbias. In the simulation the uncertainty in the time reference is accounted
by adding to the ToA of the silicon sensor a random value generated according to the
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measured time reference resolution. The two distributions are in very good agreement,
both in the region of the peak and of the tail. A detailed study of the tail is reported
in Section 5.1.5.
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Fig. 5.9 The distribution of the time difference between the 3D-trench silicon sensor
signal and the pion arrival time at (a) Vbias = −50 V and (b) −150 V for data and
simulation.

5.1.5 Results from simulation

Thanks to the good agreement between data and simulation, the simulation was used
to study in detail several characteristics of the 3D-trench silicon sensor used at the
PSI test beam, in particular the spatial distribution of the time of arrival. Figure 5.10
shows the ToA distribution with respect to the particle impact point coordinates for
different bias voltages, Vbias = −50 V, −100 V and −150 V. It is clear that a large
number of slower events are produced in the side region on the right of the double
pixel, in the X-coordinate interval [165 µm, 189 µm]. In fact, in this region the electric
field is lower but sufficient to produce a signal that exceeds the threshold. The ToA are
typically larger than those from the double-pixel core and vary as much as 200 ps. In a
real detector made of a 3D-trench pixels matrix, the contribution of the side region
might possibly affect only the pixels located at the borders of the matrix. Since this
zone is not representative of a double pixel sensor, it has to be excluded in the timing
characterization of the real double pixel.
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Fig. 5.10 Distribution of the signal mean time of arrival with respect to the (X,Y)
track impact point coordinates. The double pixel region is limited by the red-dashed
line, while the side region is limited by the black-dashed line. The readout trenches
are indicated by the full-red lines. The displayed range of ToA values are chosen to
emphasise the different values in the double pixel region. Plots correspond to simulated
samples at (from top to bottom) Vbias = −50, −100, −150 V.

Focusing on the double pixel region, between X = 55 µm and X = 165 µm, an increase
of the ToA distribution uniformity is observed. The Y projection of the mean ToA,
shown in Figure 5.11, has a dependency on the distance from the trenches and it
changes with the bias voltage. In particular, in the regions closer to the bias or
the readout trenches, where one of the two charge carriers contributes mostly to the
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current induction, the charge carriers drift path is longer with respect to the region
in the middle of the two trenches and so the signals are slower. The pattern is not
symmetric because of the different velocities of the two charge carriers. The small
region between the two readout trenches of the double pixel, with X-coordinate in
the range [105 µm, 115 µm] and Y-coordinate in the interval [22.5 µm, 32.5 µm], has
a smaller electric field (Figure 5.2) and signals produced in this region are typically
slower than those produced in the rest of the double pixel.
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Fig. 5.11 Y projection of the mean time of arrival at different bias voltages. Only
signals originated in the central part of the double pixel, excluding the regions in X
at the border of each pixel (70 µm < X < 95 µm and 125 µm < X < 150 µm), are
considered.

An important result of this simulation work is the understanding of where the
unexpected long tail of the time distribution, observed at the PSI test beam, arises
from. In fact, the simulation makes it possible to factor the contributions from the
double pixel region and the side region, as illustrated in Figure 5.12. It allows to
understand that the tail is mainly due to signals coming from the side region, while the
signals originated in the double pixel contribute to the peaking structure, originating a
low asymmetric distribution.
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Fig. 5.12 Distributions of the time of arrival for simulated signals at a bias voltage of
−150 V. All reconstructed signals in the test structure are included, the contributions
due to signals originated in the double pixel (55 µm < X < 165 µm) and in the low-field
side region (X > 165 µm) are overlaid.

5.2 Test beam setup improvements

In Chapter 4 a remark was made on the fact that the front-end electronics was a
limiting factor to the measurement of the TimeSPOT sensor time resolution and this
resulted in the development of a different circuit, optimized for TimeSPOT sensors. In
this perspective, also a more performing time reference detector is needed, since the
time accuracy of the Time-Tagger used at the PSI test beam is close to the expected
time resolution of the TimeSPOT sensor. In this Section, the new FEE board and the
new Time-Tagger characterization are presented.

5.2.1 New front-end electronics board

A different circuit schematic, optimized to process the fast current signals output from
TimeSPOT sensors, was developed by means of an analytic model and Spice-based
simulations [89]. The circuit consists of a two stages of transimpedance amplifier
with ultra low-noise Silicon-Germanium bipolar junction transistors, having transition
frequency of about 85 GHz. It has an RMS noise of about 4 mV, a signals (20-80)%
rise time of about 100 ps and a signal to noise ratio of about 20 for a charge deposit of
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1 MIP in a TimeSPOT sensor. Two versions of the circuit, shown in Figure 5.13, have
been produced, capable to readout either one or four sensor channels. Finally, the pad
for the sensor has a 500 µm diameter hole to allow to illuminate the sensor with an
infrared laser also from the back and to avoid low energy particles, used for laboratory
characterizations (see Chapter 6), to lose energy in the printed circuit board (PCB).

(a) (b)

Fig. 5.13 The front-end boards produced ad hoc for TimeSPOT sensors in the
(a) single-channel and (b) four-channels version.

5.2.2 New MCP-PMTs characterization

In order to have a better Time-Tagger to be used as time reference in a test beam, two
new optimized MCP-PMTs were purchased. The two MCP-PMTs are two Photonis
model PP2365Y, with a 18 mm diameter, 6 µm diameter pores and 5.5 mm thick quartz
input window (Figure 5.14). From now on we will refer to them as MCP3 and MCP4.
The two MCP-PMTs were characterized in laboratory with the red laser used also
for the measurements of the former ones (see Section 4.4). Figure 5.15 shows the
setup used for the characterization of MCP3 and MCP4, consisting of the MCP-PMT
under test, the optical fiber and the holder for the Neutral Density (ND) filters used
to regulate the light intensity coming on the photomultiplier entrance window. The
characterization of these MCP-PMTs was made at different light intensities, starting
from the condition of single photon, to which these kind of devices are sensitive.
Figure 5.16 shows the signals coming from the laser driver and from the MCP-PMT,
seen at the Rohde & Schwarz RTO1044 oscilloscope used for the measurements. The
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Fig. 5.14 Picture of one of the two Photonis PP2365Y MCP-PMT.

laser signal represents the time reference with respect to which the delay of the MCP-
PMT signal is measured, in order to extract the time resolution of the photomultiplier.
In fact, this laser signal provides an excellent time reference for timing measurements,
having an estimated time jitter of 3−4 ps. At each laser pulse emitted, several variables
of the MCP-PMT waveform are measured, including in particular the amplitude and the
delay from the laser reference. These measurements are performed by the oscilloscope
and controlled by a data acquisition system developed in LabVIEW.

Fig. 5.15 Setup inside the light-tight black box. The fiber adapter and the holder for
ND filters are placed in front of the MCP-PMT under test.
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Fig. 5.16 Laser time reference (yellow) and MCP-PMT (orange) signals seen at the
oscilloscope.

The amplitude distribution obtained with MCP3 in a single photon condition is shown in
Figure 5.17a, where it is possible to observe the pedestal due to no photons detected and
the bump at about 9 mV due to a single photoelectron emitted by the MCP-PMT, at a
supply voltage of 2800 V. Figure 5.17b shows the distribution of the delay of the MCP3
signal from the laser time reference signal at 2800 V. The time distribution is fitted
with an Exponentially Modified Gaussian (EMG) distribution, with the exponential
contribution used to describe the distribution tail due to back-scattered photoelectrons.
The MCP3 single-photon time resolution measured at 2800 V is σt = 24.4 ± 0.8 ps,
including the laser time reference jitter, which in this case can be considered negligible.
As a comparison, the single-photon time resolution of the Planacon XP85112 (MCP1)
used at the PSI test beam is about 43 ps. This result gives a first indication of the
better timing performances achievable using these more performing MCP-PMTs.
Moreover the single-photon time resolution of the MCP3 has been measured at different
supply voltages. The results, reported in Figure 5.18, show a slight deterioration of
the time resolution as the voltage decreases. A time resolution of about 28 ps have
been found at a supply voltage of 2600 V. Finally, the timing performances of the two
MCP-PMTs have been evaluated for different number of detected photoelectrons by
varying the laser degree of attenuation with the ND filters. The results of these studies
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Fig. 5.17 (a) Distribution of MCP3 signals amplitude in single-photon condition. (b)
Distribution of the delay between MCP3 signal and the laser time reference at 2800 V.

are reported in Figure 5.19, where the time resolution of both the MCP-PMTs is shown
as a function of the signals amplitude (Figure 5.19a) and as a function of the detected
photoelectrons (Figure 5.19b). These measurements revealed a bad functioning of
MCP4, which showed a low gain and a consequent worse time resolution with respect
to MCP3. For this reason MCP4 was sent to repair before being used at the upcoming
test beam (see Chapter 7). Focusing on MCP3 results, an improvement of the time
resolution as the light intensity increases is observed. A time resolution of about 8 ps
with 27 photoelectrons detected, including the laser time jitter, has been measured.
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Fig. 5.18 Time resolution of MCP3 measured in single-photon condition at different
supply voltages.
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Fig. 5.19 Time resolution of MCP3 and MCP4 at 2800 V (a) as a function of the
signal amplitude and (b) as a function of the number of photoelectrons detected.

These measurements allowed to estimate the performances of a time reference detector
composed of MCP3 and MCP4. In fact, at the test beam, for 180 GeV/c positive pions
beam (SPS/H8 beamline), about 15-20 Cherenkov photons per MIP are expected in a
5.5 mm thick quartz window, corresponding to a time resolution of MCP3 lower than
10 ps. Assuming that, after the MCP4 reparing, the two MCP-PMTs have the same
timing performance, a time reference accuracy lower than 5 ps is expected using the
average time measured by the two devices, which is about half the time accuracy of
the former Time-Tagger (12.4 ps).





Chapter 6

TimeSPOT sensors laboratory
characterization

The characterization of silicon sensors needs two complementary studies: an overall
response of the sensor and a sub-pixel level response measurement. For the TimeSPOT
sensors characterization, two laboratory setups have been developed, one using a 90Sr
radioactive source to perform testbeam-like characterizations directly in the laboratory,
the other one using an infrared laser to characterize the sensors at a sub-pixel level. In
this Chapter the two setups are described, with the main focus on the measurements
made with the 90Sr source on two different TimeSPOT test structures: the single pixel
and the pixel-strip. This setup allows to perform time resolution measurements with
minimum ionizing particles directly in the laboratory, despite the limits of the setup
given mostly by the multiple scattering in silicon for low energy electrons emitted
by the 90Sr source and illustrated in this chapter by means of a Geant4 simulation.
Finally, a comparison between three different test structures with different pitch sizes
characterized with the infrared laser setup is shown. For all these characterizations the
sensor is glued with conductive tape and wire-bonded (Figure 6.1) to the preamplifier
input pad of the custom-made single-channel front-end electronics board, designed and
built for TimeSPOT sensors [89], described in Chapter 5.

6.1 Sensors characterization with 90Sr source setup

A laboratory setup, emulating a testbeam-like setup, was developed in order to charac-
terize TimeSPOT sensors with Minimum Ionizing Particles (MIPs) in the laboratory,
in particular to measure their timing performance. In this setup, a 90Sr β-source is
used. 90Sr decays in 90Y which in turn decays in 90Zr, that is stable. The complete
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Fig. 6.1 Picture of a wire-bonding of a TimeSPOT single pixel to the test board, seen
at the microscope.

decay is given by
90
38Sr →90

39 Y + e− + ν̄ + Ee−, Sr (6.1)

90
39Y →90

40 Zr + e− + ν̄ + Ee−, Y (6.2)

where Ee−, Sr and Ee−, Y indicate the continuously distributed decay energy shared
between the electron (e−) and the anti-neutrino (ν̄). The cumulative spectrum of 90Sr
and 90Y calculated using the simplified Fermi function [90, 91] is shown in Figure 6.2.
The maximum energy of the electrons is about 2.2 MeV, that corresponds to the
end-point energy of the β-decay, while the average energy is 0.3 MeV.
The setup with the 90Sr source is shown in Figure 6.3. The device under test is put in
front of the 90Sr source and a Micro-Channel Plate Photo-Multiplier Tube (MCP-PMT)
used as time reference detector is placed downstream. The MCP-PMT used is the
Photonis PP2365Y (named MCP3), whose characterization has been illustrated in
Section 5.2.2. It is an MCP-PMT with a 1.8 mm diameter and 5.5 mm thick quartz input
window, 6 µm pores diameter and a measured single-photon detection time resolution of
about 24 ps. The MCP-PMT is used both to provide a good time reference to the setup
and to allow the selection of higher energy electrons emitted by the 90Sr source. Signals
from the silicon sensor and the MCP-PMT are acquired by means of a 4 GHz analog
bandwidth 20 GSa/s 4 channels digital oscilloscope (Rohde & Schwarz RTO1044). The
oscilloscope acquisition trigger condition is the coincidence of a signal from both the
silicon sensor and the MCP-PMT, with a proper trigger threshold, that for the silicon
sensor has been chosen in such a way that also a fraction of noise events is included in
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Fig. 6.2 Normalized energy spectrum of β-particles emitted by the serial decay of 90Sr
and 90Y [91].

the acquired amplitude range. A typical event acquired with this setup is shown in
Figure 6.4. The waveforms are saved and analysed offline.
To select events in which there is a signal both from the silicon sensor and the MCP-
PMT means that the electron has produced Cherenkov light in the MCP-PMT input
window, thus it translates into a selection of electrons with energies higher than
0.7 MeV. The energy spectrum of the electrons emitted by the 90Sr source is such
that the multiple scattering in silicon becomes an important effect to be taken into
account. In fact, because of this, the energy deposited in the DUT is lower than that
deposited by an high energy particle, that goes straight through the sensor, and smaller
signals lead to an higher time jitter and thus to a worse time resolution with respect
to that measurable at a test beam. Moreover, the presence of the device under test
in the trigger can bias the measurements, and this is one of the criticalities of this
setup, which is unavoidable due to the presence of the multiple scattering that makes
impossible to align the DUT to another sensor that, as done at the beam tests (see
Chapter 7 and Chapter 8), could be used as a trigger.

6.1.1 Simulation

The electrons emitted by the 90Sr radioactive source have energies up to 2.2 MeV
(Figure 6.2), which are much lower than the particles energy at PSI and SPS beam
test facilities where TimeSPOT sensors have been tested. Because of this, as already
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Fig. 6.3 The setup with 90Sr source. The silicon sensor under test and the MCP-PMT
are placed one after the other along the emission direction of the source.

Fig. 6.4 Typical coincidence event of a TimeSPOT single pixel (in green) and the
MCP-PMT (in orange).

mentioned, the multiple scattering in the silicon is a relevant phenomenon in the 90Sr
source setup. To study this effect, a simple Geant4 simulation has been implemented.
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A 55 × 55 × 150 µm3 silicon block, representing a TimeSPOT pixel, is simulated and
surrounded by a 275 × 275 × 150 µm3 external silicon ring, as illustrated by Figure 6.5.
This simulated device allows to know the amount of energy deposited inside and outside
our pixel. The study is made for electrons with energies 0.5 MeV, 0.7 MeV, 1 MeV,
2 MeV, that are in the energy spectrum of electrons emitted by 90Sr, and for the
180 GeV/c pions of the SPS/H8 beamline at CERN. The 0.7 MeV energy was chosen as
it is the Cherenkov threshold for electrons in quartz, so in our setup energies lower than
this are filtered by the MCP-PMT. For each run, 1 · 105 particles are generated with
direction perpendicular to the pixel surface. Figure 6.6 shows 50 simulated events for
0.5 MeV and 1 MeV electrons and for 180 GeV pions, illustrating the different impact
of multiple scattering in silicon at different incident particle energies.

Fig. 6.5 Simulated silicon block of 275 × 275 × 150 µm3 (yellow box) with an internal
smaller block of 55 × 55 × 150 µm3 (red frame), representing the TimeSPOT pixel.

The energy deposit distributions in the 55 × 55 × 150 µm3 silicon pixel and in the
external silicon ring are shown in Figure 6.7a and in Figure 6.7b, respectively. For
180 GeV pions a clear Landau distribution is observed inside the pixel, while no energy
deposit is present in the outer ring. On the other hand, for the electrons up to 2 MeV,
the charge deposit distribution in the pixel is broader, because a large amount of charge
is deposited outside the pixel. Figure 6.8 shows the sum of the energy deposited in
the pixel and in the outer ring by each particle. For 2 MeV electrons, the distribution
obtained with 180 GeV pions is reproduced, while, for lower energies, a larger amount
of charge is deposited in the pixel but the distribution assumes a Landau-like shape.
These results bring to the consideration that this setup with the 90Sr source allows to
measure only an upper limit of the time resolution of TimeSPOT silicon sensors, that is
expected to be better if measured in a test beam with high energy particles, where the
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Fig. 6.6 Simulation of 50 (a) 0.5 MeV electrons, (b) 1 MeV electrons and (c) 180 GeV
pions hitting the simulated silicon block consisting on a 55 × 55 × 150 µm3 (highlighted
in green in the bottom figure) and the external silicon ring.

multiple scattering is negligible. However, this setup allows to make preliminary time
resolution measurements and to compare different test structures or sensors irradiated
at different fluences in the laboratory.
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Fig. 6.7 (a) Distribution of the energy deposit in a 55 × 55 × 150 µm3 silicon pixel and
(b) in the outer silicon ring for 0.5 MeV, 0.7 MeV, 1 MeV, 2 MeV electrons and 180 GeV
pions.
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Fig. 6.8 Distribution of the sum of the charge deposit in the pixel and in the outer
ring for 0.5 MeV, 0.7 MeV, 1 MeV, 2 MeV electrons and 180 GeV pions.

6.1.2 Data analysis

The analysis of the acquired waveforms consists of two main steps: the measure of both
the amplitude and the Time of Arrival (ToA) of each signal. The signal amplitude
is measured with respect to the baseline, while for the ToA measurement, different
algorithms for the silicon sensor signals, in part already described in Section 4.2, have
been developed and used. These methods are:

1. The Leading Edge (LE) with a fixed threshold of −15 mV (Figure 6.9a),
optimized for the signals coming from the new front-end electronics board.

2. The Spline method, which replaces the PSI method (Section 4.2). It is a
constant fraction algorithm that interpolates the waveform with cubic splines,
with a granularity of 1 ps, and defines the ToA as the time at which the signal
exceeds a fraction of the signal amplitude (Figure 6.9b). An optimization of this
fraction was performed for each sensor characterized, resulting in an amplitude
fraction of 20% for the single pixel sensor and 35% for the pixel-strip sensor,
concerning the measurements shown in this chapter.

3. The Reference method, in which the signal is processed by subtracting to it an
identical contribution delayed by about half of the signal rise time and the ToA
is set to the time at which the resulting waveform exceeds 50% of its amplitude
(Figure 4.7b).
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Fig. 6.9 Illustration of (a) the Leading Edge (LE) method and (b) the Spline method
at 20% fraction of the signal amplitude applied to signals from a TimeSPOT single
pixel.

All methods parameters are optimized with real data, from both laboratory and test
beam measurements, in order to guarantee the best detection efficiency and timing
performances. These parameters depend on the front-end electronics and on the sensor
used, that determine signals characteristics (rise time, amplitude and noise). The ToA
of the MCP-PMT signal is determined by applying the Spline method.

6.1.3 Measurements and results

As explained in Section 6.1.1 above, this setup with the 90Sr source allows to measure
an upper limit of the sensor time resolution and thus to have a first estimation of its
timing performance directly in laboratory. The test structures characterized with this
setup are a single pixel and a pixel-strip (Figure 6.10), and the acquisition trigger
condition used is that explained before.

Single pixel characterization

The single pixel and the MCP-PMT signals amplitude distributions are shown in
Figure 6.11. As expected, the single pixel amplitude distribution (Figure 6.11a) is not
Landau-like because of the relevant multiple scattering of electrons with energy in the
range (0.7 − 2) MeV in silicon, as already illustrated by the simulation. An amplitude
selection on the MCP-PMT signals is applied (|A| > 30 mV), in order to select electrons
with at least 1 MeV energy and to have a sufficiently good time reference resolution.
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(a) (b)

Fig. 6.10 Two of the TimeSPOT sensors tested with this setup: (a) a single pixel
and (b) a pixel-strip. The single pixel test structure consists of seven adjacent pixels,
where the three innermost, visible in the picture, can be individually readout; for the
measurements described here the side pixels are grounded and the central one (in the
red box) is connected to the FEE input. The pixel-strip (in the green dashed box)
consists of ten pixels shorted together.
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Fig. 6.11 (a) Single pixel signals amplitude distribution at Vbias = −50 V. (b) MCP-
PMT signals amplitude distribution at 2800 V.

Figure 6.12 shows the distribution of the difference between the ToA of the single pixel
and the MCP-PMT, tpixel − tMCP−PMT, from which the time resolution of the single
pixel is extracted. The distribution consists of a peaking structure, due to energy
deposits in the single pixel, and a constant contribution, due to noise events. The peak
is described by the sum of two Gaussian functions: the Gaussian core accounts for
the contribution of the signals originated in the central region of the sensor, while the
secondary Gaussian describes the contribution of the signals originated close to the
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trenches that feature a slightly larger ToA due to the longer charge collection time of
one of the two charge carriers, as accurately demonstrated with simulation studies [86].
Their contributions are combined to compute the effective resolution as

σ2
eff = f1(σ2

1 + µ2
1) + (1 − f1) · (σ2

2 + µ2
2) − µ2 (6.3)

where f1 is the fraction of the Gaussian core and µ is defined as

µ = f1µ1 + (1 − f1) · µ2 (6.4)
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Fig. 6.12 Distribution of the single pixel ToA with respect to the MCP-PMT, tpixel −
tMCP−PMT, at Vbias = −50 V. The distribution is fitted with the sum of two Gaussian
and a constant (in red). The two Gaussian are also shown (blue dashed lines).

A comparison between the time distributions obtained with the three different methods
(Leading Edge, Spline and Reference), at a bias voltage of −75 V for the pixel, is
shown in Figure 6.13. As expected, the distribution obtained applying the Leading
Edge algorithm to the silicon sensor signals is larger than those obtained with the
CFD-like algorithms. However, the distributions resulting by applying the Spline and
the Reference methods to the single pixel signals are similar to each other, showing an
effective time resolution of 29.2±0.5 ps and 31.2±0.5 ps, respectively. This is in contrast
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to what observed at the PSI test beam (Section 4.3), where the Reference algorithm
led to a significant improvement in the time resolution measurement. This hasn’t been
completely understood but one possible explanation is that in these measurements,
differently to test beam ones, the charged particle path in the silicon is not straight,
thus each signal is a mixture of signals coming from sensor regions where the electric
field value is different. This means that in this setup the signals rise time values are
more uniformly distributed, hence the Reference algorithm, that mitigates the jitter
due to rise time fluctuations, has no effect.
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Fig. 6.13 Distribution of the single pixel ToA with respect to the MCP-PMT, tpixel −
tMCP−PMT, obtained at Vbias = −75 V with three different time-picking methods:
Leading Edge, Spline and Reference. The effective time resolution σeff in the legend
includes the time jitter contribution of the MCP-PMT. Histograms are normalized to
the distribution maximum.

Figure 6.14 shows the time distributions obtained at different bias voltages in a range
from −10 V to −100 V with the Spline algorithm, normalized at the histograms integral.
It is possible to observe that a wider distribution is obtained at −10 V and −25 V,
while for Vbias ≤ −50 V the distributions are more similar to each other. Moreover, a
shift of the time distribution to the left is observed as the bias voltage increases, as can
be seen in Figure 6.15, where the mean value µ of the distribution, obtained from the
fit, as a function of the bias voltage, is shown. The value of µ itself is not important,
since a constant quantity has been added to each value for more clarity, while it is



102 TimeSPOT sensors laboratory characterization

important to see the relative difference of each value with the other values. This shift
of µ with the bias voltage is due to the increase of the electric field intensity which
leads to a smaller charge collection time and thus to a smaller ToA.
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Fig. 6.14 Distribution of the single pixel ToA with respect to the MCP-PMT, tpixel −
tMCP−PMT, obtained with the Spline method, at different bias voltages and normalized
to the integral of the histograms.

To obtain the single pixel time resolution, the time jitter contribution of the MCP-
PMT, measured with a red laser (Section 5.2.2), is subtracted in quadrature from
the effective time resolution calculated with the two Gaussian fit results, according
to Equation 6.3. The single pixel time resolution measured for several bias voltage is
reported in Figure 6.16 for the three different algorithms applied. An improvement
of the time resolution is observed increasing the bias voltage (absolute value) up to
−50 V, while no improvement is observed further increasing the bias. At −100 V the
measured single pixel time resolution with the different methods is 39.2 ± 1.0 ps with
the LE, 25.6 ± 0.6 ps with the Spline and 25.8 ± 0.7 ps with the Reference. These
values can not be compared with the PSI test beam results (Section 4.3) because of the
different front-end electronics board and also test structure used, namely a single pixel
instead of double pixel with the side region problem (Section 5.1.5). A comparison
between this setup and test beam results will be done in the next chapter, dedicated
to the TimeSPOT test beam campaigns conducted at the SPS/H8 beamline at CERN,
notwithstanding the limits of this setup.
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Fig. 6.15 Mean value µ of the ToA distributions obtained with the Spline method as
a function of the single pixel bias voltage. The µ value itself is not relevant, but it is
important the trend with the bias voltage.
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Fig. 6.16 Effective time resolution of the single pixel as a function of the bias voltage
with Leading Edge, Spline and Reference algorithms. The MCP-PMT time jitter
contribution has been subtracted in quadrature.
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Pixel-strip characterization

The pixel-strip signals amplitude distribution measured with the 90Sr source setup is
shown in Figure 6.17. This sensor shows a different amplitude distribution with respect
to the single pixels having, as expected, a lower amplitude. This is due to the ten
times higher capacitance of the pixel-strip structure with respect to a single pixel. In
Figure 6.18 the distribution of the difference between the ToA of the pixel-strip and
the MCP-PMT, tstrip − tMCP−PMT, with the two Gaussian fit, is shown. The effective
time resolution is calculated according to Equation 6.3. Figure 6.19a shows the ToA
distributions obtained at different pixel-strip bias voltages applying the Spline method
to the sensor signals. As observed for the single pixel, a progressive narrowing of the
distribution with the increase of the bias voltage is observed, together with a shift of
the distribution at lower time values as the bias voltage increases. This shift of the
distributions with the bias voltage is quantified in Figure 6.19b where the mean, µ, of
the distribution as a function of the bias voltage applied is shown.

h_amp1

20 40 60 80 100 120 140 160 180
Amplitude [mV]

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

C
ou

nt
s/

(1
m

V
)

h_amp1

Fig. 6.17 Pixel-strip signals amplitude distribution at Vbias = −50 V.

Figure 6.20 shows the effective pixel-strip time resolution measured at different bias
voltages, after the subtraction in quadrature of the MCP-PMT jitter contribution.
Only the Leading Edge and the Spline algorithms results are shown, since the Reference
method gives results comparable to those obtained with the Spline. An improvement of
the time resolution with the increase of the bias voltage is observed. At a bias voltage
of −100 V a time resolution of 40.9 ± 1.0 ps and 27.2 ± 0.6 ps has been measured with
the LE and with the Spline methods, respectively.
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Fig. 6.18 Distribution of the single pixel ToA with respect to the MCP-PMT, tstrip −
tMCP−PMT, at Vbias = −50 V. The distribution is fitted with the sum of two Gaussian
and a constant (in red). Also the two Gaussian are shown (blue dashed lines).
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Fig. 6.19 (a) Distribution of the pixel-strip ToA with respect to the MCP-PMT,
tstrip − tMCP−PMT, obtained with the Spline method, at different bias voltages and
normalized to the integral. (b) Mean value µ of the ToA distributions obtained with
the Spline method as a function of the pixel-strip bias voltage. The µ value itself is
not relevant, but it is important the trend with the bias voltage.
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Fig. 6.20 Effective time resolution σeff of the pixel-strip as a function of the bias
voltage, estimated with the Leading Edge and the Spline methods. The MCP-PMT
time jitter contribution has been subtracted in quadrature.

The ToA distribution of the pixel-strip is a little wider with respect to that of the
single pixel. In particular, the tail is longer in the pixel-strip, as shown in Figure 6.21a.
In Figure 6.21b the results of the effective time resolution as a function of the bias
voltage measured for the two sensors are summarized, displaying a similar behaviour of
the time resolution with the bias voltage and a slightly better performance of the single
pixel with respect to the pixel-strip. This is due to the presence in the pixel-strip of
the side region, whose impact to the time resolution has been studied in detail for the
double pixel test structure (Section 5.1.5).

6.1.4 Summary

In this section, the laboratory setup to test TimeSPOT sensors with minimum ionizing
particles and some of the measurements performed have been presented. The setup
is composed by a 90Sr source, emitting electrons up to 2.2 MeV, the DUT and an
MCP-PMT used as time reference and also as energy selector of the electrons. The
behaviour of the electrons emitted by this radioactive source in silicon has been studied
through a Geant4 simulation, showing how strong the impact of multiple scattering
is in this setup, while it is negligible at the test beam energies. Because of this, this
setup allows to measure only an upper limit of the sensors time resolution, which can
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Fig. 6.21 (a) Distribution of the ToA with respect to the MCP-PMT of the single
pixel (in green) and the pixel-strip (in magenta) at Vbias = −75 V normalized to
the histograms integral. (b) Effective time resolution σeff of the single pixel and the
pixel-strip at different bias voltages, obtained with the LE and the Spline methods.

be more precisely measured at the test beam. Moreover, it presents the issue of having
the DUT in the trigger and this could bias the measurement rejecting signals with an
amplitude below the trigger threshold. But nevertheless it represents an important tool
for the characterization of silicon sensors directly in the laboratory, allowing to make
preliminary measurements of time resolution and to compare different test structures.
Here, measurements of time resolution of a TimeSPOT single pixel and of a pixel-strip
have been presented. Both test structure resulted to have a time resolution better than
30 ps at Vbias = −100 V, with time resolution of the single pixel systematically slightly
better than that of the pixel-strip at the different bias voltages applied, which presents
a longer tail in the time distribution, due to the presence of the side region.

6.2 Sensors characterization with infrared laser

A preliminary comparison of TimeSPOT sensors with different pitch sizes with respect
to the nominal pitch of 55 µm is presented in this Section. These studies have been
done in order to explore the possibility of using these sensors for the same 4D-tracking
applications or similar. A larger pitch size, for example, could be easier to produce,
while a smaller pitch size is potentially more rad-hard and could have an even better
resolution with respect to the 55 µm pitch.
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These measurements have been performed by using a laser-based setup developed in
Cagliari within the TimeSPOT project and used to characterize these 3D-trench silicon
sensors in laboratory. This setup, shown in Figure 6.22 [92], provides the opportunity
to excite the sensor and measure its response at a sub-pixel level [93], which is a
characterization complementary to that done with the 90Sr source setup or in a test
beam, that instead allow to measure the overall sensor response from all its active area.

Fig. 6.22 Laser-based test station realized in our laboratory, in Cagliari, within the
TimeSPOT project.

The setup consists of an infrared (IR) laser, OneFive Origami 10 [94], with a duration
pulse lower than 200 fs, a wavelength of 1030 nm and a repetition frequency of 40 MHz.
The laser beam travels in open space, then it is focused on a fiber port and transported
to the microscope by means of a mono-mode optical fiber. The microscope allows
to focus the light on a very small spot of 1.8 µm FWHM, on the sensor active area.
A digital camera is used to visualize the sensor and the laser light spot, while x-y
piezoelectric closed loop stages allow to move the sensor with respect to the laser
spot. The light attenuation length in silicon at a wavelength of 1030 nm is about
330 µm so the laser pulse energy is deposited almost uniformly in the TimeSPOT
sensor 150 µm thickness, as shown by the plot of the beam propagation in the sensor
thickness in Figure 6.23. This allows to use this laser to emulate the passage of a
minimum ionizing particle in the sensor active volume. The time reference used in this
setup consists of another TimeSPOT sensor mounted on a FEE board and illuminated
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by a laser spurious reflection, and it is able to provide a laser pulse time stamping
with an accuracy better than 1 ps [92]. This represents the accuracy of the system in
measuring the ToA of sensor signals.

Fig. 6.23 The 1030 nm laser beam spot size and intensity at each point in 150 µm
silicon thickness.

The measurements shown in this section are spatial laser scans of the silicon sensor
under test. In particular a comparison between three different pitch sizes is illustrated.
To make a spatial laser scan, the sensor is moved with respect to the laser beam
with a 1 µm step and 1000 signal waveforms are recorded in each position, from both
the sensor under test and the time reference, by using an 8 GHz analog bandwidth
20 GSa/s, 4-channels digital oscilloscope Rohde & Schwarz RTP084. The movement
system and the data acquisition is controlled by means of a LabVIEW program, then
the acquired waveforms are analyzed offline. Sensors can be illuminated from the
front or from the back (Figure 6.24), allowing, in this second scheme, to avoid some
metallized areas that are present on the surface of the sensors.

Fig. 6.24 Silicon sensor illuminated from the front (left) and from the back (right) by
the laser beam.
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6.2.1 Results

In this section a comparison between TimeSPOT sensors with a different pitch size is
presented. The three test structures tested are shown in Figure 6.25. All the three
structures are pixel strips, consisting of seven or ten pixels connected to the same
readout pad and they differ from each other for the pixel dimensions: 27.5 × 27.5 µm2,
55 × 55 µm2 and 110 × 55 µm2.

Fig. 6.25 (a) Strip of seven 27.5 × 27.5 µm2 pixels. (b) Strip of ten 55 × 55 µm2

pixels. (c) Strip of ten 110 × 55 µm2 pixels.

Taking into account the different distance between readout and bias trenches in the
three sensors, we applied an appropriate bias voltage in order to have a similar electric
field in three structures, achieved by increasing the bias voltage with the increase of
the pitch size. In the 27.5 µm pitch sensor, it was not possible to apply the proper bias
voltage of −25 V to have similar electric field conditions in the three sensors, because
of the high leakage current of the particular test structure used, so a Vbias = −15 V
was applied. The 27.5 µm pitch and the 55 µm pitch sensors were illuminated from
the back, while the 110 µm pitch sensor was illuminated from the front, so in this last
case the inter-pixel region is not visible because of the metallization connecting the
ten readout trenches of the strip. In Figure 6.26 the ToA maps obtained illuminating
the three strips under test are shown, with the readout trenches marked with a dashed
red box. The inactive trenches areas are cut off from the map by applying a signal
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Fig. 6.26 Map of the average ToA per position for (a) a strip of seven 27.5 × 27.5 µm2

pixels at −15 V bias voltage, (b) a strip of ten 55 × 55 µm2 pixels at −50 V bias voltage
and (c) a strip of ten 110 × 55 µm2 pixels at −100 V bias voltage. For each position
in the map the average ToA is calculated on 1000 waveforms. The dashed black box
indicates the central slice of the pixel, used to evaluate the residual non-uniformity
of the sensors disregarding inter-pixel regions, while the dashed red box indicates the
position of the readout trenches.

amplitude selection in order to focus only on the active region of the sensors. The
sensors with a pitch of 27.5 µm and 55 µm show a very uniform ToA map and, as
expected, the smaller the pitch the greater the uniformity, especially in the central
region of the pixel. On the other hand, the pixel with 110 µm pitch shows very slow
regions that make this pixel dimension present a worse time resolution, at least in this
electric field condition. Focusing on the central slice of the pixel of each sensor, defined
by the black box in Figure 6.26, and taking the average ToA for each position inside
the slice, it is possible to evaluate the residual non-uniformity of the sensor without
considering inter-pixel regions. Since averages of the measured ToA are performed for
each position, the electronic jitter can be considered negligible, allowing to evaluate the
intrinsic sensor response [93]. The standard deviation of the average ToA distribution
in the central slice decreases as the pitch of the sensor decreases, from about 30 ps for
110 µm pitch to 5 ps for 55 µm pitch and down to 2 ps for the smallest pitch of 27.5 µm.
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These results confirm the excellent performance of the 55 µm pitch size sensors and
show potential and drawbacks of the other pitch sizes investigated. The 110 µm pitch
size presents a worse time resolution because of the less uniformity and intensity of the
electric field. However, in the event that it is possible to operate such devices at an
higher bias voltage (< −100 V) to get closer to the velocity saturation condition, this
sensor could be an option for detectors that have less stringent requirements in terms of
spatial resolution, such as the NA62 GigaTracker in the HIKE program, which requires
a pitch size ≤ 300 µm. The 27.5 µm pitch sensor, instead, has a better time resolution
and a higher radiation hardness, but as disadvantages it has a higher capacitance and
a larger portion of dead volume, since trenches have the same dimensions of the 55 µm
pitch sensor ones. The measurements reported in this section show that the 55 µm
pitch size sensor is the most performing and appropriate sensor for the upgrades of the
high luminosity experiments mentioned in Chapter 1.



Chapter 7

TimeSPOT sensors test beam
before irradiation

Two test beam campaigns at the CERN Super Proton Synchrotron (SPS) H8 beamline
for non irradiated TimeSPOT sensors characterization were conducted in October
2021 and in May 2022. Tests have been made with a 180 GeV/c positive hadrons
beam, mainly composed by pions. In this Chapter, the setup designed and realized is
described, the analysis method and the performed measurements of detection efficiency,
timing performance and charge sharing between two pixels are illustrated. Also, a
comparison with measurements made with the 90Sr source setup, regarding timing
performance, is shown.

7.1 Test beam setup

The test beam setup designed and realized is shown in Figure 7.1a. Two TimeSPOT
sensors, wire-bonded to their own FEE boards are mounted inside an electromagnetically
shielded and light-tight box, one after the other along the beam line direction, z. One
of the two 3D sensors is installed on a fixed mount, while the other one is mounted on
two closed-loop piezoelectric linear stages [95] (Figure 7.1b) that allow up to 16 mm
movements with 10 nm position accuracy in the transversal directions (x, y) with
respect to the beamline. There is also the possibility to mount one of the two silicon
sensors on a manually rotating mount around the vertical direction to measure sensor
performance at non-normal beam incidence (Figure 7.1b).
As time reference detector of our setup, two 18 mm diameter and 5.5 mm thick quartz
input window microchannel plate photomultiplier tubes (MCP-PMTs) are used, pro-
viding a particle timestamp with a precision in the range of (3 − 4) ps using the average
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(a)

(b)

Fig. 7.1 The setup used for the two test beam campaigns at CERN SPS/H8 beamline.
(a) The sensors mounted on their FEE boards inside the electromagnetically shielded
and light tight box and the two MCP-PMTs downstream. (b) The upstream board
mounted on piezoelectric stages and the second board mounted on a manual rotational
stage.
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time of the two. The data acquisition (DAQ) system consists on an 8 GHz analog
bandwidth 20 GSa/s 4 channels digital oscilloscope Rhode & Schwartz RTP084, used to
acquire the signals from the silicon sensors and the two MCP-PMTs. The oscilloscope
trigger condition is chosen on the basis of the measurement performed. A typical event
acquired with this setup and seen at the oscilloscope is shown in Figure 7.2. The
specific configuration of the setup and the oscilloscope trigger for each measurement is
described in the results Section 7.3.

Fig. 7.2 A typical event acquired during the data taking. The signals from the two
silicon sensors are shown in yellow and green and the signals from the two MCP-PMTs
are shown in orange and blue. The relative timing between silicon sensors and MCP-
PMTs signals is digitally adjusted to optimize the trigger condition used.

On average, 106 particles are extracted every 30 seconds in a 4 seconds-long spill
and are focused on an approximately circular spot of (6−8) mm sigma radius measured
immediately before our setup location.
An initial alignment of the setup with the beam was performed using a laser level and
adjusting the moving table (x, y) position to center the two targets mounted on the
red holders in Figure 7.3a so that the detectors were aligned with the beam direction.
This guarantees the relative alignment between the beam line and the optical rail. An
USB microscope mounted on a sliding support was used to measure the position of
the downstream silicon sensor and to perform a pre-alignment of the silicon sensor
mounted on remote controllable x-y piezoelectric stages (Figure 7.3b) with respect
to the downstream silicon sensor. The final alignment between silicon sensors was
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made with the beam, moving the sensor on the piezoelectric stages to maximize the
coincidence rate with the reference sensor. The coincidence counts measured in a single
pixel x and y scan are shown in Figure 7.4. It is important to underline that thanks to
this system for the alignment of two TimeSPOT sensors, it was possible to not put the
DUT on the acquisition trigger (unlike in the first test beam), allowing to avoid to
bias the measurements.

(a) (b)

Fig. 7.3 (a) Picture of the black box placed on the moving table. The laser level is
visible and centered on the two targets used to align the rail with the sensors with the
beam line direction. (b) Picture of the pre-alignment procedure with the microscope
in front of the board mounted on x-y closed-loop stages in order to move this board
such that the silicon sensor is in the position of the downstream sensor.

7.2 Data analysis

The Time of Arrival (ToA) of each silicon sensor signal is determined by means of the
three algorithms described in Section 6.1.2: Leading Edge (LE), Spline and Reference
methods. For the two MCP-PMTs the Spline method is used, since no improvements
are observed applying the Reference method. All methods parameters are the same as
those used in the analysis of data taken with the 90Sr source setup.
Moreover, in this test beam data analysis, an amplitude-dependent correction of the
Leading Edge method has been applied, in order to remove the time-walk effect. This
Leading Edge amplitude corrected method is based on the correlation between the ToA
of the signal measured with the LE algorithm and the signal amplitude A, that is
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Fig. 7.4 Coincidence counts between two single pixels in a scan along (a) x and (b) y
direction.

shown in Figure 7.5. A fifth order polynomial function is used to fit this dependence
and the ToA corrected for the amplitude is calculated as

tLE,corr = [tLE − (p0 + p1A + p2A
2 + p3A

3 + p4A
4 + p5A

5)] − ⟨tMCP −P MT s⟩ (7.1)

where tLE is the ToA measured with the LE before the correction, pi are the fit
parameters and ⟨tMCP −P MT s⟩ is the average of the time measured by the two MCP-
PMTs.

7.3 Results

In this section the results of the two test beam campaigns at SPS/H8 beamline
are illustrated, in particular the studies reported are: detection efficiency, timing
performance and charge sharing between two adjacent pixels.
Several preliminary measurements, not shown here, have been performed at the
beginning of the test beam, like the optimization of the High Voltage (HV) applied to
the two MCP-PMTs and the fine alignment of the table making an x-y scan of the
rate in a silicon sensor. After the MCP-PMTs HV optimization, the distribution of the
time difference between the two devices in Figure 7.6 is obtained, from which it follows
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Fig. 7.5 (a) Distribution of the time of arrival of the single pixel measured with the
LE method with respect to the time reference tpixel − ⟨tMCP −P MT ⟩ as a function of
the pixel signal amplitude. (b) Profile of the single pixel ToA as a function of its
signal amplitude with the 5th order polynomial fit, used for the amplitude-dependent
correction of the method, shown in red.

that the precision of our time reference, using the average time measured by the two
photodetectors, was in the range of (3 − 4) ps.
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Fig. 7.6 Distribution of the time difference measured between the two MCP-PMTs,
tMCP −P MT 1 − tMCP −P MT 2.
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7.3.1 Single pixel timing performance at 0◦

The energy deposit inside the sensor active area depends on the track length, that in
the case of 0◦ incident beam angle (normal incidence), is equal to the sensor thickness,
150 µm for a TimeSPOT sensor. For an angled beam (see Section 7.3.2), instead, the
track length distribution widens, since the length of the particle path in the sensor
active volume increases or decreases depending on the impact point on the pixel surface.
In Figure 7.7 the amplitude distributions of the single pixel at beam normal incidence,
obtained at different bias voltages in the range (−7, −100) V, are shown. The peaking
contribution above 20 mV is associated to sizeable energy deposits in the sensor, while
the contribution that populates the region below 20 mV is due to the noise. The
amplitude distributions follow the characteristic Landau shape. For Vbias ≤ −50 V
the distributions overlap almost perfectly, while for Vbias > −50 V the distributions
are shifted to lower amplitude values. The reduced signal amplitudes observed at low
absolute bias voltages are due to the effect of the fast front-end electronics on the
slower signals (ballistic deficit). Anyway, the sensor shows very good performance also
at low absolute bias voltages.
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Fig. 7.7 Amplitude distribution of the single pixel at normal beam incidence and for
different bias voltages. The distributions are normalized at the Landau peak.
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The setup for the measurement of TimeSPOT sensors timing performance consists
in: two single pixels, one of which is our device under test, and the two MCP-PMTs.
The acquisition trigger condition is the coincidence of the other single pixel and one of
the two MCP-PMTs, indicated as Sensor 1 and MCP 1 in Figure 7.1a. A single pixel
test structure is shown in Figure 7.8. The time resolution of the DUT was measured
at different bias voltages, in a range from −7 V and −100 V.

Fig. 7.8 Single pixel test structure consisting of seven adjacent pixels, where the three
innermost, visible in the picture, can be individually readout. For the measurements
here described the central pixel is that one under test, while the two adjacent pixels
are grounded to guarantee the central pixel proper electric field conditions.

Figure 7.9a shows the distribution of the difference between the ToA of the single pixel
and the Time-Tagger, tpixel −⟨tMCP−PMT⟩, at a bias voltage of −100 V. The distribution
consists of a peaking structure, due to particles crossing the DUT and releasing energy
inside it, and a constant contribution due to noise events. The distribution is described
by the sum of two Gaussians, for the peak, and a constant contribution, for the
background, for the reasons explained in Section 6.1.2. At the maximum bias voltage
applied of −100 V and with the most performing Reference method, the effective time
resolution of the single pixel is σpixel

t = 12.4±1.3 ps, after the subtraction in quadrature
of the time reference jitter contribution.
In Figure 7.9b the measured effective time resolution of a 3D trench single pixel at
different bias voltages with the four different methods described before, is shown. The
pixel shows an almost constant time resolution for Vbias ≤ −25 V, while it worsens at
higher (absolute value) bias voltages. This worsening is related to both the specific fast
front-end electronics used for these measurements, that is less efficient in collecting
the full charge from slow signals, and to the increase of differences in velocity between
the two types of charge carriers at low absolute bias voltage, that affects the sensor
uniformity. The best single pixel timing performances are obtained using the Reference
method, that allows to mitigate the time jitter contribution due to rise time fluctuations.
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Fig. 7.9 (a) Distribution of the difference between the TOA of the single pixel and
the time reference, tpixel − ⟨tMCP−PMT⟩, for the single pixel at Vbias = −100 V with the
reference method. The distribution is fit with the sum of two Gaussian functions (blue
dashed lines) describing the signal, and a constant (red dashed line) modelling the
background. (b) Effective time resolution of the single pixel at different bias voltages
for different analysis methods. Here the contribution due to the resolution of the time
reference is subtracted.

The Leading Edge method, despite its simplicity, provides time resolutions lower than
30 ps for Vbias ≤ −25 V, while with the correction for the signal amplitude results
compatible with those of the Spline method are obtained for Vbias ≤ −15 V.
Figure 7.10 shows the time distributions of tpixel − ⟨tMCP−PMT⟩ obtained with the
Leading Edge method (in blue) and with the LE corrected for the amplitude signal (in
red) at Vbias = −50 V. It allows a qualitative comparison between the two distributions,
showing how the core distribution becomes narrower and the tail becomes shorter
in the distribution obtained after the amplitude-dependent correction of the ToA.
Figure 7.11 shows the same two distributions with the fit function, for a quantitative
comparison. In this run the effective time resolution improves from σt = 26.6 ± 1.7 ps
to σt = 20.0 ± 0.9 ps by applying the correction of the ToA for the signals amplitude.

Comparison with laboratory results

In Chapter 6 it has been explained that the results obtained at the test beam and in
laboratory with the 90Sr source are expected to be different, because of the relevance
of multiple scattering at the energies of the electrons emitted by the 90Sr source, which
is negligible at the SPS/H8 beamline energies. The multiple scattering, indeed, is such
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Fig. 7.10 Distribution of the tpixel − ⟨tMCP−PMT⟩ for the single pixel at Vbias = −50 V
with the Leading Edge method (in blue) and with the LE corrected for the signal
amplitude (in red). The red distribution has been shifted just to facilitate a visual
comparison. The distributions are normalized to the maximum.

Fig. 7.11 Distribution of the tpixel−⟨tMCP−PMT⟩ for the single pixel at Vbias = −50 V (a)
with the Leading Edge method and (b) with the LE corrected for the signal amplitude.
The distributions are fitted with the sum of two Gaussian functions and a constant.
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that the energy deposit in the sensor is smaller in laboratory (Figure 7.12) with respect
to the test beam and the signals amplitude distributions are quite different.
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Fig. 7.12 Single pixel amplitude distribution obtained at Vbias = −50 V with the 90Sr
setup.

However, to a first approximation, it is possible to make a comparison by selecting,
in the laboratory data, signals with an amplitude larger than 40 mV, in order to
reject the signals that are smaller than those measured at the test beam (Figure 7.7).
Figure 7.13 shows the effective time resolution measured as a function of the bias
voltage in laboratory with the amplitude selection A > 40 mV on the single pixel signals
and at the test beam. We observe that, with the Spline method, the laboratory results
approach test beam results, while still remaining slightly worse, since a simple amplitude
selection does not allow to obtain the same Landau-like distribution measured at the
test beam. For the same reason, the LE laboratory results deviate even more from
those of the test beam; at Vbias = −7 V the time resolution measured at the test beam
is much higher with respect to that measured at Vbias = −10 V with the 90Sr because
in the laboratory the DUT is in the trigger and at this bias voltage a lot of signals
have a small amplitude, so a worse time resolution, but in this setup they are rejected
by the trigger threshold.

7.3.2 Tilted single pixel timing performance

Since it is necessary to operate 3D sensors tilted with respect to the incident particles
direction to recover the inefficiency due to the electrodes (see Section 2.5.3), we also
performed time resolution measurements on a tilted single pixel sensor, in order to
see how much its time resolution is affected by the signal amplitude reduction due to
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Fig. 7.13 Effective time resolution of a single pixel measured at different bias voltages
in laboratory and at the test beam with Spline and LE methods. The jitter contribution
of the time reference detector has been subtracted.

the rotation of the sensor. In fact, for a particle hitting the sensor at an angle θ with
respect to normal incidence, the total track length increases for a fraction of possible
hitting positions but decreases whenever the particle crosses a trench, exits or enters
into the pixel laterally, consequently the mean particle path length is smaller than
at perpendicular incidence. The setup is the same of the measurements performed
at normal incidence. The device under test is mounted with the trenches along the
vertical axis, that is the rotational axis, as shown in Figure 7.14.

Fig. 7.14 Rotation scheme of a TimeSPOT pixel.
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Figure 7.15 shows the single pixel signals amplitude distributions obtained at normal
incidence and at the three tilting angles explored, 5◦, 10◦ and 20◦. As expected, as the
tilt angle of the sensor increases, the mean amplitude becomes smaller with respect to
normal incidence of the particles. For instance, at 10◦ tilt angle an amplitude reduction
of about 30% with respect to normal incidence is observed, so the mean energy loss
in the 150 µm thick TimeSPOT sensor changes from 2 fC (at 0◦) to about 1.4 fC. In
Figure 7.16 the time resolution of a TimeSPOT single pixel, measured at different
incident particle angles and at a bias voltage of −100 V, is shown. We observe that
the time resolution does not degrade significantly with respect to the normal incidence
case and in the worse case, at 20◦, the time resolution measured is σt = 17.5 ± 0.9 ps
with the Reference method.
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Fig. 7.15 Amplitude distribution of the single pixel at 0◦, 5◦, 10◦ and 20◦ tilting angles
with respect to the beam direction. The single pixel was biased at Vbias = −100 V.

7.3.3 Detection efficiency

Since trenches are non-sensitive volumes of the 3D-trench pixel sensors, if a charged
particle goes through a trench it will not be detected. To achieve a full detection
efficiency, 3D silicon sensors are usually operated slightly tilted with respect to the
beam normal incidence. In this section, measurements of TimeSPOT sensor geometrical
efficiency at 0◦ (normal beam incidence) and at tilting angles of 5◦, 10◦ and 20◦ with
respect to the beam direction are illustrated. For these measurements a triple 3D
trench strip, consisting of three adjacent strips, 10 pixels each, connected to the same
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Fig. 7.16 Time resolution of a single pixel at different tilting angles with the pixel
trenches along the y axis. The bias voltage applied to the pixel is −100 V.

readout channel of the FEE board (Figure 7.17b), is used as device under test of which
we measured the detection efficiency. A single 3D trench pixel has been aligned in the
middle of the triple strip active region and it was used as trigger of the acquisition,
in AND with one of the MCP-PMTs placed downstream. Moreover, to minimize the
overlapping of insensitive volumes, the pixel trenches were oriented perpendicularly to
the triple strip trenches. The setup used for these efficiency measurements is shown in
Figure 7.17a for the specific tilting angle of 20◦.
The efficiency is computed as ε = Nts/Ntrks, where Nts and Ntrks are the number
of tracks detected by the triple strip and the tracks crossing the triple strip volume,
respectively. The number of tracks crossing the triple strip volume, Ntrks, is given by the
number of triggered signals with a minimum pulse height both in the single pixel and in
the MCP-PMTs in a time window of 200 ps, Ntrig, corrected by the fraction of tracks that
miss the triple strip due to the beam divergence, Ntrks = Ntrig · (1−fmiss). This fraction
fmiss is estimated using a data sample acquired with the trigger single pixel shifted by
165 µm along the short side of the triple strip and amounts to fmiss = 1.4 ± 0.6 %. A
particle is considered detected by the triple strip in case the measured ToA relative
to the time reference, t3strip − ⟨tMCP−PMT⟩, is consistent with the expected value given
by the time of flight, that means it is in the peak of the time distribution shown in
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Figure 7.18a. Such method has been proven to be successful also for small signal
amplitudes, consistent with the noise level.

(a) (b)

Fig. 7.17 (a) Setup for detection efficiency measurements. The board with the single
pixel used as trigger and mounted on piezoeletric stages upstream and, behind it, the
board with the triple strip mounted on the manual rotational stage (in this picture it
is rotated 20◦ with respect to normal incidence). (b) Picture of the test structure used
for efficiency measurements. The three strips wire bonded to the FEE board are those
in the red box. The rotation axis is also shown.

Figure 7.18a shows the distribution of the difference between the ToA of the triple
strip and the time reference detector. The number of tracks detected by the triple
strip, Nts, is determined by fitting the distribution with a peaking function given by
the sum of a Gaussian and an exponential convoluted with a Gaussian, modelling
the detected tracks, and a constant function, describing the undetected tracks which
have random ToA values. At 0◦ incident beam angle the efficiency is measured to be
ε = 79.0 ± 0.7 %, where the uncertainty accounts for both statistical and systematic
contributions. The systematic uncertainty includes uncertainties related to the different
methods used to determine the ToA (Section 7.2), to the choice of the fit function to
calculate the detected tracks and the uncertainty on the fraction fmiss. As a cross check,
the efficiency is also calculated by counting the number of events for which the triple
strip signal has an amplitude above a certain threshold. For thresholds above 10 mV
the results substantially agree with those obtained from the fit to the time distribution,
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Fig. 7.18 (a) Distribution of the difference between the TOA of the triple strip and
the time reference, t3strip − ⟨tMCP−PMT⟩, for the triggered tracks with a minimum pulse
height both in the pixel and in the MCP-PMTs, Ntrig. The red curve represents the
result of the fit to the distribution and it is used to determine the yield of detected
tracks Nts for the efficiency calculation. (b) Comparison between two methods for the
efficiency measurement: the fit of the time distribution to count how many events are
in the peaking structure (in blue) and the amplitude cut to determine if an event has
been detected by the triple strip (in red). For this comparison the efficiencies are not
corrected for the fraction fmiss.

as shown in Figure 7.18b. This illustrates that the chosen method for the efficiency
measurement allows to include in the Nts count also small signals that would be lost
by imposing an amplitude threshold. Figure 7.19 shows the efficiency measured as a
function of the triple strip tilting angle with respect to the beamline direction. As
expected, the efficiency increases as the incident beam angle increases. The results at
5◦, 10◦ and 20◦ are ε = 90.4 ± 1.0 %, 98.2 ± 0.7 % and 99.1 ± 0.6 %, respectively. By
tilting the sensor around the pixel-strip axis from normal incidence, the contributions
due to particles crossing only the inactive volume of the sensor decrease and the full
efficiency is restored for tilt angles above 10◦.

7.3.4 Charge sharing between two adjacent pixels

In this section, the study of the charge sharing between two adjacent TimeSPOT pixels
is described. When a charged particle crosses the sensor at an angle different from
0◦ (normal incidence), it typically crosses the active volume of two, or more, adjacent
pixels and, in this cases, the information coming from all the hitted pixels is important
in the definition of the overall performance of the system.
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Fig. 7.19 Triple strip efficiency as a function of the tilt angle with respect to normal
sensor incidence. The DUT is rotated around the pixel-strip axis.

In our case, our device under test consists of two neighbour pixels (Figure 7.20a)
which are individually readout by using the four-channels front end electronics board
(Figure 7.20b), already described in Section 5.2.1. The acquisition was triggered by
the coincidence of a signal detected by a single pixel and a signal on one MCP-PMT -
representing the time reference of this setup -, placed upstream and downstream the
DUT, respectively. The triggering pixel was placed in the middle of the two pixels to
equalize the occupancies on the two pixels that were operated at −100 V. This setup
allows to study both the performance of a single pixel alone and that of two pixels
considered as a cluster.
In this study the ToA of the silicon sensors signals is evaluated using the Spline method,
and the following event categories were defined: the whole pixel, the single pixel, the
shared pixel and the cluster. A whole pixel event is that one in which a minimal
requirement on the pixel signal amplitude and ToA is asked, to reject most of the noise,
and any signal in the neighbour pixel is ignored. Looking also at the neighbour pixel, if
there is no signal in it - by applying cuts on its signal amplitude and ToA (A < 15 mV
OR |tpixel − tMCP−PMT| > 100 ps) - the event is labelled single pixel, otherwise if a signal
on the neighbour pixel is present (A > 15 mV AND |tpixel − tMCP−PMT| < 100 ps), the
event is labelled shared pixel. In this last case a cluster is made by combining the
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(a) (b)

Fig. 7.20 (a) In the red box the two adjacent pixels used for the charge sharing study.
(b) The four-channels FEE board used to read two pixels.

information of the two pixels. Clearly, the same event could belong to more than one
of the categories above.
Figure 7.21a shows the amplitude distributions obtained at 20◦ for the different event
types. The distribution of the whole pixel events deviates from the characteristic
Landau shape due to the contribution of the shared pixel events, populating the region
of small amplitudes A < 40 mV. By applying a clusterization algorithm to these events,
the resulting amplitude distribution, given by the sum of the amplitudes recorded on
the two pixels, recovers the expected Landau shape, as illustrated in Figure 7.21b,
where the amplitude distributions of the clusterized events for the measured angles
(0◦, 5◦, 10◦, 20◦) are shown. The distributions overlap for A > 45 mV and peak to
consistent values. At low amplitudes, instead, the distributions differ among themselves,
in particular at 20◦, due to the fact that the larger the angle, the larger the probability
to have events with cluster size equal to 3, so a small amount of charge could be lost
in our setup composed by only two pixels.

Concerning the cluster timing, the amplitude-weighted ToA of each pixel is corrected
by its mean value determined using calibration data samples at 0◦ with the trigger
pixel centered on one of the two DUT pixels alternatively. For the shared pixel events,
a linear combination of the ToA from both pixels weighted with their amplitude is
performed to determine the ToA of the cluster:

tcluster = tpixel,1Apixel,1 + tpixel,2Apixel,2

Apixel,1 + Apixel,2
(7.2)
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Fig. 7.21 (a) Amplitude distributions at 20◦ with respect to normal incidence for
different event categories. (b) Cluster amplitude distributions at various particle
incident angles.

The resulting time resolution, σeff
shared−cluster = 16.7±0.7 ps, improves the time resolution

measured individually for each pixel forming the cluster, as it can be seen in the
comparison between the full and empty blue histogram in Figure 7.21a. Similar results
are obtained using data at incident beam angles of 5◦ and 10◦.
Figure 7.22 shows the time resolution of the two-pixel cluster as a function of the
ratio of amplitudes Apixel,1/(Apixel,1 + Apixel,2) for each pixel forming the cluster, and
the time resolution measured using only the individual pixel information. The largest
improvement in time resolution due to the clusterization algorithm is reached when
the amplitudes of the two pixels are similar, while in the cases in which one pixel
dominates over the other, the time resolution of the combination is similar to that of
the dominant pixel. In all cases the time resolution of the cluster is consistent with
the combined resolutions of each pixel. Overall, the clustering allows to recover the
timing performances at normal incidence when only one pixel is hit. The measured
resolutions at 5◦, 10◦ and 20◦ are all consistent with the value of 20.6 ± 0.2 ps at 0◦

measured with the same setup and analysis method (Spline algorithm).
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Fig. 7.22 Two-pixel cluster time resolution as a function of the ratio of the amplitude
of one pixel to the sum of the two (black curve). The time resolution estimated using
only the individual pixel information is also shown (red and blue curves). Results
correspond to an incident beam angle of 20◦. The time jitter contribution of the
MCP-PMT is not subtracted.

7.4 Summary

In this chapter, the results of test beam conducted on non-irradiated TimeSPOT
silicon sensors at CERN SPS/H8 beamline in October 2021 and May 2022 have been
described. Specifically, time resolution and geometrical efficiency measurements have
been performed. Applying a software-based constant fraction discrimination algorithm,
a time resolution close to 10 ps has been achieved with a TimeSPOT single pixel.
Moreover, the use of a more common leading-edge discrimination method shows also
and excellent performance allowing to reach a time resolution close to 25 ps without any
amplitude correction. Since the TimeSPOT sensors trenches are inactive, measurements
of the geometrical efficiency of such devices has been performed at different particles
incidence angles, showing a full recover of the geometrical efficiency by tilting the
sensors at 10◦ or more. On the basis of these measures, TimeSPOT sensors appear
as a very promising solution for future upgrade of the tracking systems of many HEP
experiments. As illustrated in Chapter 1 another fundamental requirement for these
sensors to be used in HEP experiments operating at high luminosity is a high radiation
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hardness. The characterization of highly irradiated TimeSPOT sensors, performed
both in laboratory and at the test beam, will be shown in the next chapter.





Chapter 8

Irradiated TimeSPOT sensors
characterization

This Chapter presents the first characterization using minimum ionizing particles of
irradiated TimeSPOT sensors, both in laboratory and in a test beam at CERN SPS/H8
beamline in May 2022. These measurements are needed to test the radiation hardness
of such devices, which is a fundamental requirement for experiments operating in
high luminosity conditions. TimeSPOT sensors have been irradiated with neutrons
in the TRIGA reactor at the Institut Jožef Stefan in Ljubljana (Slovenia) at different
fluences, up to 2.5 · 1016 1 MeV neq/cm2. Recent results have proven the very high
radiation hardness of 3D sensors with columnar electrodes, up to a radiation fluence of
3 · 1017 1 MeV neq/cm2 tested with Transient Current Technique (TCT) [22]. In this
chapter the first characterization of highly irradiated 3D-trench devices is described in
detail.

8.1 Laboratory characterization

In order to reduce the leakage current of irradiated sensors, irradiated sensors must
be operated at low temperatures. To accomplish this, the 90Sr source setup has been
placed inside a climatic chamber (Figure 8.1) that allows to cool down to −70◦C. All
the measurements shown in this Chapter have been performed at a temperature of
−20◦C, sufficient to keep the sensors leakage current to an acceptable level (tens of
nA). Figure 8.2 shows two configurations of the setup inside the climatic chamber,
with or without the electromagnetically shielded box, respectively. The setup used for
timing performance measurements is the same of that used for non-irradiated sensors
characterization and described in Chapter 6, and also in this case the MCP3 has been
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used as time reference. In particular, for the timing measurements, the setup was placed
inside the box in order to suppress the noise induced on the detectors by the climatic
chamber itself. The DAQ system consists of a 4 GHz analog bandwidth 20 GSa/s
4 channels digital oscilloscope (Rohde & Schwarz RTO1044), used to acquire the signals
from the silicon sensor and the MCP-PMT, with the coincidence of the two used as
acquisition trigger condition. The acquired waveforms are then analysed offline by
applying the Spline and Leading Edge (LE) time-picking methods, previously illustrated
in Section 6.1.2. In this case, the optimization of the Spline method parameters resulted
in an amplitude fraction of 35% for the measurement of the ToA of the irradiated
sensors signals.

Fig. 8.1 Climatic chamber used for the characterization of the irradiated TimeSPOT
sensors in laboratory. The Rohde & Schwarz RTO1044 oscilloscope used for the data
acquisition is also visible.

The first characterization measurement performed in laboratory is the measure of
the leakage current as a function of the bias voltage for three single-pixel test structure
irradiated at three different fluences: 5.0 · 1015 1 MeV neq/cm2, 1.0 · 1016 1 MeV neq/cm2

and 2.5 · 1016 1 MeV neq/cm2. The measurement was performed on the sensors already
mounted and wire-bonded to their FEE board. Figure 8.3 shows the resulting IV curves
that, as expected (see Section 2.4), exhibit an increase of the leakage current as the
fluence increases. A bias voltage down to −170 V has been applied to the tested sensors,
that have not reached the breakdown up to this value. Moreover, with the increase of



8.1 Laboratory characterization 137

(a) (b)

Fig. 8.2 Laboratory setup for characterization of TimeSPOT irradiated sensors with
the 90Sr source (a) inside the electromagnetically shielded black box for time resolution
measurements and (b) without the box for preliminary characterizations before the
test beam.

the irradiation fluence, an increase of the depletion voltage and a degradation of the
charge collection efficiency are expected. Therefore, some indications on the behaviour
of the sensors exposed to different irradiation fluences can be provided by the signals
rate of the sensor as a function of the bias voltage. This measurement has been
performed by placing the sensor in front of the 90Sr source (Figure 8.2b), triggering on
the sensor signal itself at a fixed threshold slightly above the noise and counting the
triggers in one minute at different Vbias. For this measure pixel-strips test structures are
used to have a good rate. Figure 8.4 shows the results obtained for sensors irradiated at
1.0 · 1015 1 MeV neq/cm2, 1.0 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2 fluences
and for a non-irradiated test structure, after a normalization of the rate to the one
of the most irradiated sensor operated at −120 V. The observed behaviour of the
1.0 · 1015 1 MeV neq/cm2 sensor is quite similar to the non-irradiated one, while the
curves are shifted at higher Vbias and rise slower as the radiation damage increases,
reaching the plateau at a higher bias voltage.

Regarding the timing performance, as outlined in Chapter 6, the setup with the 90Sr
source provides only an upper limit of the time resolution of the sensor, but still gives
useful information preliminary to test beam, in particular it can preliminarily show
differences in behaviour of irradiated sensors with respect to those non-irradiated. The
devices under test are a single pixel irradiated at 1.0 · 1016 1 MeV neq/cm2 and a single
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Fig. 8.3 IV curves of three TimeSPOT single pixels irradiated at
5.0 · 1015 1 MeV neq/cm2, 1.0 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2.
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Fig. 8.4 Rate of signals as a function of the bias voltage for pixel-strips irradiated at
1.0 · 1015 1 MeV neq/cm2, 1.0 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2 and for
a non-irradiated one. The counts are normalized to the rate of the most irradiated
pixel-strip at −120 V.

pixel irradiated at 2.5 · 1016 1 MeV neq/cm2. Figure 8.5 and Figure 8.6 show the overlap
of the time distributions, tpixel − tMCP −P MT , obtained at different bias voltages with
the two algorithms (LE and Spline) for the two irradiated sensors. For both irradiation
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fluences, very similar distributions are obtained for Vbias ≤ 50 V, while the distribution
at −25 V is slightly wider for the single pixel irradiated at 1.0 · 1016 1 MeV neq/cm2, as
seen for non-irradiated sensors, whereas it is narrower for the single pixel irradiated
at 2.5 · 1016 1 MeV neq/cm2. This is quantified through the effective time resolution,
σeff , measured at different bias voltages (Figure 8.7), that, for the most irradiated
sensor, results to be smaller at −25 V. This could seem in contrast to what expected,
but the interpretation of this results, supported by the following test beam results, is
that at Vbias = −25 V the signals of a such irradiated sensor are smaller and below
the trigger threshold, consequently only a part of signals, the larger ones, is detected
and the time resolution results smaller. This issue is related to this specific acquisition
condition in which the DUT is on the trigger, while it is not a problem in the test beam
setup. On the other side, the single pixel irradiated at 1.0 · 1016 1 MeV neq/cm2 has a
behaviour similar to that one observed for the non-irradiated single pixel. For both
the irradiated sensors, the time resolution results to be smaller than the one measured
for the non-irradiated sensor. Possible explanations will be illustrated in the following
section.
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Fig. 8.5 Distribution of the time of arrival of the single pixel irradiated at 1.0 ·
1016 1 MeV neq/cm2 with respect to the MCP-PMT, tpixel − tMCP −P MT , obtained at
different bias voltages (a) with the Leading Edge and (b) with the Spline methods.

These preliminary measurements of irradiated sensors made with the laboratory
setup have given strong indication that 3D-trench sensors irradiated to high fluences
have similar performances to the non irradiated devices if the bias voltage is increased
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Fig. 8.6 Distribution of the time of arrival of the single pixel irradiated at 2.5 ·
1016 1 MeV neq/cm2 with respect to the MCP-PMT, tpixel − tMCP −P MT , obtained at
different bias voltages (a) with the Leading Edge and (b) with the Spline methods.
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Fig. 8.7 Effective time resolution measured with the 90Sr setup as a function of the
bias voltage for the not irradiated single pixel and for the two irradiated pixels (a)
with the LE method and (b) with the Spline method. The time jitter contribution of
the MCP-PMT has been subtracted.

of a few tens volts. Further characterizations of these devices by means of a test beam
campaign are reported in the next section.
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8.2 Test beam characterization

The test beam setup used to measure both timing performance and efficiency of
irradiated TimeSPOT sensors is very similar to the one used for the characterization
of non-irradiated sensors, described in detail in Section 7.1. Two little boxes filled
with dry ice next to the irradiated DUT and a polystyrene box to thermally insulate it
have been added to the setup (see Figure 8.8). The use of dry ice allows to cool the
DUT down to −40◦C. The DUT is mounted on a fixed mount that allows to rotate
the sensor around the vertical axis and its temperature was constantly monitored by
means of a PT100 temperature sensor, in order to switch off the sensor bias voltage
when the temperature is higher than −15◦C.

Fig. 8.8 (a) Test beam setup for the test of TimeSPOT irradiated sensors. The DUT
was cool down by means of dry ice. (b) A PT100 temperature sensor was put in contact
with the DUT board to monitor the irradiated sensor temperature. (c) The setup with
the polystyrene box to thermally insulate the DUT and to avoid condensation on the
its surface.

For the characterization of the irradiated single pixels, the trigger condition is the
coincidence of a signal of another single pixel, mounted on the piezoelectric linear
stages, and one of the two MCP-PMTs that are used as time reference. The same
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trigger condition is used also for the efficiency measurements, where the DUT is
an irradiated triple strip. The single pixels and triple pixel-strip characterized were
irradiated at fluences of 1.0 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2. The
alignment procedure and the DAQ system, for both type of measurements, are the
same as those described in Section 7.1. In the analysis for the measurements of the
time resolution of these irradiated sensors, the Spline and Reference algorithms have
been applied to the sensors signals.

In Figure 8.9 the amplitude distributions obtained at different bias voltages with
the single pixels irradiated at 1.0 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2 are
shown. We observe that the peak of the distribution moves to higher amplitude values
as the bias voltage increases, as expected, but at low Vbias the Landau distribution
peak is close to the noise peak, especially for the most irradiated sensor, while for the
non-irradiated single pixel the Landau distribution was well distinguished from the
noise peak even at the very low bias voltage of −7 V (see Figure 7.7). The amplitude
distribution of the most irradiated single pixel at Vbias = −20 V in Figure 8.9b, showing
significantly smaller amplitudes with respect to the non-irradiated case, validates the
hypothesis illustrated in Section 8.1, according to which in the 90Sr source setup an
important portion of the signals are cut off by the trigger threshold and this explains
why in that case (Figure 8.7) an unexpected low time resolution value was obtained
for the bias voltage of −25 V.
The two FEE boards on which the two irradiated pixels were mounted have a different
gain, so it is not possible to compare the amplitude values itself, but rather the bias
voltage at which the distribution stop to move at higher amplitude values. This
happens at about −100 V for the single pixel irradiated at 1.0 · 1016 1 MeV neq/cm2

and at Vbias < −100 V for that one irradiated at 2.5 · 1016 1 MeV neq/cm2. For the
non-irradiated single pixel, this is observed already at a bias voltage of −50 V (see
Figure 7.7). Figure 8.10 shows the distribution of the time of arrival of the silicon sensor
with respect to the average time measured by the two MCP-PMTs, tpixel − ⟨tMCP−PMT⟩,
obtained with the Reference method at Vbias = −150 V for the two irradiated pixels.
The distribution is fitted with a function given by the sum of two Gaussian functions,
describing the peak of the distribution, and a constant, describing the background, as
done in the characterization of non-irradiated sensors (Section 6.1.3). The effective time
resolution is then computed by combining the two Gaussian contributions, according
to Equation 6.3. The time resolution of the two irradiated single pixels, measured at
different bias voltages with the Spline and with the Reference method is shown in Fig-
ure 8.11 together to the results obtained for the non-irradiated single pixel. As already
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Fig. 8.9 Amplitude distribution of the single pixels irradiated (a) at 1.0 ·
1016 1 MeV neq/cm2 and (b) at 2.5 · 1016 1 MeV neq/cm2 at normal beam incidence
and for different bias voltages.
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Fig. 8.10 Time distribution of the ToA of the pixel with respect to the average time
measured by the two MCP-PMTs, tpixel − ⟨tMCP −P MT ⟩, obtained with the Reference
method at Vbias = −150 V (a) for the single pixel irradiated at 1.0 · 1016 1 MeV neq/cm2

and (b) for that one irradiated at 2.5 · 1016 1 MeV neq/cm2.

observed with the 90Sr setup, a smaller time resolution is measured for the irradiated
sensors with respect to the not irradiated one. This difference is about (3 − 4) ps and it
is not possible to establish the definitive cause of this, based on the measurements made
so far only. Such small variations can be due to differences between the three specific
FEE boards used for these sensors, but also to the fact that the not irradiated single
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Fig. 8.11 Effective time resolution measured at different bias voltages for the non-
irradiated single pixel and for the two irradiated single pixels (a) with the Spline and
(b) with the Reference methods.

pixel has been tested at room temperature, unlike the irradiated sensors, and this can
impact the timing performance, for the increase of both the charge carriers mobility and
the transistor gain as the temperature decreases. Another possibility is that the some
regions of the irradiated sensors are not completely efficient and so the sensor seems
to have a better timing response. Further studies are necessary to investigate this effect.

As explained in Chapter 7, 3D sensors are usually operated tilted with respect to
the normal particle incidence, in order to recover the inefficiency due to the trenches
electrodes that are not active. Because of this, we measured the time resolution of
the most irradiated pixel also at 20◦ with respect to the normal beam incidence, as
done for the not irradiated single pixel. The results, reported in Table 8.1 for the bias
voltage of −100 V, show that the time resolution does not degrade drastically with the
tilting angle.

As explained in Section 2.4, the silicon sensors charge collection efficiency (CCE) is
deteriorated by the radiation damage. In particular, the CCE decrease becomes the fun-
damental problem at irradiation fluences higher than or equal to 1·1016 1 MeV neq/cm2 [40].
The efficiency of TimeSPOT sensors irradiated at 1 · 1016 1 MeV neq/cm2 and at
2.5 ·1016 1 MeV neq/cm2 has been measured at the May 2022 test beam at SPS. The data
analysis procedure is the same as that followed in the not irradiated case, described in
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Table 8.1 Effective time resolution for not irradiated and irradiated 3D trench single
pixels at a bias voltage of −100 V.

Fluence σSi
eff (Reference) [ps] σSi

eff (Spline) [ps]
0◦ 20◦ 0◦ 20◦

Not irradiated 12.4 ± 1.4 17.5 ± 0.9 17.8 ± 1.0 21.7 ± 0.9
2.5 · 1016 1 MeV neq/cm−2 9.8 ± 0.4 13.5 ± 0.6 13.6 ± 1.1 16.9 ± 0.9

Chapter 7. For the most irradiated triple strip, the measurement has been performed
with the DUT tilted at different angles with respect to the beam direction 0◦, 5◦ and
20◦. The results, including those of the non-irradiated sensor, are shown in Figure 8.12.
The measured efficiency of irradiated sensors resulted to be compatible with that
measured in the not irradiated case, resulting in an efficiency of 98.7 ± 1.14% at 20◦

tilting angle with respect to the beam direction. This result was obtained increasing
the bias voltage of the irradiated sensor by only 30 V with respect to the non irradiated
sensor. It represents a very important result, since it proves the good performance
of TimeSPOT sensors also when they are exposed to high radiation fluences, close
to the 6 · 1016 1 MeV neq/cm2 fluence expected in the LHCb VELO during the high
luminosity phase (with the Scenario A of the Upgrade II). In Figure 8.13 the efficiency
measured at 0◦ at different bias voltages for both the non irradiated and the irradiated
at 1 · 1016 1 MeV neq/cm2 triple strip is shown. The curves show that while the non
irradiated sensor is already fully efficient at −20 V, the efficiency of the irradiated
sensor at the same bias voltage is about 30% smaller and increases with the bias voltage
until reaching a plateau. This result is in agreement with the study made with the
90Sr and reported in Figure 8.4.

Highly irradiated 3D-trench silicon sensors have shown, both in test beam and
laboratory measurements, the same performance of the non-irradiated devices in terms
of time resolution and efficiency, thus they are good candidates for tracking detectors
operating in high luminosity conditions.
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Fig. 8.12 Efficiency measured at different tilting angles for the non irradiated triple
strip and for the triple strip irradiated at a fluence of 2.5 · 1016 1 MeV neq/cm2.
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Fig. 8.13 Efficiency measured at perpendicular beam incidence for the non irradiated
triple strip and for the triple strip irradiated at a fluence of 1 · 1016 1 MeV neq/cm2 at
different bias voltages.



Conclusions

This thesis work was focused on the development of innovative 3D silicon sensors
capable to provide at the same time an excellent time resolution (O(10 ps)) and spatial
resolution (O(10 µm)) in the highly radioactive environment of future high luminosity
experiments. The design optimization simulations made within the TimeSPOT project
have identified the 3D-trench pixel geometry as the best choice to achieve the time
resolution goal, since it allows to obtain a very uniform electric and weighting field
in its active area. Therefore this geometry design was chosen for TimeSPOT sensors,
whose pixels have a 55 × 55 µm2 area with an active thickness of 150 µm and a central
trench collection electrode 135 µm thick and 40 µm long.
These sensors have been characterized in several test beam campaigns and in the
laboratory using a 90Sr source. The setup with the 90Sr source represents a handy tool
to make preliminary characterizations of the sensors directly in the laboratory, despite
its limitations, fully described in this thesis. In particular, it allowed to measure an
upper limit of the time resolution of different test structures, both for non-irradiated
and irradiated TimeSPOT sensors, in this second case by placing the setup inside
a climatic chamber. This setup also allowed to perform a preliminary comparison
between sensors exposed to different irradiation fluences, showing indications that as
the irradiation fluence increases, the bias voltage has to be increased to recover the
detection efficiency of non-irradiated sensors.
In the test beam campaigns both time resolution and geometrical efficiency measure-
ments were performed for the first time. A time resolution close to 10 ps was measured
for a TimeSPOT non-irradiated single pixel and comparable results were obtained
also for single pixels irradiated at 1 · 1016 1 MeV neq/cm2 and 2.5 · 1016 1 MeV neq/cm2,
with the latter fluence very close to the maximum expected in the innermost region of
the LHCb VELO in the Upgrade II phase. The efficiency measurements performed at
perpendicular incident particle beam and at different incident angles have shown that
by tilting the 3D-trench sensors, like other columnar 3D sensors, they reach the full
efficiency. The results showed that tilting TimeSPOT sensors at more than 10◦ the
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efficiency is fully recovered, reaching a value of 99.1±0.6% at 20◦ for the non-irradiated
sensor tested, at a bias voltage of −100 V. Applying a bias voltage only 30 V higher to
the sensor irradiated at 2.5 ·1016 1 MeV neq/cm2, a comparable efficiency of 98.7±1.14%
at 20◦ has been measured.

TimeSPOT sensors have shown an excellent performance in terms of time resolution
and radiation hardness and this makes them a very good solution for the detectors of
several high energy physics experiments that have to operate in a very high-particle-
rate environment, e.g. the LHCb VELO, CMS PPS and the NA62 GTK. Laboratory
tests on the TimeSPOT 32 × 32 pixels matrix bump-bonded to the Timespot1 ASIC,
developed in 28 nm CMOS technology, are ongoing. In the near future it will be tested
also in a test beam to evaluate its time resolution and detection efficiency. The test of
a complete tracker demonstrator made of four of more detection planes of Timespot1
hybrids is also foreseen during the first half of 2023.
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