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Abstract
In literature, several researchers have discovered that the reviews written about 
Airbnb accommodation tend to be extremely positive than those published on other 
famous platforms, consequently, many negative experiences remain untracked. 
Leaving negative experiences underrepresented hampers hosts’ ability to improve 
their services. To overcome this gap, we employ Small Area Estimation to quantify 
negative sentiment in Airbnb reviews and the relative critical topics that character-
ize them. Our methodology involves a two-step process: first, we employ sentiment 
analysis and topic modeling to identify negative sentiment and critical issues, fol-
lowed by the application of a mixed effect random forest model to provide a granular 
analysis of Airbnb reviews in small sub-populations in the context of small area esti-
mation. We focus on domains of the city of Rome defined by geographical areas and 
the presence of hosts and Superhosts. Our findings reveal nuanced sentiment varia-
tions and critical topic proportions that traditional methods often overlook.
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1  Introduction

In time, online reviews have become one the most relevant tools to evaluate the 
performance and the services offered by tourism facilities. The reviews have been 
considered a crucial instrument to build trust, to help determine how listings are 
ranked in response to user queries (Zervas et al. 2021 p. 2). Moreover, they are 
intrinsic indicators of the quality of the service offered by the hosts (Lawani et al. 
2019). Finally, they have a stronger effect on the average rating expressed by the 
guest at the end of the Airbnb experience, and on the occupancy rate (Qiu et al. 
2018; Contu et al. 2023).

In literature, particular attention has been focused on the evaluation of reviews 
related to tourism accommodation and, particularly, on the reviews written con-
cerning Airbnb accommodation.

Different researchers have investigated the role of the reviews on the Airbnb 
phenomenon. They have highlighted that the reviews written about Airbnb 
accommodation tend to be extremely positive than those published on other 
famous platforms [see for instance Bridges and Vásquez (2018), Santos et  al. 
(2020), Bulchand-Gidumal and Melián-González (2020), Zervas et  al. (2021)]. 
Moreover, others have argued that the Airbnb review system seems to encourage 
positive reviews (see, for instance, Guttentag (2019)). This positive rating is gen-
erated firstly by the positive experience lived by guests; and secondly by the min-
imization of the negative experience. The last is due to different factors such as 
sociocultural norms of politeness, established trust among host and guest, lack of 
anonymity, the removal of reviews that violate their guidelines directly by Airbnb 
(Bridges and Vásquez 2018).

Additionally, Bulchand-Gidumal and Melián-González (2020) have high-
lighted that Airbnb guests do not rate when their experience is not positive. They 
do not want to harm the host with whom they have had personal contact, and do 
not want a negative review to appear on their profile.

Consequently, many negative experiences remain untracked, preventing hosts 
from being able to understand which negative elements distinguish their accom-
modation and therefore, what to invest in to improve the experience of their 
guests. This study aims to investigate the negative elements that characterize dif-
ferent domains of the city of Rome. The analysis is carried out by estimating their 
sentiment and relative critical topics of reviews in several small domains in order 
to provide the key elements that can impact negatively the Airbnb experience for 
hosts. Normally, the number of negative reviews may be too small to generate 
accurate estimates from the data. To overcome this issue, the Small Area Estima-
tion method is adopted.

We employed Natural Language Processing techniques such as Sentiment 
Analysis and Topic Modeling to first define the sentiment of the reviews and 
categorize them into positive and negative ones. Then, we examined negative 
reviews in order to extract the critical issues (topics). We focus the analysis on the 
Airbnb reviews published for the accommodations located in the city of Rome. 
We found that our approach reveals nuanced variations in sentiment and critical 
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topic proportions that are often missed by conventional methods. The findings 
have practical implications for both hosts and the Airbnb platform in enhancing 
customer experience. Five sections, besides the introduction, complete this study. 
The second Section is focused on the review of the literature related to the meth-
odologies used in the analysis. The third is related to methodology, and the fourth 
is to the presentation of the data. The results and implications are explained in the 
fourth part. Finally, the last Section focuses on concluding remarks, limitations, 
and future developments.

2 � Background

2.1 � Small area estimation

Small area estimation (SAE) is a statistical methodology that addresses the chal-
lenges of making accurate and reliable inferences about specific sub-populations 
(age, sex, etc.) or geographic areas (province, municipality, etc.) when sample sizes 
are limited (Rao and Molina 2015). It is emerging as an essential instrument in a 
variety of fields, including economics, public health, environmental science, tourism 
policy, and market research, where granular, localized information is critical (Zhang 
et  al. 2014; Giusti et  al. 2017; Petrucci and Salvati 2006; Orford 2010; Rosselló 
et al. 2021).

The fundamental challenge that SAE aims to address is the inherent variability in 
survey data when combined with smaller geographic units or sub-populations. SAE 
method includes direct and indirect estimators (Hidiroglou 2007). A direct estima-
tor is one that solely takes values of the target variable from the domain of interest’s 
sample units. In this category, we find the Horvitz–Thompson HT estimator (Hor-
vitz and Thompson 1952), which is the simplest direct estimator and can account for 
sources of unequal selection probabilities (Hidiroglou 2007). Other direct estima-
tors, used if auxiliary information is available at the population level, are the Gen-
eralized Regression Estimator (GREG) (Deville and Särndal 1992) and its variants 
domain-specific GREG and the survey regression estimator (Battese et al. 1988).

In the case of indirect estimators, values of the variable of interest are taken from 
domains and/or time periods that are distinct from the domain and time period of 
interest. These kinds of models can be either based at the area or unit level (Bat-
tese et al. 1988). They are specified at the area level if they link small area means 
of interest to area-specific auxiliary variables, whilst unit-level models link unit val-
ues of interest to unit-specific auxiliary variables, in general, area-level estimators 
are computed if the unit-level data are not available (Rao and Molina 2015). One 
of the most widely used area-based levels was introduced by Fay  III and Herriot 
(1979). This estimator is a linear combination of a direct and a synthetic estima-
tor. On the other hand, the unit-level model originated with Battese et  al. (1988), 
who introduced the nested error regression (NER) model. Regarding this category 
of models, the Best Linear Unbiased Predictor (BLUP) and its empirical version 
for small area parameters (EBLUP), differs because the variance components are 
obtained under the assumption of uncorrelated random area effects. In more recent 
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times, various machine learning models for SAE have been introduced. Bilton 
et  al. (2017, 2020) estimate levels of deprivation, such as poverty, by using tree-
based models (for classification and regression framework respectively) that take 
into account survey design and provide resampling strategies to compute standard 
errors. Moreover, Viljanen et al. (2022) compared the conventional structured addi-
tive regression model (STAR) with gradient boosting with the decision trees model 
(XGboost) to predict the well-being of the Netherlands population. The two models 
showed similar results, however, the researchers state that XGboost has the advan-
tage that it does not need prior knowledge or model specification. Again on tree-
based methods, Krennmair and Schmid (2022) proposes the use of mixed effects 
random forests (MERF) for estimating spatially disaggregated indicators for SAE. 
In contrast to tree-based models, Kontokosta et al. (2018) use neural networks and 
SAE techniques to estimate waste production at the building scale in New York City, 
while Parker and Holan (2023) propose a Bayesian unit-level random neural net-
work model for informative sampling focused on multinomial data. When compared 
to standard SAE statistical models, machine learning methods have a lot of potential 
advantages, such as more precise predictions, quicker training times for large data 
sets, increased robustness to various data sets, and less effort and expertise from 
statisticians to design and implement (Viljanen et al. 2022).

2.2 � Sentiment analysis

Sentiment analysis is a technique that employs natural language processing (NLP) 
to investigate and extract subjective texts comprising user opinions, preferences, and 
sentiments. This type of analysis can be carried out at various levels of granularity, 
such as a whole document or the individual words that characterize it as a whole. In 
general, sentiment analysis can be categorized into three sub-levels: (1) the docu-
ment level, (2) the sentence level, and (3) the aspect level (Nanli et al. 2012). Nowa-
days, sentiment analysis is becoming increasingly important due to the growing 
availability of huge quantities of textual data produced by social media. As a result, 
researchers are still developing new methodologies and improving existing ones. 
The goal of sentiment analysis is to identify Subjectivity/Objectivity, Discrete Emo-
tions, and Polarity in textual data. Because only subjective text contains sentiment 
information, subjectivity/objectivity detection concerns the primary identification 
of subjective versus objective text. Discrete Emotion Detection is a more refined 
analysis that seeks to identify emotions from human language, such as joy, love, and 
many more. Polarity detection attempts to provide a sentiment score to a given text 
that is either qualitative (positive/negative) or quantitative.

Sentiment analysis techniques are divided into two categories (Kaur et al. 2017; 
Liu 2012): (1) lexicon-based approaches and (2) Machine learning-based methods. 
Approaches based on a lexicon (Taboada et  al. 2011) are further subdivided into 
Dictionary-based and Corpus-based approaches (Darwich et al. 2019). The former 
involves the use of a linguistically expert-created dictionary, while the latter involves 
the use of co-occurrence statistics in text corpora.
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2.3 � Topic modeling

Topic Modeling is an unsupervised learning method that recognizes underlying pat-
terns and themes in a set of documents and facilitates their representation according 
to the frequency of the words that constitute them. Among the most conventional 
techniques for topic modeling, we can find the Latent Dirichlet allocation (LDA) 
(Blei et al. 2003), which is a hierarchical Bayesian model, and Non-Negative Matrix 
Factorization (NMF) (Févotte and Idier 2011), which use linear algebra for topic 
extraction. Both of these techniques describe a document as a bag-of-words and 
model every document as a collection of latent topics. Yet since these bag-of-word 
representations do not take into account the context of words in a sentence, bag-
of-words input may not accurately represent documents. Furthermore, its effective-
ness in analyzing social media data has been heavily criticized (Egger and Yu 2021; 
Sánchez-Franco and Rey-Moreno 2022). To overcome these issues, recently, new 
techniques such as Top2Vec (Angelov 2020) and BERTopic (Grootendorst 2022) 
have been introduced. Top2Vec is an algorithm that uses word embedding, which 
means that by vectorizing the text data, it is possible to locate semantically similar 
words (Egger and Yu 2022). On the other hand, BERTopic is a topic model that 
generates coherent topic representations in a three-step algorithm. It starts by creat-
ing document embedding with a pre-trained language model. Second, it lowers the 
dimensionality of the document embedding and generates semantically close clus-
ters that represent each one as a single topic, and finally, it extracts the topic repre-
sentation through a class-based variation of Term Frequency-Inverse Document Fre-
quency (TF-IDF). In summary, Topic modeling is a valuable technique in NLP and 
text analysis, and its role is expected to grow significantly as the volume of digital 
data produced each day increases. This technique has been applied to various real-
world problems, for instance, Ortu et al. (2022) has applied a topic modeling tech-
nique to infer university student satisfaction using their issues reports. Moreover, 
Moreno et al. (2023), applied a BERTopic algorithm to Airbnb customer reviews to 
identify service characteristics relevant to guest satisfaction.

3 � Methodology

3.1 � Notation of natural language process

Let us consider a collection of M documents Q = {q1,… , qM} , where each 
one is referred to a single review r posted by a user v indicated by the pair ele-
ment (r, v) ∈ O . Let us consider a collection of texts T = {t1,… , tT} describing the 
observations included in O = {1,… ,m} , such that they have a surjective relation 
k ∶ T → O . We consider k as known; consequently, it is possible to assign the texts 
to the corresponding observation. Specifically, each t is considered as a collection 
of m unordered reviews, that is t = {r1, r2,…} , and a review j as a set of words, 
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that is rj = {w1,w2,…} . The collection of all the reviews is represented by the set 
R =

⋃T

i=1
{∀r ∈ ti}.

Our method consists of sentiment score assignment and topic extraction. First, 
the text documents are mapped to the set Ω = {P,N} such that g ∶ R → Ω , where g 
is a function that identifies the sentiment of a text, which can be either positive ( P ) 
or negative ( N  ). The elements of R can be grouped according to their sentiment 
into a set of positive reviews R+ = {∀r ∈ R ∶ g(r) = P} and into a set of negative 
ones R− = {∀r ∈ R ∶ g(r) = N} such that R+ ∪R− = R and R+ ∩R− = � . The 
second step is the topic assignment. Let us define W as the collection of all words 
used in all reviews, that is the Bag-of-Words (BoW) of R , and Θ = {�1,… , �H} as 
the set of all topics expressed in all reviews collected in R . The BoW is transformed 
into a semantic vector representation using the Word-Embeddings (Goldberg and 
Levy 2014). The topic modeling method � maps the Word-Embeddings representing 
the texts of reviews to topics such that � ∶ W → Θ for each topic �h detected.

3.2 � First step: sentiment analysis

We exploit BERT architecture (Devlin et al. 2018), one of the most effective models 
for NLP tasks (Rogers et al. 2021). Our foundation was a pre-trained large model 
designed explicitly for the English language. This choice ensured that the model had 
already learned complex language patterns, which significantly reduced the train-
ing time and potentially improved the accuracy when applied to specific tasks. To 
make the model suitable for the particular dataset of interest, we performed fine-
tuning using a collection of documents with ratings (hotel reviews sourced from 
TripAdvisor or Booking.com, for instance). Online platforms, such as TripAdvisor 
and Booking.com, provide a unique rating system for their reviews, with scores rat-
ing s ranging from smin to smax . Let us consider as g function for sentiment analysis 
the following rule: reviews with a rating equal to or higher than a defined thresh-
old s� are considered as “positive”, while those with ratings less than s� are deemed 
“negative”. This classification transforms a multi-level rating system into a dichoto-
mous outcome, suitable for the fine-tuning of our model. To achieve a quantitative 
measure of sentiment, we integrated a softmax output layer in our neural network 
architecture as shown in Fig. 1. The initial layer accepts raw text as input, then the 
second layer is responsible for converting text data into a format that is usable by 
BERT, typically involving tokenization and converting tokens to embedding indices. 
The third layer is a pre-trained BERT model that processes the tokenized input and 
generates contextual embeddings for each token1. A dropout layer is then applied to 
the BERT encoder’s output to prevent overfitting by randomly setting a fraction of 
the input units to 0 during training. Finally, a dense layer that serves as the classifier 
incorporating the softmax activation function to output probabilities over the target 
classes.

1  In particular we used nlptown/bert-base-multilingual-uncased-sentiment.
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This layer transforms the model’s raw output into a probability distribution 
over the two classes (negative and positive), implementing a surjective function 
� ∶ T → ℝ . Thus, instead of merely providing a binary outcome, the model’s final 
output is a continuous variable ranging between 0 and 1. An output of 0 indicates a 
negative sentiment, 1 denotes a positive sentiment, and values between the two give 
a probabilistic estimate of sentiment leaning.

3.3 � First step: topic modeling

To delve deeper into the specific issues and critical aspects expressed in negative 
reviews, we employed topic modeling using the BERT architecture. A pre-trained 
large model specialized for the English language ensured that our model had inher-
ent knowledge of the linguistic constructs. We first grouped the reviews based on 
sentiment. We employed the sentiment analysis model provided by the previous step, 
with a sentiment score between 0 and 1 for each review. Reviews that fell below a 
pre-defined threshold s� were categorized as negative and extremely negative. For 
topic modeling, we used the BERTopic model (Grootendorst 2022), which is par-
ticularly designed to leverage the strengths of the BERT architecture for extracting 
topics from textual data. This library aids in uncovering latent topics in data and 
highlighting negative aspects in reviews. BERTopic transforms each document into 
a high-dimensional vector that captures semantic information based on the context 
of words within the document using a pre-trained BERT model. Then, it applies a 
dimensionality reduction technique, such as Uniform Manifold Approximation and 
Projection (UMAP), to reduce the dimensionality of the embeddings while preserv-
ing their semantic relationships. Then it uses the Hierarchical Density-Based Spatial 

Fig. 1   BERT fine-tuned deep 
neural network architecture
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Clustering of Applications with Noise (HDBSCAN) clustering algorithm to derive 
groups of documents that are interpreted as topics. Finally, it refines topics by using 
a class-based TF-IDF to extract representative words from each cluster. This helps 
in characterizing the topics identified through clustering with words distribution per 
topic.

To uncover patterns and recurrent themes that might be prevalent among dis-
satisfied customers, our methodology involves two phases. First, we used an unsu-
pervised topic extraction to implement � ∶ W → Θ . Then, we manually inspect 
the obtained topics to derive a subset of seeded topics for a semi-supervised topic 
extraction �� ∶ W → Θ . The last phase ensures that the obtained topics are more 
coherent and interpretable to gauge the phenomenon under study.

3.4 � Second step: small area estimation

Models for estimating area-level means from unit-level survey data are mostly 
regression-based linear mixed models (LMM), with random effects capturing the 
hierarchical structure of observations. Dealing with LMMs necessitates assumptions 
about the linearity and normalcy of random effects and error components, which 
are rarely supported by empirical evidence. According to Jiang and Rao (2020), the 
optimal results and prediction effectiveness of model-based SAE are inextricably 
linked to the validity of model assumptions. Estimates are potentially skewed and 
mean squared error (MSE) estimates are incorrect without theoretical and practi-
cal considerations for violated assumptions. Random forest is a data-driven predic-
tion technique that combines flexible modeling properties without making explicit 
model assumptions (Breiman 2001). Thus, random forests help to strengthen mod-
els against model misspecification (Jiang and Rao 2020). It must adhere to basic 
property survey and inference theory, such as the management of hierarchically 
dependent data structures and uncertainty measures for derived indicators. For these 
reasons, we have chosen to use MERF by Krennmair and Schmid (2022) under unit-
level population supplementary data.

Let us assume a finite population, denoted as U, consisting of N units distributed 
across D distinct domains ( U1,U2,… ,UD ). Each domain has its own set of units, 
with respective sizes N1,N2,… ,ND . We are interested in estimating a continuous 
target variable, denoted as yij , for each individual observation j within each domain 
i, this target variable is available only for unit within the sample � , which is drawn 
from U and consists of n units partitioned into sample sizes n1, n2,… , nD for all D 
areas. Additionally, we have a vector of explanatory variables xij with p components 
for each unit in our sample. The relationship between xij and yij is modeled using a 
mixed effects regression framework:

Here, ui follows a normal distribution with mean 0 and variance �2
u
 , and eij follows a 

normal distribution with mean 0 and variance �2
e
 . Defining f in Eq. (1) as a random 

forest produces a semi-parametric system that combines the benefits of random for-
ests with the capacity to construct hierarchical survey data structures using random 

(1)yij = f
(

xij

)

+ ui + eij.
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effects. We, then, estimate area-level means with MERF (Hajjem et al. 2014), which 
enables the estimation of model-components f , u, �2

u
 , and �2

e
 in the context of SAE. 

To fit f in Eq. (1), MERF algorithm proceeds in two main steps: (1) Estimating the 
forest function, assuming that the random effects term ui is correct. (2) Estimating 
the random effects part, by assuming the Out-of-Bag predictions (OOB-predictions) 
from the forest to be correct.

Additionally, the variance components �2
e
 and �2

u
 are implicitly estimated by tak-

ing the expectation of maximum likelihood (ML) estimators given the data. We refer 
to Krennmair and Schmid (2022) for deeper methodological details. Finally, the 
final estimator for the area-level means for MERF ( 𝜇̂MERF

i
 ) is given by:

This estimator avoids the problems associated with explicit model selection, which 
is prevalent in SAE. In reality, random forests, manage model selection inherently, 
including higher-order effects and non-linear interactions.

4 � Case study

We carry out the analysis focusing on the reviews written for the Airbnb accommo-
dations located in the city of Rome.

The reviews have been downloaded by InsideAirbnb.com, a website that pro-
vides data about Airbnb’s impact on residential communities. Moreover, informa-
tion related to Airbnb accommodations has been downloaded to comprehend which 
aspects can impact the sentiment and on negative topics.

On September 2023, we downloaded 923,375 reviews. After the sentiment evalu-
ation, we found 2691 negative reviews relative to accommodation located in Rome. 
The time period of the reviews moves from the June 2012 to the June 2023. Few 
reviews are written in the first years. Only the 31.17 % of the reviews are written 
before the 2019. A reduced number has been written in 2020 during the COVID-19 
pandemic. The 61.64% are written from the 2021 to the 2023.

We considered 116 geographical areas of Rome (Fig. 2) in the definition of the 
domains. In fact, the reviews are analyzed taking into account the different quar-
ters of Rome, which has been divided into 116 non-administrative units: 22 districts, 
called in Italian rioni, located in the historic center of the city, 35 quarters surround-
ing the historic center of Rome, 6 suburbs, and 53 zones in the countryside of the 
city, as shown in Fig. 2. However, we have not found reviews for three areas, for this 
reason we carried out the analysis focusing on 113 areas.

(2)
𝜇̂MERF

i
= f̂ i

(

xij

)

+ ûi = f̂ i
(

xij

)

+
𝜎̂2
u

𝜎̂2
u
+ 𝜎̂2

e
∕ni

(

1

ni

∑

j∈𝛾i

(

yij − f̂
(

xij

))

)

where f̂ i
(

xij

)

=
1

Ni

∑

j∈Ui

f̂
(

xij

)
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Moreover, we decided to define the domains by combining two aspects: Superho-
sts and geographical areas. The Superhost status is a characterization of a host pro-
vided by Airbnb if in the previous 12 months, they have completed at least 10 stays, 
has a 4.8 or higher average overall rating, cancels less than 1% of the time, responds 
to 90% of new messages within 24 h.2

We decided to consider these two different Airbnb figures in the domains’ defini-
tion because we hypothesize that Superhost manages the activity more profession-
ally and, consequently, it can impact negative sentiment and topic.

Combining the 113 areas and the status of host and Superhost, we identify 
226 subdomains. These subdomains are the object of the analysis. In literature, 
researchers have discovered that Airbnb accommodations are often close to 
the main tourist attractions [see for instance Gutiérrez et  al. (2017), Celata and 

Fig. 2   Neighborhoods of Rome: in green (Quartieri), red (Rioni), purple (Suburbi), yellow (Zone)

2  https://​www.​airbnb.​com/e/​super​host, accessed on April 29th, 2024.

https://www.airbnb.com/e/superhost
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Romano (2022)]; concentrated in specific areas of tourist cities [see for instance 
Dudás et al. (2017)]; and located in the most touristic areas of urban centers and 
in areas that are attractive and accessible by public transport (Quattrone et  al. 
2016). We hypothesize that the accommodations located in the center of the city 
are managed as tourism professional accommodation. For this reason, we suppose 
that differences in terms of sentiment and negative topics that influence this senti-
ment will be recorded among the different areas of Rome.

4.1 � Sentiment and topic extraction

In order to estimate negative and critical reviews in the small domains consid-
ered we applied our methodology in three main steps: (1) Sentiment analysis, 
(2) Topic modeling, and (3) SAE and uncertainty estimation. In the sentiment 
analysis step, we first built a sentiment classifier using a pre-trained deep neural 
network with the BERT architecture (Devlin et al. 2018) shown in Fig. 1. In this 
phase, we exploited a pre-trained BERT model to extract the sentiment expressed 
in our Airbnb reviews dataset. We tested the pre-trained model on two datasets 
of reviews with ratings: Stanford ACL-Imdb (Tang et al. 2015) and Tripadvisor.
com (Alam et al. 2016). We first used the Stanford ACL-Imdb datasets as it is a 
common choice for sentiment analysis on product or service reviews (Tang et al. 
2015), obtaining an accuracy of 0.855. We tested the fine-tuned model on the 
Tripadvisor dataset, and we found an accuracy of 0.712. To improve this accu-
racy, we proceeded with a second fine-tuning on the Tripadvisor.com dataset with 

Table 1   Fine-tuning of BERT model for sentiment analysis

Fine tuning dataset Test dataset Accuracy Train size Validation size Test size

ACL-Imdb ACL-Imdb 0.855 20,000 5000 25,000
ACL-Imdb Tripadvisor 0.712 20,000 5000 4099
Tripadvisor Tripadvisor 0.940 13,114 3278 4099

Table 2   Seeded words of the topics

Topic Label Seeded words

Cleanness Clean, dirty, cleaning, smell
Booking Cancel, cancellation, reservation, booking, refund
Location Place, location, street, centrally, center
Apartment Room, shower, bathroom, kitchen, flat, door, sofa, mattress
Business ready Internet, Wi-Fi, connection, conditioning, conditioner, connection
Host Communication, host, Airbnb, contact, photo, comment
Experience Noisy, noise, sleep, stay, experience, uncomfortable
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a final accuracy of 0.940 as summarized in Table  1. We set s� = 3 to classify 
a review as positive ( s ≥ 3 ) or negative ( s < 3 ), this value has been estimated 
empirically considering that the majority of reviews express a high rating as com-
mon in the touristic field (Bridges and Vásquez 2018; Santos et  al. 2020; Bul-
chand-Gidumal and Melián-González 2020; Zervas et al. 2021).

Using our designed sentiment classifier we are able to cluster Airbnb reviews in 
two sets R+ = {∀r ∈ R ∶ g(r) = P} and R− = {∀r ∈ R ∶ g(r) = N} of positive 
and negative reviews. Since our focus is on critical issues expressed in the reviews, 
we considered the set of negative reviews R− for topic extraction. For this purpose, 
we proceeded in two phases using the BERT pre-trained deep neural network BER-
Topic (Grootendorst 2022). In the first phase, we followed an unsupervised approach 
fitting the BERTopic model considering the negative reviews R− set, obtaining 47 
topics. We manually inspected these topics in order to reduce the number of topics 
to obtain a more interpretable set of topics. Table 2 shows the identified main topics 
with seeded words, we identified seven topics.

At this second stage, we refined the BERTopic providing the seven seeded top-
ics as a base priors to identify topics. The final number of topics identified in this 
second stage was nine. Two out of these nine topics were removed after manual 
inspection. Figure 3 shows these nine topics with word bar plots. Each topic is rep-
resented by its top-5 most representative words. For example, Topic 8 represents 
critical issues about check-in/check-out, Topic 2 is about Business Ready problems 
with Wi-Fi and connection, Topic 7 is representative of issues with the location and 
the building, and so on. After a manual inspection of these topics, where we checked 

Fig. 3   Refined topic words count
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the reviews containing each topic, we chose to not consider Topic 1 and Topic 4. 
They refer to actual positive reviews, such as “Don’t hesitate to book” for Topic 4, 
which were misclassified as negative reviews. Topic modeling is helpful in these 
cases due to its ability to identify latent structures in the corpus of reviews, allowing 
the refinement of the results of sentiment analysis.

Figure 4 shows a two-dimensional projection of documents, clustered by the most 
contributing topic, that preserves distances in the augmented document space, using 
t-distributed stochastic neighbor embedding (Van  der Maaten and Hinton 2008). 
This figure shows well-separated clusters indicating that the topics identified are 
representative of documents that are closer in the augmented document space.

With these topics and the sentiment of reviews, we created the final dataset for 
the third step of our study where we applied MERF in order to estimate the model 
components f , u, �2

u
 , and �2

e
 in the context of SAE. Our purpose is to estimate criti-

cal issues and sentiment means at the domain level.

4.2 � Results

We fitted a MERF model in order to estimate the model-components f , u, �2
u
 , and �2

e
 

for the sentiment and topic probabilities variables. Each observation is characterized 
by 12 independent variables: availability_365, bedrooms, beds, host_acceptance_
rate, host_response_rate, host_response_time, instant_bookable, minimum_nights, 
price, property_type, room_type and verified summarized in Table  3. In order to 
study the uncertainty, we compared the CV of the means per Sentiment and topic 
probabilities computed by MERF and by the Empirical Best Predictor (EBP) with a 
box-cox transformation (Molina and Rao 2010) from the R-package emdi (Kreutz-
mann et al. 2018). Furthermore, since the study of uncertainty plays an important 
role in SAE models, and CV measures the relative variability of the estimate of the 

Fig. 4   Topic map after a two-dimension reduction
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mean for the specific domain compared to the true mean of the variable of inter-
est, we decided to use this metric to compare the uncertainty reduction of the vari-
ous models. For the MSE-bootstrap procedure, we use 100 repetitions for both EBP 
and MERF. About the convergence of MERF we set the error tolerance of MERF 
algorithm’s convergence to 0.0001. If convergence was not achieved, the maximum 

Fig. 5   Distributions of the coefficients of variation of the mean per Sentiment and probability to belong 
to the topics. In red the distributions computed by EBP, in green by MERF

Table 3   Description of the variables used in the analysis

Variable Description

availability_365 Total number of listing calendar days, which were classified as available
bedrooms Number of bedrooms in a vacation rental
listing Three different listing types: entire accommodation, private room, and shared 

room
beds Number of beds in the accommodation
host_acceptance_rate The rate at which a host accepts booking requests
host_response_rate Percentage of times a host responds to potential guests within 24 h
host_response_time The amount of time that the guests must wait on average to obtain an answer to 

their questions
instant_bookable Service that allows guests to book accommodation without explicit host approval
minimum_nights Minimum night stay to book required by host
price Available or booked nightly rate
property_type Different types of accommodation on Airbnb
room_type Private or shared room
verified If the host has completed the ID verification process
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iteration number was set at 25. In the analysis, MERF converged in Sentiment, 
Topic 2, Topic 7, and Topic 8, respectively, after 4, 13, 3, and 7 iterations. Instead, 
the remaining models stopped at 25 iterations.

The uncertainty measured by MERF is comparable with that of EBP as it can be 
noted in Fig. 5. However being based on Random Forest MERF is intrinsically more 
flexible than EBP, which is a linear model, as well as being less sensitive to some 
of the critical assumptions of EBP. For this reason, the investigation is focused on 
the results of MERF. Moreover, we can also notice from Fig. 5 that the estimates for 
Sentiment are more precise than those of the probabilities to belong to the topics, in 
fact the values of the CV are much smaller for the variable Sentiment respect to the 
those of the variables that represent the probability of each review of belonging to 
a certain topic. However, this is consistent with expectations since identifying the 
topic of reviews is more complex than just measuring sentiment.

We examine the outcome of the variable importance from the random forest 
model in order to examine deeper into the model results. Table  4 illustrates this. 
This indicates that the price and the availability of the accommodations are the most 
significant factors that can affect the sentiment.

Moreover, the results underline lower values of sentiment for the domains char-
acterized by the hosts (which we will call hosts for simplicity) than the domains 
characterized by the Superhosts (which we will call Superhosts for simplicity), as 
shown in Fig. 6.

The lowest value of sentiment for the hosts has been identified in the suburbi 
Trionfale, for the Superhost Val Melania. Both areas are far from the center of the 
city, and they are characterized by the presence of public houses. They are popular 
quarters. We suppose that these aspects can influence the sentiment expressed by the 
guests. On the contrary, the highest value for the hosts is recorded in La pisana, for 
the Superhost in San Vittorino. Both areas are residential and well connected to the 
city center.

Table 4   Variable importance in relative terms as resulted by random forest models

Sentiment Topic 0 Topic 2 Topic 3 Topic 5 Topic 6 Topic 7 Topic 8

availability_365 0.255 0.262 0.254 0.289 0.255 0.285 0.326 0.307
bedrooms 0.048 0.042 0.040 0.050 0.045 0.034 0.034 0.018
beds 0.079 0.080 0.094 0.064 0.070 0.070 0.058 0.106
host_acceptance_rate 0.085 0.084 0.110 0.079 0.102 0.097 0.075 0.035
host_response_rate 0.077 0.066 0.049 0.049 0.067 0.069 0.055 0.074
host_response_time 0.018 0.016 0.020 0.012 0.014 0.028 0.007 0.010
instant_bookable 0.025 0.026 0.024 0.030 0.015 0.018 0.030 0.013
minimum_nights 0.069 0.078 0.057 0.066 0.075 0.039 0.047 0.031
price 0.249 0.254 0.271 0.267 0.268 0.294 0.321 0.313
property_type 0.076 0.068 0.065 0.077 0.075 0.061 0.042 0.066
room_type 0.014 0.014 0.015 0.014 0.013 0.005 0.004 0.026
verified 0.005 0.008 0.000 0.003 0.001 0.001 0.001 0.001
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Other interesting results have been obtained by the analysis of the probability that 
a specific topic can be included in the reviews. The results show differences in terms 
of probability to find a specific topics inside the domains. This means that this prob-
ability is affected by the domains and the location of the accommodation.

More in detail, Topic 0 is related to the apartment/location and the cleanness. 
Our results underline the relevance of this topic in negative reviews. It presents the 
highest probability with respect to the other topic. We noticed that the lowest value 
has been recorded in domain San Basilio for Superhost (0.14) and the highest one in 
the domain Grottarossa for host (0.38), as shown in Fig. 6. Grottarossa is a popular 
quarter, with problems related to safety and cleanness. These elements impact nega-
tively on the reviews influencing the reviews of the Airbnb guests.

Topic 2 is related to the services called Business Ready. It identifies services that 
can support business travelers, such as Wi-Fi, a laptop-friendly workspace, iron, 
hangers, shampoo, hairdryer, and all the other essentials such as toilet paper and 
clean towels.

The results underline how this topic presents the lowest value in the domain zona 
Val Melania for Superhost and the highest value in the domain Tor di Quinto, as 
shown in Fig. 6. The lowest value in the first domain can be justified by the neces-
sity of the Superhosts to offer better services in a popular area far from the center 
with respect to the other domain. The highest value in Tor di Quinto highlights how 
the worst services impact negative reviews and it suggests the necessity to improve 
the provided services.

Topic 3 is related to the sleeping quality and the location. This topic presents the 
lowest value in the domain Torrenova for Superhost (0.01) and the highest value in 
the domain Tor Cervara (0.15) for the host, as shown in Fig. 6. Both domains are far 
from the center of the city.

Topic 5 is related to the hosts and communication. When it is difficult to create 
positive communication and relationships between guests and hosts, the probability 
of finding this topic in negative reviews is elevated. This topic presents the lowest 
value in the domain Fonte Ostiense for the host (0.01) and the highest value in the 
domain Tor San Giovanni (0.18) for the host, as shown in Fig. 7.

Topic 6 can be called the topic of Animals. Finding bugs in the apartment can 
have a negative impact on the Airbnb experience. It negatively influences the reviews 
and the sentiment. The probability presents low values and a low range of variation. 
The lowest value has been recorded for the domain San Basilio for Superhost (0.01) 
and the highest value in the domain Cecchignola (0.09) for host, as shown in Fig. 7. 
Also, in this case, the probability of finding this topic is highest for the hosts.

Topic 7 is related to the presence of an elevator and the problem of bringing lug-
gage inside the apartment. Also, in this case, the probability presents low values 
and a low range of variation. More in detail, the lowest value has been recorded for 

Fig. 6   Distribution of sentiment and the probability to belong to the Topics 0, 2, 3 in the domains. Senti-
ment values range from red (low) to blue (high), whilst the probability of belonging to the topics is from 
light green (low) to dark green (high)

▸
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Fig. 7   Distribution of the probability to belong to the Topics 5, 6, 7, 8 in the domains. Values range from 
light green (low) to dark green (high)
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the domain Fonte Ostience for the host (0.001) and the highest value in the domain 
Grottarossa (0.07) for host, as shown in Fig. 7.

We know that the presence of an elevator is independent of the hosts, but it is 
more related to the building. However, we can suppose that Superhost has attempted 
to find supportive solutions.

Finally, Topic 8 is related to the check-in and the time of check-in.
The probability of Topic 8 presents low values and a low range of variation. More 

in detail, the lowest value has been recorded for the domain Fonte Ostience for the 

Fig. 8   Partial dependence plot for the variable Price for the MERF model
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host (0.007) and the highest value in domain Aeroporto di Ciampino (0.08) for the 
host, as shown in Fig. 7.

Additionally, the results of the random forest applied on the topic show that the 
most important variables are the same record for the sentiment: their price and avail-
ability, as shown in Table 4. This means that the variable price influences more than 
others in the evaluation of the services.

Fig. 9   Partial dependence plot for the variable availability_365 for the MERF model
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To better understand the relationship between these two variables and the pre-
dicted outcome of the MERF, we computed their partial dependence plots (PDP). 
The PDP for Price and availability_365 are shown in Figs. 8 and 9 respectively.

Figure 8 shows a not linear relationship between Price and Sentiment and each 
of the topics. More in detail, we can observe how an increase in the price gener-
ates a decrease in the estimated sentiment. Elevated prices are related to higher 
expectations. Consequently, it is possible to suppose that guests are more critical 
for accommodation with higher prices.

Moreover, it is interesting to underline how topics related to the location (Topic 
0), the services (Topic 2), sleep quality (Topic 3), and check-in and check-out (Topic 
8) reduce their probability of being discussed when the price increases. On the con-
trary, the aspects related to communication (Topic 5), the presence of insects (Topic 
6), and the elevator (Topic 7) present a major probability to be discussed when the 
price increases. The results suggest that same elements as the possibility to commu-
nicate with the host are crucial for high elevate price.

For availability_365 (Fig. 9), we still see a non-linear behavior for all the pre-
dicted outcomes. However, in contrast to the PDP of the variable price, also the pre-
dicted probability of belonging to any topic is influenced by the variable.

To sum up, we can state that firstly hosts present a more negative sentiment with 
respect to Superhost. Secondly, some topics are more negative in the reviews related 
to the host w.r.t. to Superhost. Thirdly, the highest probability is recorded for the 
topics related to the provided services, and the communication between host and 
guest. Finally, some domains exhibit more negative sentiment due to characteristics 
unrelated to them such as distance from the center.

4.3 � Discussion

The results highlighted some relevant aspects that should be discussed in order to 
support the host and Superhost in the accommodation management. More in detail, 
it has been discovered that the price and the availability of the accommodation have 
the highest impact on the sentiment.

The relevance of the price has been previously underlined by Liang et al. (2017). 
They have argued that an increase in the price of an accommodation offer will cre-
ate more costs for guests to book it or post reviews of it. Thus, if the benefits are not 
enhanced correspondingly, guests will be less likely to book this property in order to 
make their choices rational. Especially for those guests with little prior knowledge 
of an accommodation offer, a higher price represents a greater risk. (Liang et  al. 
2017 p. 457). In other words, a higher price creates higher guest expectations. Con-
sequently, if the expectations are not reached, they generate a negative sentiment in 
the guest.

On the contrary, to our knowledge, it is the first time that the availability of 
accommodation has been considered as being able to impact the Airbnb sentiment. 
This result suggests that the guest prefers to have the possibility to book without 
limitation of days. Otherwise, it generates a negative sentiment and, consequently a 
negative review.
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Similar results have been recorded in the identification of the topics. Also, in this 
case, the most important variables are the same record for the sentiment: their price 
and availability.

This means that the variable price influences more than others in the evalu-
ation of the services. In fact, higher price generates higher expectations. If this 
equation is not respected, guest complains inside the review, taking into account 
specific aspects such as the cleanness and the provided services. Similarly, find-
ing some limitations in the availability of accommodation can generate higher 
expectations, and, consequently, not finding specific kinds of services can gener-
ate more negative sentiment with respect to specific topics.

Moreover, the results suggest a more elevated negative sentiment for the hosts 
with respect to the Superhosts.

This statement is in line with the literature. For instance, Liang et al. (2017) 
have discovered that the accommodations managed by a Superhost are more 
likely to receive reviews than the normal hosts, and guests tend to post higher rat-
ings for accommodations with a “Superhost” badge. Moreover, if we consider the 
domain in four macro areas, we can obtain an interesting and innovative result: 
the negative sentiment expressed by the guests is not influenced by the location 
of the accommodations. No differences have been recorded between hosts and 
guests operating in the different quarters of Rome as shown in Fig. 6. This sug-
gests that the differences in terms of sentiment are more related to the provided 
services, and the characteristics of the accommodation. They are not related to 
the localization of the accommodations.

Additionally, we discovered that some topics are more relevant with respect 
to the others to be included in the reviews. For instance, the highest probability 
has been identified for the Topic 0. In fact, the apartment/location and the clean-
ness are considered as an element affecting the choice of the guests (Varma et al. 
2016) and mentioned in negative experiences (von Hoffen et al. 2018).

Similar results have been recorded for Topic 2, highlighting how the judg-
ments of the guests are related to the quality and quantity of the supplied ser-
vices. These results have been previously highlighted in the literature. Guttentag 
et al. (2018) have stated that Airbnb users are primarily attracted to the service 
by its practical advantages (Guttentag et al. 2018 p. 354). Lalicic and Weismayer 
(2018) have argued that hosts should be aware of the fact that guests request a 
specific standard, besides the interactive part of the hosting experience (Lalicic 
and Weismayer 2018 p. 89).

Alike the relevance of Topic 3 is relevant. Previously in literature, it is been 
highlighted how bed comfort affects guests’ satisfaction (von Hoffen et al. 2018), 
and how guests value positively comfortable beds (Tussyadiah and Zach 2017). 
Moreover, different researchers have evidence of how the guests prefer the loca-
tion close to the city center [see for instance Quattrone et al. (2016)].

Also, in this case, the highest value has been recorded for the superhost with 
respect to the host. Moreover, the relevance of Topic 5 is related to the relation-
ship between host and guest considered as the base of the Airbnb experience 
(Tussyadiah and Park 2018). It is crucial to have the possibility to speak with the 
host, also meeting him can generate a positive feeling and to influence positively 
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the perception of the Airbnb experience. The communication is required and has 
to be quick and immediate (Contu et al. 2023). For this reason, when it is difficult 
to create positive communication and relationships between guests and hosts, the 
probability of finding this topic in negative reviews is elevated.

Finally, the relevance of the aspects related to the check-in (Topic 8) has been 
previously evidenced in the literature. For instance, Ding et al. (2021) have stated 
the checking in/out in negative reviews is often connected with Airbnb users’ dis-
satisfaction that they are not able to check-in at a scheduled time and receive a 
flexible check-in or out services from the host (Ding et al. 2021 p. 9).

Moreover, Alcañiz and Anguera-Torrell (2022) have stated that check-in prac-
tices affect guests’ satisfaction in the context of vacation rental management com-
panies. We can suppose that check-in is a topic recurrent in the reviews, and it 
can impact negatively for two reasons: firstly, the absence of contact in a crucial 
moment of the tourism experience; secondly, a non-adequate check-in time. The 
host should have a direct contact with the host and to be flexible with respect to 
the time.

5 � Conclusions

The present study aimed to estimate the negative sentiment of the Airbnb accom-
modation located in Rome in specific domains defined by geographical areas and 
with respect to the presence of hosts and Superhosts. Since Airbnb reviews are, in 
most cases, positive, we tried to estimate the negative sentiment for areas where the 
negative reviews are few or totally absent. Moreover, we tried to comprehend which 
kinds of topics can influence the negative reviews and if differences exist between 
hosts and Superhosts, and with respect to the location of the accommodation. To 
reach this aim, we combined different methodologies: sentiment analysis, topic 
modeling, and SAE.

To our knowledge, this is the first study where SAE methodology is used to esti-
mate the negative guests’ sentiments and the topics that can impact the Airbnb expe-
rience. From a theoretical point of view, the use of MERF has greatly reduced the 
uncertainty of the negative sentiment as measured by the coefficient of variation.

From the managerial point of view, the analysis suggests which topics are rele-
vant in negative reviews. Consequently, it guides the hosts in the identification of the 
elements that should be improved results in terms of sentiment. The topics with the 
higher probability are related to the services and the cleanliness. These two aspects 
are crucial in the Airbnb experience and should be improved to reach the best results 
in the reviews. Other aspects as the check-in and the presence of an elevator are less 
mentioned, but it should be important to consider them to offer a better service.

Moreover, the results confirm how the effort made to become a Superhost gives 
positive results in terms of sentiment. The host should work to obtain the Airbnb 
badge because it gives a major possibility to reach the best results in terms of guest 
sentiment. Finally, some domains should work to overcome objective limitations 
generated for instance by the distance to the center.
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This paper presents some limitations. Firstly, we have applied the model consid-
ering only one city. It can be interesting to replicate the analysis on different cities in 
order to comprehend if the model can be useful in estimating the negative sentiment 
of Airbnb accommodation. Secondly, we focused on the Airbnb phenomenon, but it 
can be interesting to replicate the analysis for other tourism facilities or other kinds 
of services.
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