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Summary: The recent studies about the attribution of the responsibilities for harmonic distortion in electric distribution systems show that the most promising approaches are based on measurement data acquired simultaneously in different nodes of the network. Therefore, distributed measurement systems are needed. For economic reasons, only a small part of network nodes can be equipped with measurement instruments, whereas the information about the overall status of the electric system has to be evaluated by means of suitable Harmonic State Estimation (HSE) techniques. This paper deals with the problem of choosing the optimal number and position of measurement devices, in order to ensure that the HSE algorithms can provide, at the lowest possible cost, results having a prefixed level of accuracy. An optimization algorithm based on the techniques of the dynamic programming is proposed and the way to take into account the uncertainty introduced by all the elements of the measurement system is discussed. Simulation results on a benchmark distribution network show the validity of the proposed approach.

1. INTRODUCTION

The liberalized energy market makes it more and more important the task of attributing to the different subjects that interact in the electric system the responsibilities for the disturbances that degrade the power quality. The “contracts for the quality”, introduced for instance by the Italian Authority for Electricity and Gas, are a clear evidence of such a need. As a consequence, it is necessary to define advanced measurement methodologies for the identification of power quality disturbances and for the localization of their sources. Some solutions have been proposed, especially for harmonic disturbances [1–5], and the debate about the choice of the most suited procedures is open, also with reference to their sensitivity with respect to the uncertainties existing in the measurement system [6].

For the practical implementation of some methodologies that require the knowledge of quantities measured simultaneously in different points of the network [3–5] it can be helpful the use of suitable Harmonic State Estimation (HSE) procedures [7–10].

For the above issues to be faced it is therefore necessary resorting to distributed measurement systems aimed at providing a “picture” of the electric network. The closeness of this picture to the actual situation (i.e. its accuracy) will increase for increasing number of measuring instruments installed in the network. This consideration obviously contrasts with both the economic requirement of reducing the costs and the present situation, according to which in medium voltage distribution systems the number of the available measurements is generally much smaller than the number of the variables to be evaluated in the HSE problem, which in turn depends on the number of nodes in the network.

Two needs therefore arise: from one side it is necessary to define suitable reliable procedures to estimate the network harmonic status starting from a limited number of measured data, from the other one it is of fundamental importance to establish the optimal number and position of the measurement stations needed for the monitoring, by both ensuring the minimal cost and complying with the accuracy constraints.

The first problem consists of defining reliable HSE algorithms that allow an accurate picture of the system to be obtained with few real measurements. From this point of view, HSE techniques based on Singular Value Decomposition (SVD) have been used to increase solvability for partially observable systems and eliminate the need of observability analysis prior to state estimation [9, 10].

The second aspect, which is fundamental for an economically correct management of the system, refers to the planning of the optimal number and position of the measurement stations [11], so that the above mentioned HSE algorithms can be successfully implemented in the cheapest way. This problem cannot be solved by means of combinatorial techniques, which would require a computational burden unacceptable also for small size networks. Suitable optimization algorithms should be therefore adopted, so that valid solutions could be achieved in a reasonable computation time. The approach proposed in this paper exploits the techniques of the dynamic programming, based on the Bellman’s optimality principle.

Furthermore, differently from most of the limited proposals existing in the Literature about this subject, where the real measurements are often considered as “free of uncertainty”, in this work the right attention will be given to the topics related to the measurement accuracy. Indeed, the accuracy can significantly affect both the quality of the obtainable estimates and the costs, given that using less accurate instruments can require a larger number of measurement stations to be installed, and vice-versa. To this purpose, Monte Carlo procedures for the estimation of uncertainty propagation will be introduced in the optimization algorithms to verify the validity of the state estimation in the presence of uncertainty on the input quantities.
2. HARMONIC STATE ESTIMATION IN UNDERDETERMINED SYSTEMS

HSE was introduced in the late 80s to identify and correct harmonic related problems in power systems by exploiting the measurement of synchronized waveforms in different nodes of the network [7].

A general mathematical formulation of the HSE problem at the h-th harmonic order can be given by the following expression:

\[ Y(h) = H(h)X(h) + U_{\text{meas}}(h) \]  

(1)

where \( Y(h) \) is the vector of the measured quantities, \( H(h) \) is the measurement (or gain) matrix relating state variables to measurements, \( X(h) \) is the vector of state variables and \( U_{\text{meas}}(h) \) is the measurement uncertainty. All the elements of the above matrices and vectors are complex quantities. For the sake of simplicity, in the following the harmonic order \( h \) will not be explicitly mentioned in the equations. Let us consider a \( p \)-bus system provided with \( q \)-measurements contained in vector \( Y \), which is related to the \( p \)-dimensional state vector \( X \). The possibility to solve (1) is linked to the availability of measurements in the system, because the observability of the system is assured if \( q \geq p \).

Since the measurement uncertainty \( U_{\text{meas}} \) in (1) does not affect the solvability of HSE, it may be ignored in this first approach to the problem. However, the accuracy of the measurement system plays a fundamental role in the quality of the obtained estimates and thus it will be suitably taken into account in the optimization algorithm, as it will be shown in section 3.4.

The main difference of the HSE problem with respect to the State Estimation procedures applied to power systems is that, due to both the size of the networks and the relatively high costs of the instruments suitable to measure harmonics, usually a limited number of measured data is available. As a consequence, the number of independent measurement equations is usually less than the number of state variables, thus leading to an under-determined problem, for which an infinite number of solutions exist.

Therefore, approaches were proposed to provide harmonic estimation without the need for the system to be completely observable. Rather, observable islands can be determined, and observability analysis is needed to decide which estimates are meaningful [8].

On the other hand, Singular Value Decomposition (SVD) has been successfully applied to face this problem, since this mathematical tool allows observable and unobservable islands within the system to be revealed, thus eliminating the need to perform specific observability analysis [9-11].

The SVD method decomposes the matrix \( H \) into three matrices:

\[ H = UWV^T \]  

(2)

where \( W \) is a diagonal matrix with positive or zero elements, which are the singular values of \( H \), \( U \) and \( V^T \) are orthogonal matrices.

From (1) and (2), the following expression of \( X \) is obtained:

\[ X = VW^{-1}U^TY \]  

(3)

where \( VW^{-1}U^T \) is the pseudo-inverse of \( H \).

When SVD with pseudo-inverse is applied to solve HSE, if all the singular values of \( H \) are nonzero, then the power system is fully observable and all node voltages can be correctly estimated. Otherwise, in the case of underdetermined systems, infinite solutions are possible and SVD will provide a minimal norm least square solution and will identify both the observable and the unobservable variables.

More details about the theoretical implications and the practical implementation of such technique can be found in the referenced papers [9-11].

In the case at hand, we can assume that the state variables to be estimated are the \( n \) nodal harmonic currents. Once these quantities are known then the harmonic status in the whole network can be calculated [9]. In particular, all the line harmonic currents can be evaluated.

Hence, the elements of the matrix \( H \) have to be calculated according to the measured quantities that compose vector \( Y \).

Under the assumption that \( m \) nodal currents \( \bar{T}_r \), \( r \) nodal voltages \( \bar{V} \) and \( b \) line currents \( \bar{T}_l \) are directly measured, the system can be defined by means of the following matrices:

\[
\begin{bmatrix}
\bar{T}_r & \bar{V} & \bar{T}_l
\end{bmatrix}
= 
\begin{bmatrix}
T_{r_1} & \cdots & 0 & \cdots & T_{r_m} & \cdots & 0 & \cdots & T_{r_m+1} & \cdots & T_{r_n} & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
\bar{z}_{i_1} & \cdots & \bar{z}_n & \cdots & \bar{z}_{i_1(m+1)} & \cdots & \bar{z}_{i_m} & \cdots & \bar{z}_{i_1(m+1)} & \cdots & \bar{z}_{i_m} & \cdots & \bar{z}_{i_1(m+1)} & \cdots & \bar{z}_{i_m}
\end{bmatrix}
= 
\begin{bmatrix}
\bar{T}_l & \cdots & 0 & \cdots & T_{l_1} & \cdots & 0 & \cdots & T_{l_m+1} & \cdots & T_{l_n} & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
\bar{z}_{j_1} & \cdots & \bar{z}_n & \cdots & \bar{z}_{j_1(m+1)} & \cdots & \bar{z}_{j_m} & \cdots & \bar{z}_{j_1(m+1)} & \cdots & \bar{z}_{j_m} & \cdots & \bar{z}_{j_1(m+1)} & \cdots & \bar{z}_{j_m}
\end{bmatrix}
\]

(4)

where \( \bar{z}_{ij} \) are elements of the network impedance matrix, whereas it is \( \bar{a}_{ij} = (\bar{z}_{pi} - \bar{z}_{qj})/\bar{z}_{pq} \), being \( p \) and \( q \) the nodes connected by means of branch \( i \).

Usually, in distribution systems, HSE problem dimensions result \((m+r+b)<n\), thus leading to under-determined systems.

3. OPTIMIZATION ALGORITHM

3.1. Problem statement

The main goal of the optimal placement technique is to establish number, position and type of the measurement devices to be placed on a given system to achieve the required (total or partial) observability, with established accuracy and at the minimum cost.

As for the observability, according to section 2 the monitored system is usually under-determined and thus it cannot be considered totally observable. In these cases, it
could be useful to clearly define the portions of the network where the observability has to be ensured (i.e. the minimum set of observable islands). An *a priori* analysis of the network would be therefore needed to identify the suspicious loads which have to be monitored and the nodes that do not introduce harmonics (e.g. the nodes where no loads are connected), thus reducing the size of the optimization problem.

As far as the measurement devices are concerned, the measured harmonic quantities can be either nodal voltages, load currents or line currents. Measurement devices are assumed to be equipped with suitable options (e.g. GPS receivers) that allow the synchronization between them to be achieved, so that the “absolute” phase of each quantity, i.e. the phase evaluated with respect to a common time reference, can be calculated.

An important, and sometimes neglected, question refers to the accuracy of the measuring devices. Actually, whereas most of the work done in this field focuses on the observability of the system, it should be emphasized that constraints on the maximum uncertainty acceptable for the results should also be met. This means that, in each one of the nodes of the network, the standard deviation of the estimated harmonic voltage must not overcome the limit imposed for that quantity in that node. Suitable procedures should be therefore introduced in the optimization algorithm to take into account this issue, as it will be discussed in section 3.4.

From a mathematical point of view, the search for an optimal placement of the measurement devices is a non-linear combinatorial optimization problem. Given that a complete enumeration of all the possible combinations of measurement devices placement would be unacceptable also for small size networks, a different approach must be followed to reduce the computational burden.

In [11] the problem of the optimal placement is faced by using a criterion based on the minimum condition number of the measurement matrix \( H \) and on a sequential elimination process. This obviously strongly reduces the number of possible combinations, with respect to complete enumeration, but the sequential process does not guarantee an optimal solution to be achieved, especially in the presence of networks with a large number of nodes.

An approach based on the dynamic programming will be presented in the next subsection. The number of the examined combinations of measurement devices is larger than for the sequential process, but it is still dramatically less than for complete enumeration. On the other hand, the solution obtained through the proposed approach is optimal, or very close to the optimal one, also for large size networks.

### 3.2. Dynamic Programming

Dynamic Programming (DP) is an approach developed to solve multi-stage decision problems and is based on the well known Richard Bellman’s Principle of Optimality: “An optimal policy has the property that no matter what the previous decisions have been, the remaining decisions must constitute an optimal policy with regard to the state resulting from these previous decisions” [12]. Actually, this approach is equally applicable for decision problems where multi-stage decision making is not in the nature of the problem but is induced only for computational reasons, as it is the optimization problem at hand.

DP tends to break the original problem into sub-problems and finds the best solution of the sub-problems, beginning from the smaller in size. When applicable, DP dramatically reduces the runtime of some algorithms from exponential to polynomial.

DP can be successfully applied when:
- the problem can be divided into stages and a decision is required at each stage,
- a finite number of states is associated with each stage,
- the decision at one stage transforms one state into a state in the next stage,
- there exists a recursive relationship that, provided that the states at stage \( j-1 \) are known, identifies the optimal decisions to reach the states at stage \( j \)
- the recursion for determining the optimal decisions at the stage \( j \) only depends on the states at stage \( j-1 \) and not on the way these states have been reached.

The problem of the optimal allocation of the measuring devices in a distribution network may be formalized according to the aforementioned points [18]. The starting point of the procedure is constituted by measurement devices only in substations and DG sites. The following stage could be characterized from one more measurement device in respect to such starting point.

A generic stage represents the total number of devices added in the network with respect to the starting level. The states in a stage define the exact position of the measurement points in the network (by also differentiating between the possibility of measuring either voltages, line currents or load currents).

Figure 1 depicts the bottom-up approach used here to solve the optimal allocation problem according to the dynamic programming paradigm. At each decisional level \( D_1, D_{II}, \ldots, D_n \), new metering devices can be added. The candidates \( \alpha, \beta, \ldots, \eta \) identify the possibility of measuring a given quantity (voltage, line current or load current) in a given location (particular node or line in the network). In other words, the candidates \( \alpha \) and \( \beta \) could either refer to different nodes or to the same location equipped with different measurement instruments.

In order to clarify the process let us suppose that the state \( \beta \) at the \( D_{II} \) has to be reached from \( D_1 \). Possible states in \( D_1 \) are \( \alpha, \beta, \gamma, \) and \( \eta \), each one labeled with the optimal value
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![Fig. 1. Schematic flow chart of Dynamic Programming](image-url)
of the objective function, $L_1$, calculated with a measurement device defined by candidate $\alpha$, $\beta$, $\gamma$, and $\ldots \eta$ respectively.

Preliminarily, all the couples formed by adding $\beta$ to all the possible remaining candidates are examined, and the objective function is assessed for each couple. The state $\beta$ at the level $D_1$ is then labeled with the value of the function $L_1(\beta)$ that is the minimum value of the objective function calculated considering the couples formed with $\beta$ and the remaining available candidates. By so doing, the optimal policy to reach $\beta$ at level $D_1$ from $D_0$ is univocally determined (in Figure 1 the optimal path to $\beta$ has been assumed through $\gamma$).

By repeating this procedure for all the states at the $D_1$ stage, the optimal couple of measurement devices that minimizes the cost function is simply the one with the smallest label (e.g., if $\beta$ was the state with the smallest label at level $D_1$ the optimal placement of measurement devices would be in $\gamma$ and $\beta$). The optimal policy corresponds to reach the state in $D_1$ with the smallest label but it is worth noticing that all the states in $D_1$ are reached through an optimal policy. By so doing, each policy to reach $D_1$ from $D_0$ will necessarily contain optimal sub-policies and the Bellman’s Principle will be satisfied. In the proposed application the decision to pass from a stage to the successive is based on the observability and accuracy constraints. For instance, if all the solutions at level $D_1$ do not comply with the observability and accuracy constraints, the procedure is iterated by labeling the candidates at the successive stages until the goal has been reached.

A critical point of the overall procedure is the definition of both the stopping criterion and the cost function.

In the case at hand, the optimization procedure ends when at a given stage at least one solution exists for which the accuracy requirements are met on every estimates (see subsection 3.4). As for the observability of the state variables, it can be either introduced as a criterion for the acceptance of a given configuration or not, according to the goals and the specifications of the monitoring system.

As for the cost function $L$, it is the basis on which all decisions to move from one stage to the next one are taken. Here it has been considered a function in which the quantity used for the stopping criterion (i.e. the maximum relative deviation of the estimates) is averaged over all the harmonics and over all the $N$ reference situations described in subsection 3.3.

3.3. Network reference conditions

The quality of the estimated quantities is evaluated against a set of reference values, obtained by applying suitable harmonic load flow procedures to the network.

Actually, the a priori information usually available on the loads that introduce harmonics in the network is quite poor and allows only rough knowledge of the possible situations that can occur in practice. A large uncertainty exists about the presence and/or the behavior of the harmonic sources and this means, from the circuital point of view, that the harmonic currents injected by each load can vary from zero to a maximum value $I_{\text{max}}$.

Since the accuracy of the estimated quantities (see next subsection) can vary significantly under different network operating condition, the validity of the state estimation achievable through a given allocation of the measurement devices should be verified also in the worst cases.

In order to take into account in the optimization procedures the above considerations, a set of $N$ reference conditions for the considered system is defined, each one characterized by different harmonic injections. The harmonic load flow is performed $N$ times on the network conditions defined in this way, thus defining the reference values of all quantities for each of the $N$ situations.

3.4. Measurement uncertainty

As mentioned in the previous subsections, the theoretical observability of a state variable is not sufficient to ensure that the estimate of such variable is satisfactory. Actually, the uncertainties affecting all the components of the measurement system propagate through the state estimation algorithm and make the final results uncertain too. Obviously, the larger the uncertainty on these results the greater the risk of taking incorrect decisions based on them.

It is obvious that both the metrological characteristics of the measurement devices and their placement significantly affect the accuracy of the estimates. It is therefore necessary to take into account these items, in order to guarantee that the estimated variables comply with a prefixed level of accuracy.

The evaluation of the uncertainty affecting the estimates here is faced by means of Monte Carlo procedures, which have been successfully used to solve this kind of problems in many circumstances where the analytical law of uncertainty propagation [13] is either difficult or impossible to apply. This is the case, for instance, of complex measurement algorithms, like the ones used for HSE.

Such procedures, like any other for evaluating the propagation of the uncertainties, are substantially based on two phases: formulation and calculation [14, 15]. In the former a measurement model is derived and the model inputs are quantified, while in the latter the uncertainty affecting the output(s) is evaluated by means of Monte Carlo simulations. The first step is the most crucial, given that the uncertainty affecting the result of a measurement function can be estimated correctly only if the uncertainties affecting the input variables are properly modeled.

Therefore, suitable metrological models of both transducers and instruments should be implemented, capable of taking into account the behavior of such devices in the presence of nonsinusoidal quantities [16, 17].

The eventual lack of synchronization between the remote stations of the distributed measurement system is dealt with as a further uncertainty source affecting the evaluation of the phases. Therefore it has to be considered in the same way as the above ones.

Once the above models have been defined, a suitable probability distribution is then assigned to these uncertainty terms, which can be numerically represented by sets of random variables. A large number $M$ of simulated tests is then performed: in each test the measured data are corrupted by different contributions, whose values are randomly extracted from the above sets, and the HSE algorithm is applied by using this set of input data. The sets of the $M$ obtained output values, which could be considered as the probability
density function of the measurement results, are finally processed to evaluate the uncertainty of the results.

If the uncertainty affecting one of the monitored quantities, for any of the harmonic orders to be investigated, is larger than the prefixed constraint for that quantity, even in only one of the N situations defined in subsection 3.3, the solution is not considered acceptable.

It should be emphasized that the above described procedure could be easily generalized to the circumstances where the final result to be evaluated is not simply a set of voltage and/or current harmonic phasors, but consists of more or less complex quantities defined as a combination of such phasors. This is the case, for instance, of both the harmonic powers (no matter which definitions are used) and the indices defined to allocate the responsibility for harmonic pollution, like the ones discussed in [3] and [4]. Thanks to the flexibility of the Monte Carlo procedure, the criterion for establishing the configurations of measurement instruments to be accepted or rejected can be easily adapted to be based on the accuracy of such quantities.

4. APPLICATION EXAMPLE

4.1. Benchmark network

The proposed optimization algorithm has been applied to an 18 busbars balanced three-phase test network, whose scheme is shown in Figure 2, that was firstly used in [19] and then considered by several authors in order to test the validity of their approaches to different harmonic related problems [20, 21], thus becoming a sort of de-facto benchmark network. It consists of sixteen 12.5 kV busbars and two 135 kV busbars (nodes 1 and 17), whereas the sources of harmonics are two six pulse rectifiers at nodes 4 and 13. Harmonics up to the 13th order have been considered in the tests. Table 1 shows the maximum rms value of the currents (\(I_{\text{max}}\)) injected by these loads for each harmonic. Detailed data can be found in [19, 20].

4.2. Implementation

The optimization procedure has been implemented in Fortran, making it compatible with the routines of a “suite” developed at the University of Cagliari for the optimal planning of electric distribution networks in the presence of distributed generation plants [21].

The software program includes the routines that are necessary for the optimization goal to be reached:

— Harmonic load flow for the definition of \(N=10\) reference conditions. According to subsection 3.3, in each test a value for the harmonic current injected by the two nonlinear loads is extracted randomly in the range \(0 < I_{\text{max}}\) whereas the phase of this current is extracted randomly in the range \(\pm \pi/2\).

— HSE algorithm based on SVD and pseudo-inverse (according to section 2) for each of the considered harmonics. Nodal harmonic currents have been considered as state variables.

— Monte Carlo techniques for uncertainty estimation (according to subsection 3.4). As for the uncertainty of the measured data, a constant relative maximum deviation has been assumed for the amplitude of each harmonic voltage and current (\(\pm U_{\text{meas, a}}\%\) around the measured value) and an absolute maximum deviation increasing with frequency for the phase angle (\(\pm h U_{\text{meas, b}}\%\), \(h\) being the harmonic order). Uniform probability distributions have been associated to these random variables.

Measurements of harmonic voltages and currents were considered already existing at both sides of the transformer.

4.3. Results

Different tests have been performed on the network defined in the previous subsections, in order to both verify the behavior of the optimization procedure and analyze the influence of some factors on the optimal placement of the measurement devices. In particular, the impact of the accuracy of the measurement instruments has been studied.

As for the acceptance criterion that stops the optimization procedure, only the amplitude of the current has been considered and the maximum deviation accepted for each estimated harmonic component of voltage and current was \(\pm 15\%\).

In a first series of tests, it has been assumed \(U_{\text{meas, a}}\% = 1\%\) and \(U_{\text{meas, b}} = 0.5\) rad. The optimal placement shows that 13 devices should be added to the existing 6 to assure the required accuracy to the harmonic components of all the 53 variables in all the reference situations. It should be emphasized that this solution has been found by exploring about 23000 combinations against about 2·10\(^{11}\) that would be necessary with complete enumeration techniques.

In a second test, the use of less accurate instruments has been assumed (\(U_{\text{meas, a}}\% = 3\%\) and \(U_{\text{meas, b}} = 1\) rad). The optimal placement implies the addition of 15 devices to guarantee the required accuracy to all harmonic components. In this case about 26000 combinations were needed against about 10\(^{12}\) required by complete enumeration.

![Fig. 2. Benchmark network](image)

Table 1. Harmonic Currents injected in node 4 and 13.

<table>
<thead>
<tr>
<th>Harmonic order</th>
<th>Amplitude [A]</th>
<th>Phase [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>23.46</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>16.88</td>
<td>-140</td>
</tr>
<tr>
<td>11</td>
<td>10.75</td>
<td>-40</td>
</tr>
<tr>
<td>13</td>
<td>9.10</td>
<td>-80</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

The practical implementation of any monitoring strategy aimed at analyzing the harmonic status of an electric power network requires the use of distributed measurement systems and must take into account both economical and metrological aspects.

In this paper an optimization algorithm has been presented to choose the optimal number and position of the measurement devices needed to perform Harmonic State Estimation techniques.

Besides the usual considerations on the observability of the state variables, here the accuracy of the estimated quantities has been introduced as a further constraint. Owing to the flexibility of the numerical procedures employed to evaluate the uncertainty that affects the results, this constraint can be applied to the accuracy of whatever harmonic quantity one can calculate, including harmonic powers and power quality indexes.

One of the main challenges for the development of this work is studying different algorithms to perform Harmonic State Estimation in distribution systems, so that the peculiarities of these systems are exploited in order to achieve meaningful results with a reduced number of measuring instruments. On the other hand, as far as the optimization algorithm is concerned, suitable changes will be required to take into account the reduced cost of installing multiple instruments in a single site, because the predominant cost is in the base unit, while the incremental cost for additional channels is relatively small.
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