Discovery of a soft X-ray 8 mHz QPO from the accreting millisecond pulsar IGR J00291+5934
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ABSTRACT

We report on the analysis of the peculiar X-ray variability displayed by the accreting millisecond X-ray pulsar IGR J00291+5934 in a 80 ks-long joint NuSTAR and XMM–Newton observation performed during the source outburst in 2015. The light curve of the source is characterized by a flaring-like behaviour, with typical rise and decay time-scales of ~120 s. The flares are accompanied by a remarkable spectral variability, with the X-ray emission being generally softer at the peak of the flares. A strong quasi-periodic oscillation (QPO) is detected at ~8 mHz in the power spectrum of the source and clearly associated with the flaring-like behaviour. This feature has the strongest power at soft X-rays (≤3 keV). We carried out a dedicated hardness-ratio-resolved spectral analysis and a QPO phase-resolved spectral analysis, together with an in-depth study of the source-timing properties, to investigate the origin of this behaviour. We suggest that the unusual variability of IGR J00291+5934 observed by XMM–Newton and NuSTAR could be produced by a heartbeat-like mechanism, similar to that observed in black hole X-ray binaries. The possibility that this variability, and the associated QPO, are triggered by phases of quasi-stable nuclear burning, as sustained in the literature for a number of other neutron star binaries displaying a similar behaviour, cannot be solidly tested in the case of IGR J00291+5934 due to the paucity of type I X-ray bursts detected from this source.
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1 INTRODUCTION

IGR J00291+5934 is one of the known accreting millisecond X-ray pulsars (AMXPs), i.e. low-mass X-ray binaries (LMXBs) hosting a rapidly spinning neutron star (NS) and an evolved low-mass companion. These systems are characterized by orbital periods ranging from 40 min to a few hours and spend most of their lifetime in a quiescent state, with a typical X-ray luminosity of \(10^{31}–10^{32}\) erg s\(^{-1}\). They undergo sporadic X-ray outbursts lasting from a few weeks to months, during which the accretion on to the compact object is largely increased and the resulting X-ray luminosity can be as high as \(\sim 10^{36}–10^{38}\) erg s\(^{-1}\) (see e.g. Patruno & Watts 2012, for a recent review).

IGR J00291+5934 is known to host the fastest rotating NS among the AMXPs observed so far, with a spin period of 1.67 ms. The source was discovered during an outburst in 2004 (Markwardt, Swank & Strohmayer 2004; Falanga et al. 2005) and displayed a double-peaked outburst in 2008 (Lewis et al. 2010; Patruno 2010; Hartman, Galloway & Chakrabarty 2011). Archival RXTE data revealed that two other outbursts from IGR J00291+5934 might have occurred in 1998 and 2001 (Remillard 2004).

The latest outburst from IGR J00291+5934 was detected in 2015 (Sanna et al. 2015) and closely monitored with Swift and INTEGRAL (De Falco et al. 2016, hereafter DF16). A simultaneous XMM–Newton and Nuclear Spectroscopic Telescope ARray (NuSTAR) observation of the source was carried out during this event in order to study its broad-band spectral properties. The results obtained from the complete analysis of the XMM–Newton and NuSTAR data have been reported in a complementary publication from our group (Sanna et al. 2017, hereafter S17). In this paper, we focus on the
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peculiar variability that characterizes the soft X-ray emission of the source during the 2015 outburst. We investigate the aperiodic variability in the XMM–Newton data and discuss mechanisms that could give rise to the observed phenomenology. We complement our report with some results obtained from a simultaneous NuSTAR observation.

2 OBSERVATIONS AND DATA ANALYSIS

During the XMM–Newton observation of IGR J00291+5934, carried out on 2015 July 28 (OBSID 0790181401; see also S17) two of the European Photon Imaging Cameras (EPIC) were operated in TIMING mode: the EPIC-pn and second Metal Oxide Semiconductor camera (EPIC-MOS2). The EPIC-MOS1 was operated in small window mode. To analyse these data, we followed the standard data reduction procedures using the EPCHAIN and EMCHAIN tasks included in SAS v.15.0. No episodes of enhanced solar activity were revealed in the data, and thus the full exposure time available for all EPIC cameras was retained for scientific analysis. The count rate of the source was low enough not to cause any significant pile-up in the EPIC-pn and the EPIC-MOS2. However, the EPIC-MOS1 was largely affected by pile-up issues and thus discarded for further analysis. We extracted the EPIC-pn spectra and light curves of the source (background) from the CCD columns RAWX = [34–43] ([3–5]). For the extraction of the MOS2 products, we used all events detected from the source within the RAWX columns 293–320 of the chip operated in TIMING mode. The background products were obtained from the chips operating in imaging mode selecting a source-free region. We verified a posteriori that different reasonable choices of the background extraction region did not affect significantly the obtained results. We restricted our analysis of the full-resolution EPIC spectra to the energy interval 2.3–11 keV for the EPIC-pn and 0.5–10.0 keV for the EPIC-MOS2 in order to limit the impact of any instrumental energy calibration uncertainty (see also Ferrigno et al. 2014, and references therein). This restriction was not necessary for the coarsely rebinned spectra used for the analysis presented at the end of Section 4. For completeness, we also report in the sections below some results obtained from the NuSTAR observation carried out simultaneously with XMM–Newton (OBSID 90101010002). We extracted, for both instruments on-board NuSTAR (Focal Plane Modules, FPMA and FPMB), cleaned event files for the source by performing the same standard screening and filtering discussed by S17. We refer the reader to this paper for additional NuSTAR data analysis details that are omitted here for brevity.

3 THE X-RAY VARIABILITY AND SPECTRAL CHANGES

The light curve of the source as observed by the EPIC-pn is reported in Fig. 1 with a bin time of 10 s. It can be easily noticed that the source displayed a peculiar variability in the X-ray domain, with quasi-periodic flares raising and fainting down on a time-scale of roughly 100 s.

To investigate the origin of this variability, we first computed the ratio between the light curves in the 1.5–11 and 0.5–1.5 keV energy ranges. We used an adaptive rebinning in order to achieve a signal-to-noise ratio (S/N) of at least 15 in each time bin and maintain a minimum bin duration of 10 s. The result is shown in Fig. 2. It is evident from this figure that the emission of the source becomes generally (but not always) harder between one flare and the other, with the hardness ratio (HR) inversely changing with respect to the trend of the source intensity. This is also visible in the plot of the source HR versus the intensity reported in Fig. 3.
We did not report here the analysis of the source average XMM–Newton spectrum as this has been exhaustively discussed by S17.

1 We did not report here the analysis of the source average XMM–Newton spectrum extracted for different HRs. In the table $N_\text{H}$ is the absorption column density, $kT_{\text{BB}}$ ($R_{\text{BB}}$) the temperature (radius) of the blackbody component, $\Gamma$ the slope of the NTHCOMP component, and $kT_e$ ($\Gamma_e$) the temperature of the soft Comptonized photons (temperature of the Comptonizing electrons). We also indicated with $E_{\text{line}}$, $\sigma_{\text{line}}$, and EQW$_{\text{line}}$ the energy, width, and equivalent width of the iron Kα line. Uncertainties are expressed at 90 per cent confidence level.

Table 1. Results of the fits to the combined EPIC-pn and EPIC-MOS spectra, extracted for different HRs. In the table $N_\text{H}$ is the absorption column density, $kT_{\text{BB}}$ ($R_{\text{BB}}$) the temperature (radius) of the blackbody component, $\Gamma$ the slope of the NTHCOMP component, and $kT_e$ ($\Gamma_e$) the temperature of the soft Comptonized photons (temperature of the Comptonizing electrons). We also indicated with $E_{\text{line}}$, $\sigma_{\text{line}}$, and EQW$_{\text{line}}$ the energy, width, and equivalent width of the iron Kα line. Uncertainties are expressed at 90 per cent confidence level.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>HR&gt;4</th>
<th>HR&lt;2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\text{H}$ (10$^{22}$ cm$^{-2}$)</td>
<td>0.35 ± 0.02</td>
<td>0.33$^{+0.03}_{-0.05}$</td>
</tr>
<tr>
<td>$kT_{\text{BB}}$ (keV)</td>
<td>–</td>
<td>0.49$^{+0.02}_{-0.04}$</td>
</tr>
<tr>
<td>$R_{\text{BB}}$ (km)</td>
<td>–</td>
<td>3.8$^{+2.1}_{-2.4}$</td>
</tr>
<tr>
<td>$\Gamma$ (pn)</td>
<td>1.55 ± 0.02</td>
<td>1.61 ± 0.01</td>
</tr>
<tr>
<td>$\Gamma$ (MOS2)</td>
<td>1.68 ± 0.05</td>
<td>1.69 ± 0.02</td>
</tr>
<tr>
<td>$kT_e$ (keV)</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>$kT_{\text{BB}}$</td>
<td>0.63 ± 0.02</td>
<td>0.29$^{+0.20}_{-0.06}$</td>
</tr>
<tr>
<td>$E_{\text{line}}$</td>
<td>6.38 ± 0.08</td>
<td>6.52 ± 0.07</td>
</tr>
<tr>
<td>$\sigma_{\text{line}}$</td>
<td>0.13$^{+0.01}_{-0.01}$</td>
<td>0.13 ± 0.06</td>
</tr>
<tr>
<td>EQW$_{\text{line}}$</td>
<td>0.032 ± 0.12</td>
<td>0.02$^{+0.02}_{-0.09}$</td>
</tr>
<tr>
<td>$F_{0.5–2\text{keV}}$ (10$^{-11}$ erg cm$^{-2}$ s$^{-1}$)</td>
<td>2.0$^{+0.2}_{-0.1}$</td>
<td>5.0$^{+0.1}_{-0.2}$</td>
</tr>
<tr>
<td>$F_{2–10\text{keV}}$ (10$^{-10}$ erg cm$^{-2}$ s$^{-1}$)</td>
<td>1.90 ± 0.03</td>
<td>1.73 ± 0.02</td>
</tr>
<tr>
<td>$\chi^2$/d.o.f.</td>
<td>1.40/294</td>
<td>1.48/298</td>
</tr>
<tr>
<td>$C_{\text{pn}}$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$C_{\text{MOS1}}$</td>
<td>1.08 ± 0.02</td>
<td>1.15 ± 0.02</td>
</tr>
<tr>
<td>Exp. time (ks)</td>
<td>6.0</td>
<td>23.6</td>
</tr>
</tbody>
</table>

This is evaluated for a distance of 4 kpc.

This value could not be well determined in the fit and thus fixed to the value measured from the source average spectrum reported by S17.

This parameter could not be reliably measured from the fit and was thus fixed to the value determined from the fit to the HR>4 spectra.

This is the observed flux, i.e. not corrected for absorption.

We fixed to 1 the normalization constant of the EPIC-pn spectrum.

Figure 4. Unfolded EPIC-pn (black) and MOS2 (red) spectra extracted separately during the time intervals corresponding to high (top) and low (bottom) values of the HR in Fig. 2. In the case of the soft spectra, the best-fitting model is obtained with an absorbed blackbody plus an NTHCOMP component and a Gaussian line. In the hard spectra, the blackbody component was not required by the data. The different model components are also represented in the bottom and lower plots with dashed lines. The residuals from the best fits are shown in the lower panels. Note that the EPIC-pn data below 2.3 keV have been discarded in order to avoid known calibration uncertainties at energies $<0.7$ keV and the two instrumental features at 1.8 and 2.2 keV (see also S17). In the case of the EPIC-MOS2 spectrum, we also discarded the interval 2.1–2.3 keV due to the presence of a strong instrumental features.

We extracted two sets of EPIC spectra by stacking together the time intervals corresponding to HR<2 and HR>4. These two HR values were chosen by visually inspecting the light curves in Fig. 2 and to maximize the variability between the two sets of spectra. The result is shown in Fig. 4. The softer spectra are characterized by a significantly enhanced emission below ∼2 keV. An acceptable fit to the soft spectra is obtained by using the same model adopted by S17 to describe the broad-band spectrum1 of IGR J00291+5934, i.e. an absorbed blackbody plus an NTHCOMP Comptonized component and a Gaussian to take into account the iron Kα line emission [the complete model in XSPEC is CONSTANT*TBABS*(BBODYRAD+NTHCOMP+GAUSS)]. No absorption column density variations larger than about 10 per cent can be evidenced between the two spectra. In the hard spectrum, we did not find evidence for a significant BBODYRAD component and thus we did not include it in the fit. We found that, if such component is included in the fit, with a temperature fixed at that determined from the soft spectra, then the upper limit on the normalization would be a factor of 15 lower than that in the soft spectra. As reported by S17, we found a discrepancy between the spectral slope of the EPIC-pn and the MOS2 data of about 6 per cent that we attribute to remaining calibration uncertainties of the EPIC instruments in timing mode. Following their approach, we did not tie together in the fit the value of the photon index of the NTHCOMP component between the EPIC-pn and the EPIC-MOS2 spectra. The results obtained by fitting the HR-resolved spectra are summarized in Table 1. Note that we did not make use of the Reflection Grating Spectrometers (RGS) data because the read-out time of this instrument is too large to be able to follow the fast HR variations displayed by the source (typically from less than a second to a few seconds at the most). We verified that there are no significant changes in the pulse profile of the source and in the measured pulsed fraction during the time intervals corresponding to different HR with respect to the values reported in S17 for the full observation.

4 The Timing Analysis

In order to pursue the investigation on the mechanism triggering the atypical variability of IGR J00291+5934, we performed a dedicated timing analysis of the EPIC-pn and NuSTAR data focusing on the aperiodic noise rather than on the coherent pulsation, investigated by S17. We first converted the arrival time of each photon detected...
The results of model fitting best-fitting parameters obtained from the fit to the average (Hz) – 0.0168 0.000 17 0.0063 + 1.2 0.008 0.14 10 0.007 Q ± 0.03 0.35 0.0007 rms 0.205 9 ± W 466, 0.016 + SITAR 0.09 0.006 0.187 (Houck 200 0.005 0.174 1 ± 0.02 = ν ± Q 3450–3459 (2017) ± Q http://space.mit.edu/cxc/analysis/SITAR/ W > ± ν ± W NuSTAR ∼ 0.0018 0.030 ISIS is the width of the Lorentzian function (see equations 1 and 2). NuSTAR (Hz) 0.008 7 ± ν ± W ± ν ± W 2014 ± W 2015 = ν, ± ν (1 − ν ± W 20) ± ν ± W 20 5 ∼ 0.0018 0.030 ISIS is the width of the Lorentzian.

NuSTAR (Hz) 0.008 7 ± ν ± W ± ν ± W 2014 ± W 2015 = ν, ± ν ± W ± ν ± W 20 5 ∼ 0.0018 0.030 ISIS is the width of the Lorentzian.

Figure 5. Average power spectrum of IGR J00291+5934 as measured by the EPIC-pn in the 0.5–11 keV energy range. The best-fitting model to the power spectrum (red line in the upper panel) is obtained by using the Lorentzian functions indicated in Table 2 and represented as blue dotted lines. The residuals from the best fit are reported in the bottom panel. The prominent QPO at ~8 mHz is well visible in the plot.

Figure 6. Average IGR J00291+5934 co-spectrum as measured by the NuSTAR FPMA and FPMB in the 3–60 keV energy range. The best-fitting model (solid red line in the upper panel) is obtained by using the Lorentzian functions indicated in Table 2 and represented as blue dotted lines. The residuals from the best fit are reported in the bottom panel.

Table 2. Best-fitting parameters obtained from the fit to the average source EPIC-pn (NuSTAR) power (co) spectrum with a model comprising five (six) Lorentzian components, two of which are used to take into account the presence of narrow frequency features at ~8 and 16 mHz (QPOs). Q indicates the quality factor of the QPO, while W is the width of the Lorentzian function (see equations 1 and 2). Uncertainties are expressed at 90 per cent confidence level.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>EPIC-pn</th>
<th>NuSTAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 rms</td>
<td>0.206 ± 0.006</td>
<td>0.187 ± 0.007</td>
</tr>
<tr>
<td>L1 W (Hz)</td>
<td>0.0198 ± 0.0018</td>
<td>0.030 ± 0.006</td>
</tr>
<tr>
<td>L2 rms</td>
<td>0.205 ± 0.005</td>
<td>0.174 ± 0.008</td>
</tr>
<tr>
<td>L2 W (Hz)</td>
<td>0.35 ± 0.03</td>
<td>0.35 ± 0.09</td>
</tr>
<tr>
<td>L3 rms</td>
<td>0.160 ± 0.008</td>
<td>0.14 ± 0.02</td>
</tr>
<tr>
<td>L3 W (Hz)</td>
<td>2.5 ± 0.5</td>
<td>1.5 ± 0.7</td>
</tr>
<tr>
<td>L4 rms</td>
<td>0.120 ± 0.012</td>
<td>0.13 ± 0.02</td>
</tr>
<tr>
<td>L4 W (Hz)</td>
<td>20 ± 1</td>
<td>9 ± 2</td>
</tr>
<tr>
<td>QPO1 rms</td>
<td>0.15 ± 0.02</td>
<td>0.12 ± 0.02</td>
</tr>
<tr>
<td>QPO1 Q</td>
<td>9 ± 5</td>
<td>1.2 ± 0.8</td>
</tr>
<tr>
<td>QPO1 v (Hz)</td>
<td>0.008 07 ± 0.000 17</td>
<td>0.006 ± 0.0007</td>
</tr>
<tr>
<td>QPO2 v (Hz)</td>
<td>–</td>
<td>0.066 ± 0.016</td>
</tr>
<tr>
<td>QPO2 Q</td>
<td>–</td>
<td>&gt;6</td>
</tr>
<tr>
<td>QPO2 v (Hz)</td>
<td>–</td>
<td>0.0168 ± 0.0003</td>
</tr>
<tr>
<td>χ^2/d.o.f</td>
<td>0.45/107</td>
<td>1.29/99</td>
</tr>
</tbody>
</table>

where ‘QPO’ stands for quasi-periodic oscillation, Q, is the quality factor defined as the centroid frequency (ν) of the feature divided by its full width at half-maximum. This function can be used to describe broader noise components with characteristic frequency ν(1 + ν/ν)^1/2, when the quality factor is of the order unity or lower. All timing analysis and fits were performed using siss (Houck & Denicola 2000) expanded by sttar.2 The results of model fitting are computed in the frequency range 3.2 × 10^-4–165 Hz and summarized in Table 2.

In the EPIC-pn data, we find a prominent narrow feature at ~8 mHz, resembling a QPO (see e.g. Wang 2016, for a recent

2 http://space.mit.edu/cxc/analysis/SITAR/
Two examples of average power spectra obtained from the EPIC-pn data in two energy bands: 0.94–1.16 keV (top) and 4.5–6.0 keV (bottom). The best-fitting models are indicated in both cases with a red solid line, the single Lorentzian components as blue dotted lines, while the residuals from the fits are shown in the bottom panels.

The broad-band noise is characterized by four zero-centred Lorentzians \( L_1 - L_4 \). In the harder NuSTAR band, the broad-band noise has a similar shape, while the narrow 8 mHz feature disappears, substituted by a narrow weak feature at roughly double its frequency \( QPO_2 \) in Table 2 with rms 7 per cent) and by a broader component at a slightly lower frequency (6 mHz).

In order to investigate further the strong QPO at 8 mHz, visible only in the XMM–Newton data, we divided the EPIC-pn energy range in 12 intervals characterized by the same number of detected X-ray photons. For each interval, we extracted a light curve binned at 0.2952 s. We computed the power density spectra averaging over intervals of \( 2^{11} \) time bins (i.e. about 604 s resulting in 119 samples). This choice ensures that the QPO power is mostly confined in a single Fourier bin. Then, we rebinned them geometrically with a factor of 0.1, and normalized them to the usual rms\(^2/f\) convention. All rebinned and normalized power spectra are modelled by three zero-centred Lorentzians with width \( \sim 0.02, \sim 0.4 \) Hz, and 2.5 Hz (the latter fixed at the value of Table 2), plus two narrower Lorentzians to take into account the QPO at 8 mHz and a second feature around 16 mHz.

Two examples of XMM–Newton power spectra are shown in Fig. 7, together with the corresponding best-fitting models and the residuals from the fits.

In Fig. 8, we show the energy dependency of the best-fitting parameters measured from the EPIC-pn data for the two features at 8 and 16 mHz, together with those of the broad-noise Lorentzians. The 8 mHz QPO frequency remains constant at all energies, while its rms dramatically decreases above \( \sim 1.5–2 \) keV. The quality factor \( Q \), is poorly determined owing to our choice of frequency binning. We have verified that the trend on rms would be maintained with other reasonable choices of binning. The feature at 16 mHz disappears at those energies at which the QPO at 8 mHz is more prominent and seems to be significantly broader than this other feature. To check whether the higher frequency feature is the harmonic of the QPO at 8 mHz, we applied the method outlined in Ingram & van der Klis (2015). For each light curve in one of the defined energy band for XMM–Newton that was Fourier transformed, we computed the ratio between the Fourier transform modules and the phase difference at the respective frequencies. We found that the computed values of the ratios and phase differences do not cluster around any preferred values, at odds with what is expected if the two features at 8 and 16 mHz are linked. We thus conclude that these features are not correlated and are possibly produced by different mechanisms.

The prominent QPO at 8 mHz detected in both the averaged and energy-resolved XMM–Newton power spectra of IGR J00291+5934 is clearly associated with the X-ray variability of the source that, as shown in Section 3, undergoes continuous flaring. The typical time-scale of the rise and decay of these flares is comparable with the QPO frequency. By inspecting the source dynamical power spectra, we also verified that the 8 mHz QPO does not drift in frequency and it is present throughout the entire observation. As the intensity variations of the source during the flares are also accompanied by significant spectral changes (see Section 3), we investigated the dependence of the energy distribution of the source X-ray emission as a function of the QPO phase. We follow the procedure outlined by Ingram & van der Klis (2015) and Ingram et al. (2016). A key ingredient in this method is the average phase lag of the source signal at the QPO frequency, compared to a reference band. This
can be obtained in each energy band by averaging the complex argument of the cross spectra over the 119 intervals of \(2^{11}\) bins defined before. The cross-spectrum is computed assuming as band of interest the energy intervals used above and as reference band the full EPIC-pn energy band minus the energy band of interest. To obtain the uncertainty on the phase lag (equation 12 in Uttley et al. 2014), we computed the average coherence and its uncertainty using equations 2 and 8 in Vaughan & Nowak (1997). In Fig. 9, we show the resulting correlation and the time lags at the frequency of the QPO. It can be noticed that as long as the QPO is characterized by a fractional rms larger than 0.1 at energy \(\leq 3.5\) keV, the light curve at the QPO frequency is linearly correlated to the average EPIC-pn signal, whereas the linear correlation is reduced at higher energies. This analysis reveals that the modulation of the X-ray flux at the frequency of the QPO has a delay of few seconds on the soft X-ray photons compared to those at the higher energies (\(\geq 1.5\)–2 keV).

The energy-dependent wave front of the QPO in our 12 energy bands can be described in the Fourier space by

\[
W_j(E) = \mu(E) \sigma_j(E) e^{-i\Phi_j(E)},
\]

where \(\mu(E)\) is the mean count rate of the source, while \(\sigma_j(E)\) and \(\Phi_j(E)\) are the fractional rms and the phase shift of the \(j\)th harmonic, respectively. In the case of IGR J00291+5934, only the fundamental of the QPO was detected and thus \(j=1\). The parameter \(\sigma_j(E)\) can be obtained from the fit of the real part of the average cross spectrum (the values are reported in Fig. 8), while the phase shift \(\Phi_j(E)\) computation is described in the previous paragraph. A set of source spectra accumulated at different QPO phases (\(\phi\)) can be extracted by transforming the QPO wave front in the time domain using the following expression:

\[
w(E, \phi) = \mu(E) \left( 1 + \sqrt{\Sigma_j} \cos [\phi - \Phi_j(E)] \right).
\]

Here, \(\mu(E)\) can be obtained by appropriately rebinning the average EPIC-pn and EPIC-MOS2 spectra. Owing to the lower effective area of the EPIC-MOS2, we use the timing results from the EPIC-pn for both instruments. To derive the uncertainties on \(w(E, \phi)\), we adopted a bootstrapping technique: 10 000 wave fronts were computed for each energy bin by varying their rms and phase shift within the corresponding confidence intervals assuming a Gaussian distribution. The resulting mean value of the distribution was then assumed as the best estimate of \(w(E, \phi)\), while the standard deviation of the distribution is considered as the associated \(1\ \sigma\) statistical uncertainty. We add in quadrature a 1.5 per cent uncertainty. The flux of the blackbody (lowermost panel) is not a parameter of the fit and is estimated as \(r_s^2 k T_e^4\), and expressed in arbitrary units (a.u.). Uncertainties are expressed at a 90 per cent confidence level.

Figure 9. Upper panel: time lags at the QPO frequency (8 mHz) computed in each energy bin with respect to the reference energy band (i.e. the entire EPIC-pn energy band excluding each time the energy bin where the lag is calculated). Lower panel: the corresponding cross-correlation linear coefficient. Uncertainties are given at 68 per cent confidence level.

Figure 10. Top panel: the derived EPIC-pn count rate as function of the QPO phase. Other panels: best-fitting parameters obtained from the fits to the QPO phase-resolved spectra of IGR J00291+5934. The model includes absorbed Comptonization (NTHCOMP) and blackbody components. The phase zero corresponds to the maximum of the QPO. \(\Gamma\) and Norm indicate the spectral slope and the normalization of the NTHCOMP component, the latter represented in units of \(10^{-3}\). The flux of the blackbody (lowermost panel) is not a parameter of the fit and is estimated as \(r_s^2 k T_e^4\), and expressed in arbitrary units (a.u.). Uncertainties are expressed at a 90 per cent confidence level.

\(^3\) We did not include the iron line due to the reduced energy resolution of these spectra compared to those discussed in Section 3.
and then fixed to its average value. The plot suggests a moderate variability of spectral slope and absorption column density over the QPO phases. The radius and temperature of the blackbody, and the NTHCOMP normalization display the most noticeable variations. The values of temperature and normalization of the blackbody are fitting parameters that are anticorrelation when determined from our data. By computing the probability contour plots for each of the 10 phase bins (not reported here), we verified that the variation of temperature between the minimum and maximum is marginally significant with overlapping errors contours, while the normalization contours are widely separated. We also derived the blackbody flux, which shows how the variations of temperature and radius compensate each other at a certain extent; we infer that the thermal emission is responsible for only a part of the flux variability.

We also investigated if and how the QPO affects the pulsed emission recorded from IGR J00291+5934. Using the ephemeris of S17, we extracted, every 10 s during the XMM–Newton observation, a pulse profile of the source with 16 phase bins in the energy range 0.5–3 keV, where the QPO is more prominent. Then, we derived the value of the fractional amplitude in each case by measuring the amplitude of the fundamental mode of the pulsed emission and dividing it by the source average intensity during the considered time interval. The power density spectrum of the time series of the fractional amplitudes could then be obtained with a reasonably good resolution in frequency by using stretches of 64 bins (we also applied a logarithmic rebinning of 1.1). The resulting 54 independent power spectra were then averaged assuming in each case a 100 per cent uncertainty to obtain the results shown in Fig. 11. This averaged power spectral density (PSD) was normalized according to the rms² convention and then fit with a constant plus a QPO function. We measured a normalization constant of 4.0 ± 0.2 and obtained the following for the QPO parameters: $v = 7.9 ± 0.7$ mHz, $Q = 5^{+11}_{-2}$, and norm = $(9^{+3}_{-2}) × 10^{-2}$ at 90 per cent c.l.

As the averaged PSD was not obtained from a Poissonian signal, the parameters derived from the fit lose their usual meaning, but the detection of the QPO unambiguously indicates that the mechanism giving rise to the aperiodic variability in IGR J00291+5934 is also affecting the amplitude of the source pulsed emission. To secure the association of the QPO in the fractional amplitude time series to the one derived from the light curve, we derived the fractional amplitude for each of the 12 energy bands and computed the relative power density spectrum. We find that the QPO normalization has a very similar dependency on energy for both time series, as it can be seen by comparing the lower left panel of Fig. 11 and the lowermost left-hand panel of Fig. 8. No constraints could be derived on the phase lags of the QPO due to the low intensity of the signal.

5 DISCUSSION AND CONCLUSIONS

In this paper, we investigated the origin of the peculiar flaring-like behaviour of IGR J00291+5934 during its latest outburst in 2015 giving rise to a prominent 8 mHz QPO in the source power spectra extracted at energies ≤2 keV. This behaviour is not common among AMXPs in outburst, but there are a few examples of both NSs and black hole binaries (BHBs) in which an X-ray variability on a similar time-scale was detected.

A flaring like-behaviour in the mHz band, which vaguely resembles what we observed from IGR J00291+5934, was recorded in 2010 from the transient NS LMXB IGR J17480–2446 during its first detectable outburst (Bordas et al. 2010). On that occasion, the thermonuclear X-ray bursts from the source were observed to increase in frequency and decrease in intensity while the source was approaching the peak of the outburst. When the persistent luminosity of the sources reached 10–50 per cent of the Eddington value, the bursts were regularly spaced one from the other to produce a prominent QPO in the power spectrum of the source at about 2–5 mHz (Motta et al. 2011). The main difference with the case of IGR J00291+5934 is that the ‘flares’ observed around the peak of the outburst from IGR J17480–2446 were clearly of thermonuclear origin and the corresponding spectral energy distribution could be very well described by assuming a single blackbody component (see e.g. Linares et al. 2012, and references therein).

Our HR-resolved spectral analysis carried out in Section 3 reveal that the flares observed from IGR J00291+5934 are typically (but not always) characterized by a softer emission close to the peak and a much harder emission during the decay. However, in none of these cases, the spectral energy distribution could be successfully described with a simple thermal component, and the NTHCOMP component was the dominant contribution in all observable energy range. The softer spectra are characterized by a prominent thermal component that is not present in the harder spectra (or at least largely suppressed). The Comptonization component does not display comparable large changes, as confirmed by the lack of any major variation in the 2–10 keV X-ray flux compared to the factor ∼4 recorded in the 0.5–2 keV energy band. According to the usual scenario of mass accreting on to an NS in an LMXB, it
seems reasonable to assume that the thermal component is most likely generated on to the surface of the compact object, as the temperature is around 0.3–0.6 keV and the radius is of only a few km. The Comptonization processes giving rise to the harder spectral component can occur in the accretion column of the NS, in a hot corona, closer to the surface of the disc; or in more than one location (Falanga & Titarchuk 2007). Thus, the spectral variability accompanying the flares of IGR J00291+5934 is more complex than that expected during thermonuclear bursts. This disfavours the possibility that the flares from IGR J00291+5934 have a thermonuclear origin.

The AMXP SAX J1808.4−3658 is known to display a flaring-like behaviour both close to the peak of the outburst (the so-called ‘high-luminosity flaring’) and late in the outburst decay (low luminosity flaring). During these periods, the source shows flares with typical rise and decay times of 0.2−1 s, giving rise to prominent QPOs at frequencies of 1−5 Hz (see Patruno et al. 2009; Bult & van der Klis 2014, and references therein). These features have been interpreted in terms of the so-called dead-disc instability, according to which accretion can proceed in an unstable way when the inner disc boundary is located close to the co-rotation radius where the propeller mechanism is supposed to set in (see e.g. Romanova et al. 2004, and references therein). In this scenario, modest variations of the instantaneous accretion rate can move the inner disc radius inside and outside co-rotation, alternating between short periods of enhanced and inhibited accretion (see e.g. D’Angelo 2014).

The precise time-scale on which the inner boundary of the disc is moved inwards or away from the compact object (and thus the correspondingly generated QPO frequency) depends mainly on the physical conditions in the accretion discs and on the properties of the NS (spin period and magnetic field strength). As SAX J1808.4−3658 and IGR J00291+5934 are located at a similar distance and both achieve a typical peak X-ray flux during outbursts of few $\times 10^{-9}$ erg cm$^{-2}$ s$^{-1}$ (see fig. 1 in DF16), we should expect to observe in both systems a QPO produced by this mechanism at roughly the same frequency (note that the spin period of IGR J00291+5934 is shorter than that of SAX J1808.4−3658, but the co-rotation radius is only 30 per cent larger). This conclusion challenges the applicability of the dead-disc model to the case of IGR J00291+5934, as the frequency of the QPO reported in Section 4 is $\gtrsim 100$ times smaller than that of the QPOs detected from SAX J1808.4−3658. Furthermore, the dependence of the QPO rms on energy is opposite in the two sources: the rms of the QPOs observed from SAX J1808.4−3658 dramatically increases with energy while the QPO reported in IGR J00291+5934 is only detectable below $\sim 2$ keV. This suggests that the two phenomena are most likely triggered by different mechanisms. A similar conclusion applies to the case of the AMXP NGC 6440 X-2. This source also showed during its outburst in 2010 a flaring-like behaviour and a prominent QPO at 1 Hz with an rms increasing strongly with energy (Patruno et al. 2010; Patruno & D’Angelo 2013).

Some dipping sources also displayed a strong quasi-periodic variability with a typical frequency of 1 Hz and a high rms amplitude over a band-limited noise (Homan 2012). These QPOs have been interpreted as being due to self-obscuration of the precessing accreting material, which is misaligned from the rotational axis of the pulsar. At odds with these sources, however, IGR J00291+5934 is not characterized by a high inclination (X-ray eclipses are not detected; Torres et al. 2008) and its QPO has a completely different frequency and energy dependence (disappearing above $\sim 2$ keV instead of being virtually achromatic as in dipping sources).

Two more striking cases are those of 4U 1636−536 and 4U 1608−52, two X-ray bursters and Atoll sources that displayed in a few occasions soft X-ray QPOs ($\lesssim 5$ keV) with frequencies of about 8 mHz and rms of a few percents (Revnivtsev et al. 2001; Altamirano et al. 2008). These oscillations were detected just before the occurrence of a type I burst in a specific limited range of the source X-ray flux and observed to disappear immediately afterwards. In a few observations, the QPO also reappeared several kiloseconds after the burst (Lyu et al. 2015, 2016). A similar phenomenon was also reported in the case of the intermittent AMXP Aql X-1 (Revnivtsev et al. 2001). The disappearance of the QPO immediately after the onset of a thermonuclear explosion led to the suggestion that this feature could be related to episodes of marginally stable nuclear burning. As explained theoretically by Heger, Cumming & Woosley (2007), in this situation the X-ray luminosity of the source can display oscillations on the time-scale of roughly two minutes but the expected range of mass accretion rates for which such a phenomenon could manifest is a factor of $\sim 10$ higher than that measured from 4U 1636−536 and 4U 1608−52 when the QPOs were observed. A possible way out could be to assume that the nuclear burning only occurs on a small fraction of the NS surface, even though this would require magnetic field intensities for the compact object much larger ($\sim 10^{10}$ G) than those expected in these systems ($10^{-9}$ G).

In the case of IGR J00291+5934, the possibility that the QPO is associated with the marginally stable nuclear burning is very hard to investigate as the sole and only type I X-ray burst ever detected from the source occurred roughly three days before the XMM–Newton and NuSTAR observations (see DF16). As we cannot firmly conclude about any association between the QPO and the nuclear burning, we investigate below the alternative possibility (mentioned also by Revnivtsev et al. 2001) that the variability observed from IGR J00291+5934 is driven by a mechanism more similar to that operating in BHBs and giving rise to the so-called heartbeats (see e.g. Belloni et al. 2000; Altamirano et al. 2011). This phenomenon produces a flare-like variability on time-scales similar to those observed from IGR J00291+5934 and the spectral changes measured during the peaks and valleys of these flares have been associated with the movement of the inner disc boundary closer or further away from the event horizon. Even though the variability shown by the BHBs during the heartbeats is rather complicated, it is generally found that at the peak of the flares the temperature (radius) of the thermal component increases (decreases) and the opposite occurs during minima (Neilsen, Remillard & Lee 2011; Capitani et al. 2012; Mineo et al. 2012). The origin of this behaviour is not fully understood but it could be related to the Lightman–Eardley instability of the accretion disc that appears when the central source approaches the Eddington luminosity (Done, Wardziński & Gierliński 2004). While this interpretation would work well in the case of the bright BHB GRS 1915+105, its application to the case of the sole other BHB displaying heartbeats, IGR J17091−3624, is more challenging (but see also the cases of H1743−322 and IC 10 X-1; Altamirano & Strohmayer 2012; Pasham, Strohmayer & Mushotzky 2013). The distance to the latter system and the mass of the BH hosted in it are not known, but the luminosity observed from this source during the heartbeat state is believed to be orders of magnitude lower than that of GRS 1915+105, unless the system is located beyond 20 kpc or the central BH is endowed with the lowest mass ever measured for such an object (Altamirano et al. 2011). Therefore, it cannot be excluded that heartbeats can also appear in low-luminosity systems as IGR J00291+5934.
The luminosity achieved by IGR J00291+5934 during the XMM–Newton observation is of the order of $\sim 10^{36}$ erg s$^{-1}$ (assuming a distance of 4 kpc), far from the Eddington limit. The spectral changes measured during the flares are also dissimilar to what is observed from the BHBs displaying heartbeat variability, but we should remember that in the case of the present source there is an NS at the centre of the accretion disc and thus it would be reasonable to expect different properties for the X-ray emission. According to the interpretation of a heartbeat variability, we can speculate that the suppression of the thermal component during the states of high HR (occurring most of the times close to the minima of the flares – that should correspond also to phase 0.5 of the QPO) is due to the fact that when the disc is further away from the compact object the size of the hotspot on the NS surface decreases (see e.g. Frank, King & Raine 2002). If the displacement of the disc leads to a lower mass accretion rate, in the most simplistic accretion scenario we would expect the temperature of the thermal emission to decrease as well. Our findings in Fig. 10 suggest that the temperature has an opposite trend as function of the QPO phase, compared to what is expected (i.e. an increase rather than a decrease around the QPO phase 0.5). However, we cannot exclude that in a more realistic accretion scenario, the temperature responds in a less trivial way to changes in the inner boundary of the disc. If the thermal emission undergoes a strong Comptonization close to the NS surface, the plasma could be cooled less effectively above a smaller hotspot, thus inverting the trend of the temperature as a function of the QPO phase. Investigating this point in more detail would require theoretical improvements to the spectral models, which are beyond the scope of this paper. Apart from the blackbody temperature, the remaining results obtained from the QPO phase-resolved spectral analysis match well with the overall heartbeat interpretation. We found a larger radius for the thermal component at the maximum of the QPO, accompanied by a significant change in the normalization (but not in the slope) of the Comptonization component.

The results obtained from the timing analysis presented in Section 4 are also compatible with the heartbeat interpretation. The analysis of the fractional pulsed amplitude time series confirmed that the intensity of the pulsed emission, related to the extension of the hotspot(s) on the NS surface, is also modulated at the same QPO frequency. This supports the idea that the hotspot changes shape on a compatible time-scale. The measured time lags at the QPO frequency (Fig. 9) are nearly constant below $\sim 2$ keV, where the QPO coherence and rms are high, and show a large negative shift above this energy. As these time lags are of the order of a few seconds and cannot be associated with any reasonable light travel time within a system as compact as an LMXB, it is likely that they are associated with geometrical effects due to changes in the region(s) where different emission components are produced.

We note that the outburst of 2015 is not the first one in which quasi-periodic timing variability of IGR J00291+5934 was pointed out. As discussed by Linares, van der Klis & Wijnands (2007), the source displayed already during the outburst in 2004 a particularly rich variety of timing features in the 3–25 keV energy range [as observed by the Proportional Counter Array (PCA) on board of the Rossi X-ray timing Explorer (RXTE)]. The properties of the source broad-band noise between the 2015 and 2004 outburst are qualitatively similar, although the component at 2.5 Hz was characterized by a significantly higher rms amplitude and the narrow component at 0.16 Hz was not detected. A number of QPO discovered in the RXTE data with frequencies comprised in the 10–100 mHz range led Linares et al. (2007) to conclude that IGR J00291+5934 was showing an X-ray variability much more reminiscent of that of a BHB rather than of an NS LMXB. Even though the frequencies of the previously reported QPOs are not too dissimilar from the feature at 8 mHz reported in this paper, they could be very well detected in the higher energy bound covered by the PCA. This is at odds with our findings in Section 4, which proved that the QPO at 8 mHz reported here for the first time is a purely soft phenomenon and becomes undetectable at energies $\geq 2$ keV. It seems thus correct to consider different origins for all these QPOs. Note that the RXTE/PCA does not cover the energy range where the XMM–Newton QPO was detected, and thus we cannot rule out that this feature was also present during the 2004 outburst. The much less significant feature we found at 16 mHz in the XMM–Newton power spectra extracted at energies above 2 keV and in the NuSTAR cross-spectrum could more closely resemble one of the features reported before by Linares et al. (2007). However, it is much less pronounced and in our case the statistics available in the hard spectral band is far too low to carry out a more complete comparison with the previous RXTE results.

In conclusion, we suggest that the X-ray variability and the associated mHz QPO discovered for the first time during the outburst of IGR J00291+5934 in 2015 are likely produced by a heartbeat-like mechanism. The possibility that this variability is associated with phases of quasi-stable nuclear burning cannot either be excluded or more solidly tested, due to the paucity of type I X-ray bursts observed from the source since its earliest detection in 1998.
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