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Abstract

This paper investigates a drayage problem, where a fleet of trucks must ship container loads from a port to importers and from exporters to the same port, without separating trucks and containers during customer service. We present three formulations for this problem that are valid when each truck carries one container. For the third formulation, we also assume that the arc costs are equal for all trucks, and then we prove that its continuous relaxation admits integer optimal solutions by checking that its constraint matrix is totally unimodular. Under the same hypothesis on costs, even the continuous relaxations of the first two models is proved to admit an integer optimal solution. Finally, the third model is transformed into a circulation problem, that can be solved by efficient network algorithms.
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1. Introduction

The total unimodularity of the constraint matrix is a relevant property of optimization problems, because it can prove that the linear programming relaxation generates an optimal integral solution for the original integer programming problem. The mathematical analysis of this property was carried out in several applications (e.g. \cite{1}), such as location and transportation problems \cite{2, 3}, as well as in possible subproblems (e.g. ship repositioning in \cite{4}).

This paper performs this analysis in the field of the inland distribution of containers between customers and intermodal facilities, such as ports and rail
terminals. While the vessels of liner shipping companies carry thousands of containers in maritime networks [5, 6], the supply of door-to-door services between intermodal terminals and customers must be performed by trucks carrying one or two containers. These transport activities are typically called drayage and are much more resource-intensive and energy-consuming than their maritime counterpart [7]. Drayage problems were often faced by optimization methods from the Vehicle Routing Problem (VRP), in order to plan how to serve the requests of import and export customers, who must receive and ship container loads, respectively. In this paper, we focus on a drayage problem, which is motivated by a case study and can be viewed as a special variant of the VRP with Backhauls, because both pick up and delivery requests must be served, [8], and the VRP with split delivery, because the demand of customers could be larger than the capacity of vehicles [9, 10].

To our knowledge, a mathematical analysis of integral LP relaxations has never been done in the drayage literature. The related research has focused on the proposal of algorithms aiming to solve the specific problem at hand. Two variants of drayage problems have been investigated in the literature: drop&pick and stay-with. In the first case, trucks are separated from or coupled with containers during customer services, thus drivers bypass packing and unpacking operations [11, 12, 13, 14, 15, 16, 17]. Conversely, in stay-with operations, drivers wait for containers and trucks carry the same container(s) throughout their routes [7, 18, 19]. In this paper we focus on a drayage problem with stay-with operations to serve two type of transportation requests: the delivery of container loads from a port to importers and the shipment of container loads from exporters to the same port. Containers emptied at importers can be used to collect cargoes from exporters.

In most of the related studies trucks are supposed to carry one container [11, 12, 13, 14, 15, 16] and the transportation of more than one container at a time was investigated only in recent papers [17]. Therefore, it is worth adopting general mathematical formulations to deal with the transportation of one or two containers. A general model for drayage problems with stay-with and multiple
container loads per truck was proposed in [20], together with a metaheuristic solution method.

Extensive experiments with the formulation of [20] show that continuous relaxation has integer optimal solutions in the case of one-container trucks with equal costs [21]. This has been the motivation to investigate the problem under these hypotheses. In Section 2, we present two new formulations that simplify the formulation of [20] in the case of one-container trucks. Then, in Section 3 we propose a third formulation for the case of one-container trucks with equal costs and we prove that its constraint matrix is totally unimodular and, consequently, its continuous relaxation produce integer optimal solutions. We prove that under the same hypothesis also the continuous relaxations of the first two models admits an integer optimal solution. Finally, the third formulation is transformed into a circulation problem, which can be effectively solved by very effective network flows algorithms [22].

2. Two formulations for one-container trucks with different costs

In this section we describe the drayage problem we are concerned with and present two Integer Programming formulations.

We consider a port \( p \), a set of importers \( I = \{i_1, \ldots, i_n\} \), a set of exporters \( E = \{l_1, \ldots, l_m\} \), a set of trucks \( K = \{k_1, \ldots, k_q\} \). Each importer \( i \in I \) requires to receive \( d_i \) container loads. Each exporter \( l \in E \) needs to ship \( d_l \) container loads. These transportation requests must be met by using a number of trucks in \( K \). Each truck starts its tour from \( p \) and can visit an importer or an exporter; from an importer it can continue to an exporter or return to the port; from an exporter it must return to the port.

The problem is modeled on a graph \( G(N, A) \), where \( N = \{p\} \cup I \cup E \), \( A = A_1 \cup A_2 \), \( A_1 = \{(j_1, j_2)\mid (j_1 = p \text{ and } j_2 \in E) \text{ or } (j_1 \in I \text{ and } j_2 \in E) \text{ or } (j_1 \in I \text{ and } j_2 = p)\} \), \( A_2 = \{(j_1, j_2)\mid (j_1 = p \text{ and } j_2 \in I) \text{ or } (j_1 \in E \text{ and } j_2 = p)\} \). To clarify, \( A_1 \) and \( A_2 \) are the sets of arcs corresponding to the flows of empty and loaded containers, respectively.
The model is formulated with a decision variable $x_{ij}^k$, which is equal to 1 if arc $(i,j) \in A$ is traversed by truck $k \in K$, 0 otherwise. Moreover, $c_{ij}^k$ is the routing cost of truck $k \in K$ on arc $(i,j) \in A$ and $h_{pj}^k$ the handling cost of a container put on truck $k \in K$ at port $p$ to serve customer $j \in I \cup E$.

Fig. 1 shows a simple problem with the port $p$, one importer $i \in I$ and one exporter $l \in E$.

Three possible routes can be built in the example of Fig. 1:

- from the port to an importer and from this importer to the port (red lines);
- from the port to an importer, from this importer to an exporter, from this exporter to the port (green lines);
- from the port to an exporter and from this exporter to the port (blue lines);

Dashed lines represent arcs $(i,j) \in A_2$ traversed with loaded containers, while solid lines represent arcs $(i,j) \in A_1$ traversed with empty containers.

The problem can be formulated as follows:

$$
\min \sum_{k \in K} \left[ \sum_{j \in I \cup E} (c_{jp}^k + h_{pj}^k)x_{jp}^k + \sum_{i \in I} c_{il}^k x_{il}^k + \sum_{j \in I \cup E} c_{jp}^k x_{jp}^k \right]
$$

(1)
\[ x^k_{pi} - \sum_{l \in \{p\} \cup E} x^k_{il} = 0 \quad i \in I, k \in K \quad (2) \]
\[ \sum_{j \in \{p\} \cup I} x^k_{ji} - x^k_{ip} = 0 \quad l \in E, k \in K \quad (3) \]
\[ \sum_{j \in I \cup E} x^k_{jp} - \sum_{i \in I \cup E} x^k_{pi} = 0 \quad k \in K \quad (4) \]
\[ \sum_{k \in K} x^k_{pi} = d_i \quad i \in I \quad (5) \]
\[ \sum_{k \in K} x^k_{ip} = d_l \quad l \in E \quad (6) \]
\[ \sum_{i \in I \cup E} x^k_{pi} \leq 1 \quad k \in K \quad (7) \]
\[ x^k_{ij} \in \{0, 1\} \quad (i, j) \in A, k \in K \quad (8) \]

Constraints (2), (3), and (4) are the flow conservation constraints of trucks at each importer node, at each exporter node, and at the port node, respectively; constraints (5) and (6) represent the demand constraints at each importer node and at each exporter node, respectively; constraints (7) guarantee that trucks are not used more than once.

We exploit the constraints (2) and (3) to replace variables \( x^k_{pi} \) and \( x^k_{ip} \) for \( i \in I, l \in E, k \in K \) into constraints (4), (5), (6), (7) and into the objective function (1). In this way we obtain a new formulation, where each variable is in one-to-one correspondence with the possible routes of each vehicle. In Fig. 1 these variables are represented with solid lines. The costs associated with the removed variables (dashed lines) are transferred to the coefficients \( f^k_{ij} \) of the other variables according to the related routes:

- \( f^k_{il} = (c^k_{pi} + h^k_{pi}) + c^k_{il} + c^k_{ip} \), route \( p \rightarrow i \rightarrow l \rightarrow p \), for \( i \in I, l \in E, k \in K \);
- \( f^k_{ip} = (c^k_{pi} + h^k_{pi}) + c^k_{ip} \), route \( p \rightarrow i \rightarrow p \), for \( i \in I, k \in K \);
- \( f^k_{pl} = (c^k_{pl} + h^k_{pl}) + c^k_{ip} \), route \( p \rightarrow l \rightarrow p \), for \( l \in E, k \in K \).

After the substitution of variables \( x^k_{pi} \) and \( x^k_{ip} \) for \( i \in I, l \in E, k \in K \), constraint (4) results be an identity. Constraints (5), (6), (7) are reduced to (10), (11), (12).
\[ \text{min} \sum_{k \in K} \left[ \sum_{i \in I, l \in E} f_{il}^k x_{il}^k + \sum_{i \in I} f_{ip}^k x_{ip}^k + \sum_{l \in E} f_{pl}^k x_{pl}^k \right] \]  

(9)

\[ \sum_{k \in K} (x_{ip}^k + \sum_{l \in E} x_{il}^k) = d_i \quad i \in I \]  

(10)

\[ \sum_{k \in K} (x_{pl}^k + \sum_{j \in I} x_{jl}^k) = d_l \quad l \in E \]  

(11)

\[ \sum_{i \in I} \sum_{l \in E} x_{il}^k + \sum_{i \in I} x_{ip}^k + \sum_{l \in E} x_{pl}^k \leq 1 \quad k \in K \]  

(12)

\[ x_{ij}^k \in \{0, 1\} \quad (i, j) \in A_1, k \in K \]  

(13)

Constraints (10) and (11) represent demand constraints at each importer node and at each exporter node, respectively; constraints (12) guarantee that each truck is not used more than once.

The constraint matrix of the model (9)-(13) can be written with the following block structure:

\[ M = \begin{bmatrix} B & B & B & \cdots & B \\ D_1 & D_2 & D_3 & \cdots & D_q \end{bmatrix}, \]

where \( B \in \mathbb{R}^{(n+m) \times (n \times m + m + n)} \) and \( D_1, \ldots, D_q \in \mathbb{R}^{q \times (n \times m + m + n)} \).

The block \( B \) is the submatrix of the coefficients associated with constraints (10), (11) and all the columns associated with truck \( k_1 \) (in Fig. 2, \( B \) is represented by the rows indexed by \( i_1, \ldots, i_n, l_1, \ldots, l_m \)). The block \( D_1 \) is the submatrix of the coefficients associated with constraints (12) and all the columns associated with truck \( k_1 \) (in Fig. 2, \( D_1 \) is represented by the rows indexed by \( k_1, \ldots, k_q \)).

In general, the submatrix \( D_k \) has all rows equal to zero, except the row \( k \) that has all entries equal to 1, \( k = 1, \ldots, q \).

Consider the submatrix of the constraint matrix \( M \) associated with row and column indices indicated in Fig. 3; its determinant is \(-2\), then \( M \) is not totally unimodular.
Figure 2: Constraint matrix $M$

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$i_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$i_3$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_7$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_8$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_9$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_{10}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_{11}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$i_{12}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$i_{13}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3: A submatrix of $M$

<table>
<thead>
<tr>
<th></th>
<th>$x_{i_1i_1}$</th>
<th>$x_{i_1i_2}$</th>
<th>$x_{i_2i_1}$</th>
<th>$x_{i_2i_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$i_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$i_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

3. A formulation for one-container trucks with equal costs

If the costs $c_{ij}^k$ and $h_{pj}^k$ do not depend on the choice of the truck $k$, it follows that we can define $f_{ij} = f_{ij}^k$, $f_{pi} = f_{pi}^k$, and $f_{ip} = f_{ip}^k$ for any $k \in K$. Then we can introduce a new set of integer variables:

$$t_{ij} = \sum_{k \in K} x_{ij}^k : \text{ number of trucks moved along arc } (i, j) \in A_1$$

Formulation (9)-(13) can be rewritten as follows:
\[
\min \sum_{i \in I, l \in E} f_{il} t_{il} + \sum_{i \in I} f_{ip} t_{ip} + \sum_{l \in E} f_{pl} t_{pl} \tag{14}
\]
\[
t_{ip} + \sum_{l \in E} t_{il} = d_i \quad i \in I \tag{15}
\]
\[
t_{pl} + \sum_{i \in I} t_{il} = d_l \quad l \in E \tag{16}
\]
\[
\sum_{i \in I} \sum_{l \in E} t_{il} + \sum_{i \in I} t_{ip} + \sum_{l \in E} t_{pl} \leq |K| \tag{17}
\]
\[
t_{ij} \in \mathbb{Z}_+ \quad (i, j) \in A_1 \tag{18}
\]

Equations \((15)\) and \((16)\) represent demand constraints at each importer node and exporter node, respectively; constraint \((17)\) guarantees that trucks are not used more than once.

We now report a result by Ghouila-Houri [23] to prove that the constraint matrix of the model \((14)-(18)\) is totally unimodular. Consequently, its continuous relaxation always admits an integer optimal solution.

**Theorem 1.** Let \(A \in \mathbb{Z}^{m \times n}\). \(A\) is totally unimodular if and only if for every \(C \subseteq \{1, \ldots, m\}\), there exists a partition of \(C\) into \(C_1\) and \(C_2\) such that

\[
\left| \sum_{c_1 \in C_1} a_{c_1j} - \sum_{c_2 \in C_2} a_{c_2j} \right| \leq 1 \quad \forall j = 1, \ldots, n. \tag{19}
\]

**Theorem 2.** The constraint matrix of formulation \((14)-(18)\) is totally unimodular.

**Proof.** Let us denote with \(A\) the constraint matrix of \((14)-(18)\). This matrix is depicted in Fig. 2 as the restriction of matrix \(M\) limited to rows indexed by \(I \cup E \cup \{k_1\}\), where \(I = \{i_1, \ldots, i_n\}\) and \(E = \{l_1, \ldots, l_m\}\), and the columns indexed by set \(X_1 \cup X_2 \cup X_3\), where \(X_1 = \{(i, l, k_1) | i \in I, l \in E\}\), \(X_2 = \{(i, p, k_1) | i \in I\}\), \(X_3 = \{(p, l, k_1) | l \in E\}\). Let us denote with \(I'\) and \(E'\) any subset of \(I\) and \(E\), respectively. We will use Theorem 1 to prove that \(A\) is totally unimodular. We distinguish two cases.
Case 1: Let $C$ be a subset of rows of $A$ such that $k_1 \in C$. Then we can write $C = I' \cup E' \cup \{k_1\}$ and choose the partition: $C_1 = I' \cup E', C_2 = \{k_1\}$. We indicate in the following table the sum of the elements of each column:

<table>
<thead>
<tr>
<th></th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i \in I'} a_{i,j}$</td>
<td>$1 \lor 0$</td>
<td>$1 \lor 0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\sum_{i \in E'} a_{i,j}$</td>
<td>$1 \lor 0$</td>
<td>$0$</td>
<td>$1 \lor 0$</td>
</tr>
<tr>
<td>$- \sum_{i \in C_2} a_{i,j}$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$- \sum_{i \in C_1} a_{i,j}$</td>
<td>$1 \lor 0 \lor 1$</td>
<td>$0 \lor 1$</td>
<td>$0 \lor 0$</td>
</tr>
</tbody>
</table>

For every column indexed by $(i, l, k) \in X_1 \cup X_2 \cup X_3$ the sum of the elements in $I' \cup E'$ may be $2, 1$, or $0$. Subtracting the row indexed by $k_1$, we obtain $1, 0, -1$. Then condition (19) holds and Theorem 1 applies.

Case 2: Let $C$ be a subset of rows of $A$ such that $k_1 \notin C$. Then we can write $C = I' \cup E'$ and choose the partition: $C_1 = I', C_2 = E'$.

<table>
<thead>
<tr>
<th></th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i \in C_1} a_{i,j}$</td>
<td>$1 \lor 0$</td>
<td>$1 \lor 0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$- \sum_{i \in C_2} a_{i,j}$</td>
<td>$1 \lor 0$</td>
<td>$0$</td>
<td>$1 \lor 0$</td>
</tr>
<tr>
<td>$- \sum_{i \in C_1} a_{i,j}$</td>
<td>$1 \lor 0 \lor 1$</td>
<td>$0 \lor 1$</td>
<td>$0 \lor 0$</td>
</tr>
</tbody>
</table>

For every column indexed by $(i, l, k) \in X_1 \cup X_2 \cup X_3$ the sum of the elements in $I'$ may be $1$ or $0$. Subtracting the row indexed by $E'$, we obtain $1, 0, -1$. Then condition (19) holds and Theorem 1 applies.

Summing up Case 1 and Case 2, we can conclude that $A$ is totally unimodular, and that formulation (14)-(18) has a continuous relaxation that always admits an integer optimal solution.

Model (14)-(18) can be efficiently solved by min cost flow techniques (see, e.g., [22]) by transforming it into a circulation problem over a network $\tilde{G}(\tilde{N}, \tilde{A})$ defined as follows (Fig. 4 shows a simple example with a port $p$, one importer $i \in I$ and one exporter $l \in E$):

- $\tilde{N}$ contains two nodes for each node $u \in N$, say $u^s$ and $u^e$;
• \( \tilde{A} \) contains arcs \((u^e, v^e)\) for each arc \((u, v) \in A\), and arcs \((u^e, u^s)\) for each node \(u \in N\);

• associate costs \(f_{uv}\) on the arcs \((u^s, v^e)\) for each \((u, v) \in A_1\), and zero otherwise;

• associate lower and upper bounds equal to \(d_u\) for each arc \((u^e, u^s)\) and \(u \in I \cup E\); associate upper bound equal to \(K\) to the arc \((p^e, p^s)\) for the port \(p\).

![Figure 4: The network \(\tilde{G}\)](image)

Denoting with \(y\) the vector of flows over the network \(\tilde{G}\), the LP formulation
The circulation problem can be summarized as follows:

\[
\begin{align*}
\min & \quad \sum_{i \in I} f_{ii} y_{ir} + \sum_{i \in I} f_{ip} y_{ir} + \sum_{l \in E} f_{pl} y_{pr} \\
\text{subject to} & \quad y_{ir} = y_{i + r} + \sum_{l \in E} y_{lr} & i \in I \\
& \quad y_{pr} = y_{p + r} & l \in E \\
& \quad y_{ir} = y_{p + r} + \sum_{i \in I} y_{li} & l \in E \\
& \quad y_{pr} = y_{p + r} + \sum_{l \in E} y_{pl} & l \in E \\
& \quad y_{i + r} = d_i & i \in I \\
& \quad y_{p + r} = d_l & l \in E \\
& \quad y_{pr} \leq |K| & (u, v) \in \tilde{A} \\
& \quad y_{uv} \in \mathbb{Z}_+ 
\end{align*}
\]  

**Theorem 3.** The circulation problem defined on the network \( \tilde{G} \) and model (14)-(18) are equivalent.

**Proof.** It is sufficient to check that each solution of the circulation problem on \( \tilde{G} \) can be mapped into a solution of model (14)-(18) with equal objective function values and vice versa.

Let \( t \) be a solution of model (14)-(18) and define \( y_{uv} = t_{uv} \) for each arc \((u, v) \in A_1\). Then \( y_{ir} = y_{i + r} = \sum_{v \in E \cup \{p\}} t_{iv} \) for each importer \( i \in I \), because of constraints (21) and (22), \( y_{pr} = y_{p + r} = \sum_{v \in I \cup \{p\}} t_{pl} \) for each exporter \( l \in E \), because of constraints (23) and (24). For constraint (25) \( y_{p + r} = \sum_{i \in I} t_{ip} + \sum_{l \in E} t_{pl} \). Then constraint (26) is satisfied because its right-hand-side correspond to the above value for \( y_{p + r} \), indeed \( \sum_{i \in I} y_{ir} + \sum_{l \in E} y_{pl} = \sum_{i \in I} \sum_{v \in E \cup \{p\}} t_{iv} + \sum_{l \in E} t_{pl} = \sum_{i \in I} t_{ip} + \sum_{l \in E} t_{pl} = y_{p + r} \). Finally, constraints (27), (28), and (29) are
satisfied, by previous computations, their left-hand-sides correspond to the left-hand-sides of constraints (15), (16), and (17), respectively. Then $y$ is a feasible circulation for (21)-(30). The values of the objective function (14) for solution $t$ and of the objective function (20) for solution $y$ are equal by construction.

Now, we prove the opposite. Let $y$ be a solution for the circulation problem. Then define $t_{uv} = y_{uv}$ for each $(u, v) \in A_1$. Constraints (15) are satisfied thanks to (21) and (27); constraints (16) are satisfied thanks to (23) and (28); constraint (17) is satisfied because of constraints (25), (24), (23), and (29). As before, the objective functions values of $y$ and $t$ are the same by construction.

Finally, we can prove that also the continuous relaxations of formulation (1)-(8) and of formulation (9)-(13) admit an integer optimal solution when the arc costs are equal for all vehicles.

**Proposition 1.** If the costs $c^k_{ij}$ and $h^k_{pj}$ do not depend on $k$, then the continuous relaxation of formulation (9)-(13) admits an integer optimal solution.

**Proof.** By Theorem 2 formulation (14)-(18) admits an integer optimal solution $t^*$ for its relaxation. Associated with $t^*$ there exists a dual optimal solution $(\lambda^*, \mu^*)$ with $\lambda^* \in \mathbb{R}^{|I|+|E|}$ and $\mu^* \in \mathbb{R}$ such that

\[
\sum_{i \in I, l \in E} f_{il}t_{il}^* + \sum_{i \in I} f_{ip}t_{ip}^* + \sum_{l \in E} f_{pl}t_{pl}^* = \sum_{i \in I} d_i\lambda_i^* + \sum_{l \in E} d_l\lambda_l^* + |K|\mu^*, \tag{31}
\]

\[
f_{il} - \lambda_i^* - \lambda_l^* - \mu^* \geq 0 \quad i \in I, l \in E, \tag{32}
\]

\[
f_{ip} - \lambda_i^* - \mu^* \geq 0 \quad i \in I, \tag{33}
\]

\[
f_{pl} - \lambda_l^* - \mu^* \geq 0 \quad l \in E, \tag{34}
\]

where condition (31) states that primal objective function value of (14)-(18) is equal to its dual objective function value, and (32)-(34) are the dual constraints for variables $t_{il}, t_{ip}, t_{pl}, i \in I, l \in E$, respectively.

Then we can define a solution $\tilde{x}$ and a corresponding dual solution for (9)-(13) as follows:
• for each variable $t_{il}^* > 0$ ($t_{ip}^* > 0$, $t_{pl}^* > 0$) define a set of vehicles $K_{il}$ ($K_{ip}$, $K_{pl}$, respectively) such that $|K_{il}| = t_{il}^*$ ($|K_{ip}| = t_{ip}^*$, $|K_{pl}| = t_{pl}^*$, respectively); each vehicle $k \in K$ belongs to at most one set in the family $\mathcal{F}_K = \{K_{il}|i \in I, l \in E\} \cup \{K_{ip}|i \in I\} \cup \{K_{pl}|l \in E\};$

• set $\tilde{x}_{il}^k = 1$ for $k \in K_{il}$, $\tilde{x}_{ip}^k = 1$ for $k \in K_{ip}$, $\tilde{x}_{pl}^k = 1$ for $k \in K_{pl}$, and $\tilde{x}_{il}^k = 0, \tilde{x}_{ip}^k = 0, \tilde{x}_{pl}^k = 0$, otherwise;

• define the dual solution for the relaxation of (9)-(13) as $(\tilde{\lambda}, \tilde{\mu}) \in \mathbb{R}^{|I|+|E|+|K|}$ such that $\tilde{\lambda} = \lambda^*$ and $\tilde{\mu}^k = \mu^*$ for each $k \in K$.

We check that $(\tilde{x}, \tilde{\lambda}, \tilde{\mu})$ satisfies primal and dual constraints for (9)-(13) and attains the same objective function value for the relaxation of (9)-(13) and for its dual, respectively. Primal feasibility for (10) and (11) is straightforward because $\sum_{k \in K} \tilde{x}_{il}^k = t_{il}^*$, $\sum_{k \in K} \tilde{x}_{ip}^k = t_{ip}^*$, $\sum_{k \in K} \tilde{x}_{pl}^k = t_{pl}^*$; primal feasibility for (12) comes from the condition that the sets $K_{il}$, $K_{ip}$, $K_{pl}$ are pairwise disjoint for all $i \in I, l \in E$, so at most one variable in (12) takes value 1. The dual constraints of the continuous relaxation (9)-(13) are the following:

$$f_{il}^k - \tilde{\lambda}_i - \tilde{\lambda}_l - \tilde{\mu}^k \geq 0 \quad i \in I, l \in E, k \in K,$$

$$f_{ip}^k - \tilde{\lambda}_i - \tilde{\mu}^k \geq 0 \quad i \in I, k \in K,$$

$$f_{pl}^k - \tilde{\lambda}_l - \tilde{\mu}^k \geq 0 \quad l \in E, k \in K.$$

Dual feasibility of $(\tilde{\lambda}, \tilde{\mu})$ comes from definition of $\tilde{\lambda}$ and $\tilde{\mu}^k$ and from conditions (32), (34). Finally, we check that with respect to reformulation (9)-(13) the dual objective value for $(\tilde{\lambda}, \tilde{\mu})$ is equal to its primal objective value for $\tilde{x}$:

$$\sum_{k \in K} \tilde{\mu}^k + \sum_{i \in I} \tilde{\lambda}_i d_i + \sum_{l \in E} \tilde{\lambda}_l d_l =$$

$$\mu^* |K| + \sum_{i \in I} \lambda_i^* d_i + \sum_{l \in E} \lambda_l^* d_l =$$

$$\sum_{i \in I, l \in E} f_{il}^k t_{il}^u + \sum_{i \in I} f_{ip}^k t_{ip}^u + \sum_{l \in E} f_{pl}^k t_{pl}^u =$$

$$\sum_{i \in I, l \in E} f_{il} \sum_{k \in K} \tilde{x}_{il}^k + \sum_{i \in I} f_{ip} \sum_{k \in K} \tilde{x}_{ip}^k + \sum_{l \in E} f_{pl} \sum_{k \in K} \tilde{x}_{pl}^k,$$

and as consequence $\tilde{x}$ and $(\tilde{\lambda}, \tilde{\mu})$ are a pair of primal-dual optimal solutions for the relaxation of (9)-(13) and $\tilde{x}$ is integer by construction.
An easy consequence of Proposition 1 is that also the continuous relaxation of reformulation (1)-(8) admits an integer optimal solution when the arc costs do not depend on the vehicle. Indeed, it is sufficient to first determine the solution for (9)-(13) and then set the variables $x_{kpi}$ and $x_{kpi}$ by using constraints (2) and (3). This can be summarized in the following corollary:

**Corollary 1.** If the costs $c_{kij}^k$ and $h_{kj}^k$ do not depend on $k$, then the continuous relaxation of reformulation (1)-(8) admits an integer optimal solution.

### 4. Conclusion

We proposed three new formulations for a drayage problem with stay-with policy in the case of trucks carrying one container. More precisely, we simplified the model in [20] providing two new formulations that can handle different arc costs for trucks. We showed that the constraint matrices of these formulations are not totally unimodular. Then we proposed a third formulation valid if the arc costs do not depend on the vehicle and we proved that its constraint matrix is totally unimodular. As a consequence, the continuous relaxation of this formulation always produce integer optimal solutions. In addition, we also proved that, under the same hypothesis, also the first two formulations admit an integer optimal solution for the respective continuous relaxations.

Finally, we showed that the third model can be used to define a circulation problem over a network that can be solved by efficient algorithms. The impact of these results is their possible use in decomposition methods to solve more complex problems, for which the problem at hand is a subproblem. For example, it is of interest to solve the original drayage problem in [20] with variables associated with trucks with either one or two containers by means of decomposition methods such as Benders’ decomposition. Indeed, this problem can be represented as a model where the vector of variables associated with trucks carrying 1 or 2 containers are represented with vectors $w^1$ and $w^2$ respectively, and where the Benders’ decomposition can be applied by considering $w^1$ as the vector of “easy variables”. The minimization subproblem associated with variables
$w^3$ is equivalent to the third model, and it can be efficiently used in the Benders’ decomposition by exploiting the transformation into the circulation problem as above mentioned. That enables us to take advantage of the fact that in real-world instances more than 90% of the trucks carry only one container. In a future work we will compare the solution of the general drayage problem by the original formulation in [20] with the Benders’ decomposition approach.
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